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Résumé

Les méthodes de réduction de modéle sont incontournables pour la résolution
d’équations paramétrées de grande dimension qui apparaissent dans les problémes de
quantification d’incertitude, d’optimisation ou encore les problémes inverses. Dans
cette thése nous nous intéressons aux méthodes d’approximation de faible rang,
notamment aux méthodes de bases réduites et d’approximation de tenseur.

L’approximation obtenue par projection de Galerkin peut étre de mauvaise qual-
ité lorsque 'opérateur est mal conditionné. Pour les méthodes de projection sur des
espaces réduits, nous proposons des préconditionneurs construits par interpolation
d’inverse d’opérateur, calculés efficacement par des outils d’algébre linéaire "ran-
domisée". Des stratégies d’interpolation adaptatives sont proposées pour améliorer
soit les estimateurs d’erreur, soit les projections sur les espaces réduits. Pour les
méthodes d’approximation de tenseur, nous proposons une formulation en mini-
mum de résidu avec utilisation de norme idéale. L’algorithme de résolution, qui
s'interpréte comme un algorithme de gradient avec préconditionneur implicite, per-
met d’obtenir une approximation quasi-optimale de la solution.

Enfin nous nous intéressons a ’approximation de quantités d’intérét a valeur
fonctionnelle ou vectorielle. Nous généralisons pour cela les approches de type
"primale-duale" au cas non scalaire, et nous proposons de nouvelles méthodes de
projection sur espaces réduits. Dans le cadre de 'approximation de tenseur, nous
considérons une norme dépendant de I'erreur en quantité d’intérét afin d’obtenir une

approximation de la solution qui tient compte de 1'objectif du calcul.

Mots clefs: Réduction de modéle — Quantification d’incertitude — Equations
paramétrées — Bases réduites — Approximation de faible rang de tenseur — Précon-

ditionneur — Quantité d’intérét






Abstract

Model order reduction has become an inescapable tool for the solution of high
dimensional parameter-dependent equations arising in uncertainty quantification,
optimization or inverse problems. In this thesis we focus on low rank approxima-
tion methods, in particular on reduced basis methods and on tensor approximation
methods.

The approximation obtained by Galerkin projections may be inaccurate when
the operator is ill-conditioned. For projection based methods, we propose precondi-
tioners built by interpolation of the operator inverse. We rely on randomized linear
algebra for the efficient computation of these preconditioners. Adaptive interpola-
tion strategies are proposed in order to improve either the error estimates or the
projection onto reduced spaces. For tensor approximation methods, we propose a
minimal residual formulation with ideal residual norms. The proposed algorithm,
which can be interpreted as a gradient algorithm with an implicit preconditioner,
allows obtaining a quasi-optimal approximation of the solution.

Finally, we address the problem of the approximation of vector-valued or functional-
valued quantities of interest. For this purpose we generalize the primal-dual” ap-
proaches to the non-scalar case, and we propose new methods for the projection
onto reduced spaces. In the context of tensor approximation we consider a norm
which depends on the error on the quantity of interest. This allows obtaining ap-
proximations of the solution that take into account the objective of the numerical
simulation.

Keywords: Model order reduction — Uncertainty quantification — Parameter
dependent equations — Reduced Basis — Low rank tensor approximation — Precon-
ditioner — Quantity of interest
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Context and contributions 3

1 Context and contributions

1.1 Parameter-dependent equations

Over the past decades, parameter-dependent equations have received a growing in-
terest in different branches of science and engineering. These equations are typically
used for the numerical simulation of physical phenomena governed by partial dif-
ferential equations (PDEs) with different configurations of the material properties,
the shape of the domain, the source terms, the boundary conditions etc. The pa-
rameter refers to these data that may vary. Various domains of application involve
parameter-dependent equations. For example in optimization or in control, we search
the parameter value that minimizes some cost function which is defined as a func-
tion of the solution. Real-time simulation requires the solution for different values
of the parameter in a limited computational time. In uncertainty quantification, the
parameter is considered as a random variable (which reflects uncertainties on the
input data), and the goal is either to study the statistical properties of the solution
(forward problem), or to identify the distribution law of the parameter from the
knowledge of some observations of the solution (inverse problem).

Let us consider a generic parameter-dependent equation

A(Su(§) = b(8), (1.1)

where the parameter £ = (&;,...,&,) is assumed to take values in a parameter set
= C R? which represents the range of variations of £&. In the present work, we mainly
focus on parameter-dependent linear PDEs. The solution u(§) belongs to a Hilbert
space V' (typically a Sobolev space) endowed with a norm || - |y. A(£) is a linear
operator defined from V' to V', the dual space of V', and b(§) € V'. The function
u: & u(€) defined from = to V' is called the solution map. When considering the
numerical solution of a PDE, a discretization scheme (such as the Finite Element
Method [52]) yields a finite dimensional problem of size n, which can also be written
under the form (1.1) with V either an approximation space V = V" of dimension n,
or an algebraic space V' = R". In the latter case, A({) is a matrix of size n. In the
rest of this introductory chapter, we consider for the sake of simplicity that V is a

finite dimensional space.

When considering complex physical models, solving (1.1) for one value of the
parameter requires a call to an expensive numerical solver (e.g. for the numerical

solution of a PDE with a finite discretization, we have n > 1). This is a limit-
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ing factor for the applications that require the solution u(§) for many values of the
parameter. In this context, different methods have been proposed for the approx-
imation of the solution map. The goal of these methods, often referred as Model
Order Reduction (MOR) methods, is to build an approximation of the solution map
u that can be rapidly evaluated for any parameter value, and which is sufficiently
accurate for the intended applications. This approximation is used as a surrogate
for the solution map.

In the following sections, we present MOR methods based on functional approx-
imations, and then based on low-rank approximations. Finally, the contributions of
the thesis will be outlined.

1.2 Functional approximation of the solution map

Standard approximation methods construct an approximation uy of v on a basis

{11, ...,9¥n} of parameter-dependent functions:

un(§) = Z%’%’(f) (1.2)

When the basis {¢1,...,1¥n} is fixed a priori, the approximation uy linearly de-
pends on the coefficients vy, ..., vy: this is a linear approximation method. Different
possibilities have been proposed for the computation of uy. For example, one can
rely on interpolation (also called stochastic collocation when the parameter is a ran-
dom variable) [5,10,126], on Galerkin projection (also called stochastic Galerkin
projection) |62,97], or on regression [15,19]. In the seminal work of Ghanem and
Spanos [62] polynomial functions were used for the basis {t,...,9¥y}. Since then,
various types of bases have been considered such as piecewise polynomials [6,46,124],
wavelets [93] etc. However, the main difficulty of these approaches is that the num-
ber of basis functions N dramatically increases with respect to the dimension d, i.e.
the number of parameters. For example, when using polynomial spaces with total
degree p, N = (d+ p)!/d!p!. As a consequence the complexity of the approximation
methods blows up. Since Bellman [12,13], the expression “curse of dimensionality”
refers to such an increase in complexity with respect to the dimension. It is then
necessary to exploit particular properties of the solution map for the elaboration of
efficient approximation methods. Even if the smoothness of u with respect to £ is an
essential ingredient for its numerical approximation, it is not sufficient to circumvent
the curse of dimensionality (see e.g. [104] where it is proven that the approximation

of the class of infinitely many times differentiable functions with uniformly bounded
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derivatives is intractable).

In many situations, the parameters &, ...,&; do not have the same importance
in the sense that the solution map may present complex variations with respect to
some parameters, and simple variations with respect to the others. This anisotropy
can be exploited for the construction of a basis that is well adapted to reproduce
u, yielding an accurate approximation with a moderate number of basis functions.
The idea is for example to put more effort (e.g. higher polynomial degree) for the
description of the variations with respect to some parameters. Finding an adapted
basis is the principal motivation of the sparse approximation methods, see [61,99|.
Given a dictionary of functions D = {9, : @ € A}, where A denotes a countable set,
sparse approximation of u consists in finding a subset A, C A of cardinality r such

that an element of the form

UA, = Z Ua¢a(§) (1'3>

O{GAT

approximates well the solution map. The problem of finding the best approxima-
tion of the form (1.3) is often referred as the best r-term approximation problem.
Since the basis {1, : @ € A,} is not chosen a priori, this approach is a non linear
approzimation method, see [48,50]. For instance, provided w is sufficiently smooth
(typically if v admits an analytical extension to a complex domain), Proposition
5.5 in [31] states that there exists an approximation uy, of the form (1.2) (built by
polynomial interpolation) such that

sup [|u(§) — ua, ([l < Cr?, (1.4)

fe=

where the constants C' and p depend on the solution map u and on the dimension
d. Furthermore, it is shown in [36] that for some particular parameter-dependent
equation with infinite dimension d — 0o, exploiting the anisotropy allows to “break”
the curse of dimensionality in the sense that the constants C' and p do not depend
on d. However, best r-term approximation problems are known to be combina-
torial optimization problems that are NP hard to solve. In practice, the sparse
approximation (1.3) can be obtained by using ¢! sparsity-inducing penalization tech-
niques [19,20,32], or by selecting the basis functions one after the other in a greedy
fashion [37,38,109|. We refers to [40] for a detailed introduction and analysis of the

methods that exploit the anisotropy of u using sparse approximation techniques.
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1.3 Low-rank approximation of the solution map

In this thesis, we focus on low-rank approximation methods. The principle is to

build an approximation of the solution map of the form

u(§) = Zvi)\i(f), (1.5)

where the coefficients vy, ..., v, and the functions A, ..., A\, are not chosen a priori:
they are both determined so that u, approximates well the solution map (in a sense
that remains to be defined). Note that low-rank approximations (1.5) are very sim-
ilar to sparse approximations (1.3): the common feature is that the approximation
basis ({1:(&)}i_; or {\i(&)}i_,) is not fixed a priori. However, instead of choosing
A1, ..., A in a dictionary of functions D, they will be selected in a vector space of
functions 9, typically a Lebesgue space, or an approximation subspace in a Lebesgue
space.

We detail now some mathematical aspects of low-rank approximations. Let us
introduce the Bochner space L7 (Z;V) = {v: =+ V : ||v]|, < co} where the norm
|| - ||, is defined by

1/p
ol = ([ o au0) " t1<p<,

\\v!\p=essiup\!v(£)\!v if p = 0.
c=

Here p a probability measure (the law of the random variable ). The Bochner space
LP(Z;V) has a tensor product structure’ L?(Z;V) = V ® S, where S denotes the

Lebesgue space L (Z). In the following we adopt the notation:
X=Ves=L(EV). (1.6)

The elements of X are called tensors. The approximation manifold associated to
the elements of the form (1.5) is denoted by

CT(X) = {sz@))\z% GV,/\Z‘ES} c X.

i=1

Let us note that any v € X can be interpreted as a linear operator from V' to S
defined by w +— (v, w), where (-, -) denotes the duality pair. With this point of view,

W @S =span{fv@A:v € V,\ € S}, where v® A is called an elementary (or a rank-one) tensor,
which can be interpreted as the application from E to V' defined by £ — (v ® \)(§) = vA(§).
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C-(X) corresponds to the set operators whose rank (i.e. the dimension of the range)
is bounded by . We denote by d® (u) the lowest possible error we can achieve, with
respect to the L (Z; V')-norm, by approximating u by an element of C,(X):
dP(u) = mi — Uy - 1.7
Pu) = il =, (1.7)
For the applications where the relation (1.4) holds, we deduce? that iSel (u) < Crr.
Since the L7 (Z;V)-norm is stronger that the L?(=;V)-norm, we have

dP (u) < di>)(u)

for any 1 < p < o0.

The value of p determines in which sense we want to approximate u. In practice,
low-rank approximation methods are either based on p = oo or on p = 2. The choice
p = oo yields an approximation u, of v which is uniformly accurate over =, meaning
|u(€) — ur(&)|lv < e for any € € =. This is the natural framework for applications
such as rare event estimation or optimization. The choice p = 2 is natural in the
stochastic context when the first moments of the solution (e.g. the mean, the vari-
ance etc) have to be computed. But in the literature, we observe that the choice
of p is generally not driven by the application. For example, approximations built
by a method based on p = 2 can be used to provide “numerical charts” [34], while
approximations built by a method based on p = oo are used in [23] for computing
moments of u. In fact, under some assumptions on the smoothness of the solution
map, the approximation error measured with the L7°(Z;V')-norm can be controlled
by the one measured with the L2 (Z;V)-norm (see [77]).

1.4 Contributions and organization of the manuscript

This thesis contains different contributions for the two main low-rank approximation
methods, namely the Reduced Basis method (which is here presented as a low-
rank method with a subspace point of view) and the methods based on tensor
approximation techniques. These contributions address the following issues.

e The fact is that the solution map is not known a priori, but implicitly defined
as the solution of (1.1). As a consequence, low-rank approximation meth-
ods are not able to provide optimal approximations, but only quasi-optimal

?In some applications we rather observe an exponential rate of convergence dﬁ“)(u) <
Cexp(—cr?).
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approximations in the best case scenario. This loss of accuracy can be prob-
lematic for the efficiency of the methods.

e In many applications, we only need a partial information (called a quantity of
interest) which is a function of the solution map. The challenge is to develop
goal-oriented approximation methods which take advantage of such situation

in order to reduce the complexity.

The organization of the present manuscript is as follow.

Chapter 2. We observe in practice that a bad condition number of the opera-
tor A(§) may yield inefficient model order reduction: the use of a preconditioner
P(€) ~ A(£)7! is necessary to obtain accurate approximations. In Chapter 2, we
propose a parameter-dependent preconditioner defined as an interpolation of A(£)™!
(here we consider that equation (1.1) is an algebraic equation, i.e. A(§) is a ma-
trix). This interpolation is defined by a projection method based on the Frobenius
norm. Here we use tools of the randomized numerical linear algebra (see [79] for
an introduction) for handling large matrices. We propose strategies for the selec-
tion of the interpolation points which are dedicated either to the improvement of
Galerkin projections or to the estimation of projection errors. Then we show how
such preconditioner can be used for projection-based MOR, such as the reduced
basis method or the proper orthogonal decomposition method.

Chapter 3. In many situations, one is not interested in the solution u(&) itself
but rather in some variable of interest defined as a function £ — [(u()). In the
case where [ € L(V,R) is a linear function taking scalar values, approximations of
the variable of interest can be obtained using a primal-dual approach which consists
in computing an approximation of the so-called dual variable. In chapter 3, we
extend this approach to functional-valued or vector-valued variables of interest, i.e.
l € L(V,Z) where Z is a vector space. In particular we develop a new projection
method based on a saddle point formulation for the approximation of the primal

and dual variables in reduced spaces.

Chapter 4. Low-rank approximations can be obtained through the direct mini-
mization of the residual norm associated to an equation formulated in a tensor prod-
uct space. In practice, the resulting approximation can be far from being optimal
with respect to the norm of interest. In Chapter 4, we introduce an ideal minimal

residual formulation such that the optimality of the approximation is achieved with
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respect to a desired norm, and in particular the natural norm of LZ(E; V') for appli-
cations to parameter-dependent equations. We propose and analyze an algorithm
which provides a quasi-optimal low-rank approximation of the solution map.

Chapter 5. As in Chapter 3, we address the problem of the estimation of a
functional-valued (or vector-valued) quantity of interest, which is here defined as
L(u) where L € L(X,Z). For example when ¢ is a random variable, L(u) can be
the conditional expectation E(u(&)|£,) with respect to a subset of random variables
&-. For this purpose, we propose an original strategy which relies on a goal-oriented
norm, meaning a norm on X that takes into account the quantity of interest we
want to compute. However, the best approximation problem with respect to this
norm can not be solved directly. We propose an algorithm that relies on the ideal

minimal residual formulation introduced in Chapter 4.

The rest of this chapter gives the basic notions of low-rank approximation meth-
ods which will be useful for the rest of the manuscript. We distinguish here the
low-rank methods with a subspace point of view, such as the Reduced Basis method
or the Proper Orthogonal Decomposition method, and the methods based on tensor

approximation techniques.

2 Low-rank methods: a subspace point of view

Let us note that the subset of tensors with rank bounded by r can be equivalently
defined by

C(X)={V,®8:V, CcV,dim(V,) =1},

so that we have

B L
a4

This alternative formulation of the low-rank approximation problem suggests to find
a subspace V,, C V of dimension r, often called the reduced space, that minimizes
min,, ev,qs ||u—u,||,. In practice a subspace can be constructed based on the knowl-
edge of snapshots of the solution {u(&'),u(€?),...}. This is the basic idea of the
Proper Orthogonal Decomposition (POD) and of the Reduced Basis (RB) methods.
The main difference is that the POD method aims at constructing a subspace V.
that is optimal with respect to the L2 (Z;V)-norm (p = 2), whereas the RB method
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tries to achieve the optimality with respect to the Lo°(Z;V)-norm (p = oo). For a
given reduced space V. and for any parameter value { € =, the approximation u,(§)
can be computed by a Galerkin-type projection (i.e. using equation (1.1)) of the
solution u(§) onto V,. The term projection-based model order reduction is used for
such strategies relying on a projection of the solution onto a reduced space. Note
that we do not introduce any approximation space for S.

2.1 Projection on a reduced space

In this sub-section, we assume that we are given a reduced space V. C V. The best
approximation problem in V, ® S is:

Jmin =, = [lu =Ty,

where IIy, denotes the V-orthogonal projector onto V,. For the computation of
(ITy,w)(§) = My, u(€), we need to know the solution u(&). To avoid this, we define
u,-(€) as the Galerkin projection of u(§) onto the reduced space V.. Here we assume
that the operator A() satisfies

a(é) = inf M >0 and [(§)=supsup M < 00

1.8
2 e 1D SU ol Teolly (18)

The Galerkin projection u,.(§) € V, is characterized by

(A©)ur(£), v) = (b(&), v) (1.9)

for all v € V,.. Computing u,(£) requires the solution of a small® linear system of size
r called the reduced system. Céa’s lemma provides the following quasi-optimality

result:

[u(€) = ur (Ol x < K(E)[u(E) — Ty, u(@)llv, (1.10)
where #(§) = 5(§)/a(§) =

1 is the condition number of A(&). Then we have

_ <% i _
Ju = uelly <% min Ju vl

with & = sup,cz £(£). We note that a bad condition number for A(§) can lead to an
inaccurate Galerkin projection. One can find in [42] a Petrov-Galerkin projection
method that aims at defining a better projection onto the reduced space by con-
structing a suitable test space.

3By small, we mean that r < n, where we recall that n denotes the dimension of the “full”
problem (1.1).
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In order to have a rapid evaluation of u,(§) for any parameter value £ € =, the
complexity for solving (1.9) should be independent of n (i.e. the complexity of the
original problem). To obtain this property, a key ingredient is that both the operator
A(€) and the right hand side b(¢) admit an affine decomposition with respect to the
parameter £, meaning that

A© =S ABLE . e =3 bk (1.11)

where ®;' and ®} are scalar valued functions. Such decomposition allows to pre-
compute the reduced operators (resp. right hand sides) associated to Ay (resp. to
br) during the so called Offline phase. Then for any £ € = the reduced system can
be rapidly reassembled (using (1.11)) and solved during the Online phase, with a
complexity that is independent of n. If A(§) and b(§) do not have an affine de-
composition, one can use techniques such as the Empirical Interpolation Method [9]
to build approximations of A(£) and b(§) of the form (1.11). Moreover, if such
decompositions exist but the operators Aj or the vectors by are not available (for
example in a non-intrusive setting), one can use the technique proposed in [29] for

the computation of affine decompositions from evaluations of A(§) and b(&).

2.2 Proper orthogonal decomposition

We present now the principle of the POD. This method was first introduced for the
analysis of turbulent flows in fluid mechanics [14]. We refer to [84] for an introduc-

tion in the context of parameter-dependent equations.

We assume that the solution map u belongs to L2 (Z; V) (p = 2), and we consider
its singular value decomposition* v = Zf; 0;v; ® \;, where o; € R are the singular
values (sorted in decreasing order) and v; € V., A\; € S are the corresponding left
and right singular vectors. This decomposition is also called the Karhunen-Loéve
expansion when ¢ is a random variable. An important feature of this decomposition
is that the truncation to its first r terms gives an optimal rank-r approximation of
u with respect to the L2 (Z;V)-norm:

— U @ Ny = i — v lla. 1.12
Iu=3 o @Al = min =l (1.12)

As a consequence, the optimal reduced space V, is given by the span of the dominant
left singular vectors {vy,...,v,}. The idea of the POD is to approach the || - ||-norm

4Note that since dim(V') < oo, the sum is finite.
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of equation (1.12) using the Monte Carlo method for the estimation of the integral

over =:
K
o=l = [ @ @R ~ o S lule) —wi@lfy (119
where ¢!, ..., &K are K independent realizations of a random variable whose prob-

ability law is u. A reduced space V, is then defined as the span of the first r left

singular vectors of the operator
K
e RE — Z (VN € V.
k:

When V' = R", this operator corresponds to a matrix whose columns are the snap-
shots u(&'), ..., u(£X). Then, efficient algorithms are available for the computation
of the complete SVD [69], or for the computation of the truncated SVD [68].

Remark 2.1 (Goal-oriented POD). Alternative constructions of the reduced
space have been proposed in order to obtain accurate approximations of some vari-
able of interest defined by l(u(§)), where | € L(V,Z) is a linear function taking
values in a vector space Z = R™. The idea proposed in [28] is to replace the norm
Il - |[v by a semi-norm ||I(-)||z in the expression (1.13), so that the optimality of
the reduced space is achieved with respect to the quantity of interest we want to
compute. However such strategy does not take into account the projection prob-
lem on the resulting reduced space, and there is no guaranty that such a strategy
improves the approximation of the quantity of interest. We believe that the com-
putation of a goal-oriented projection of u(§) is as important as the computation
of a goal-oriented reduced space (see Chapter 3).

2.3 Reduced basis method

The motivation of the RB method is to build a reduced space which provides a
controlled approximation of the solution map with respect to the Lff(E; V)-norm
(p = 00). The lowest error 4> (u) for the approximation of u by a rank r element
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satisfies

A ()= i min sup [u(©) = (€],
dim(V;)=r

= min SgtelgggQHU(f) —vrllv,
dim(V;)=r

= min sup min ||w — v, |y,

ViCV e vr€Vs
disz,«):r we T

where M = {u(¢) : € € 2} C V denotes the solution manifold. Then d° (u) is the
Kolmogorov r-width of M, see [88]. There is no practical algorithm to compute the
corresponding optimal subspace, even if we had access to the solution u(§) for any
¢ € =. The idea of the RB method is to construct V, as the span of snapshots of
the solution. Contrarily to the POD method which relies on a crude Monte Carlo
sampling of the solution manifold, the RB method selects the evaluation points
adaptively.

In the seminal work [123|, a Greedy algorithm has been proposed for the con-
struction of the approximation space

Viy1 =V, + span{u(¢")}.

Ideally, £ should be chosen where the error of the current approximation u, () is

maximal, that means
& carg max |lu(€) — u-(§)]|v- (1.14)

Since u,11(€) is defined as the Galerkin projection of (&) onto a subspace V.1 which
contains u(£"), and thanks to relation (1.10), we have ||u(&™) — w1 (E7)][vy =0
(in fact, we also have ||u(&)—u,41(€)|lv = 0forany € € {€, ..., £}, so that u,, ()
is an interpolation of u(¢) on the set of points {&',...,&"™'}). We understand that
this approach aims at decreasing the LZO(E; V') error. But in practice, the selection
strategy (1.14) is unfeasible since it requires the solution u(¢) for all £ € =. To
overcome such an issue, the exact error ||u(§) — u,(&)||v is replaced by an estimator
A, (&) that can be computed for any £ € = with low computational costs. This
estimator is said to be tight if there exist two constants ¢ > 0 and C' < oo such that

cAr(§) < [Ju(€) —ur(§)llv < CAL(E)

holds for any & € =. A popular error estimator is the dual norm of the residual
A& = [A©u (&) — b(&)|lyr. In that case, we have ¢ = inf (&)™ and C =
supe ()" where (&) and (&) the constants defined in (1.8).
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Remark 2.2 (Training set). In practice, Z is replaced by a training set Zgain
with finite cardinality, but large enough to represent well = in order not to miss

relevant parts of the parameter domain.

This Greedy algorithm has been analyzed in several papers [18,25,49,95]. In
particular, Corollary 3.3 in [49] states that if the Kolmogorov r-width satisfies
d&“)(u) < Cyr~” for some Cy > 0 and p > 0, then the resulting approximation
space V. satisfies

i — < ~T2CrP 1.1

with C; = 2°+1Cy and v = ¢/C < 1. Moreover, if d™(u) = Cyexp(—cor?) for
some positive constants Cy, ¢y and p, then

' _ <A1 e 1.1
Ufélvi%s““ Uplloo <77 Crexp(—c177) (1.16)

with C) = v/2C, and ¢; = 2717%°¢y. Qualitatively, these results tell us that the RB
method is particularly interesting in the sense that it preserves (in some situations)
the convergence rate of the Kolmogorov r-width. But from a quantitative point
of view, a constant v close to zero may deteriorate the quality of V, for small r.
Let us note that when the error estimator is the dual norm of the residual (i.e.

A (&) = [[A(©ur(§) = b(E)v+), we have
,}/71 _ C - SUPgﬂ(f) > B() .

o infea(9) T al©)
Here again, the condition number of A() plays an important role on the quality of
the approximation space V,. If it is large, then v~! will be also large. Furthermore,
note that we have
L swe(A©al®)/a(®) _ supca(e)
7T Thfa(®) T ifea(d)

Even with an ideal condition number K = 1, we have no guaranty that the constant

R.

v~ will be close to one (take for example A(£) = £I, where I is the identity operator
and 0 <e <¢<1. Then x(§) =1 and vy ' =e71).

Remark 2.3 (Certified RB). In order to have a certified error bound, one can
use the error estimator A,(£) = a(&)7|A(&)u, (&) — b(€)||y» which provides an
upper bound of the error: ||u(§) — u,(§)|lvy < An(§). This corresponds to the Cer-
tified Reduced Basis method [114,123]. Then we have C' = 1, ¢ = inf; a(&)/5(§)
and finally v~!' = K. Except for the particular case where «o(§) is given for

free, one can build a lower bound app(§) < «(§) using for example the Suc-
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cessive Constraint linear optimization Method (SCM), see [83]. Then for A,(§) =
ars(&) A u. (&) —b(&)||y, the relation ||u(€) —u,()|lv < A,(€) still holds and

we obtain
| Supg a(§)/arp(§)

~ infe a(§)/arp(§)

E<A R.

Remark 2.4 (Goal-oriented RB). For some applications, one is interested in
some “region of interest” in the parameter domain =. For example in optimiza-
tion, we need an accurate approximation of u(§) around the minimizer of some cost
function § — J(u(€)). Another example can be found in rare events estimation,
where an accurate approximation is needed only in the border of some failure do-
main defined by {£ € Z: l[(u(€)) > 0}. The idea proposed in [30] consists in using
a weighted error estimate w,(§)A,.(§), where w, is a positive function that assigns
more importance of the error associated to some region of the parameter domain.
For rare event estimation, this function can be defined as w,(§) = 1/|l(u,(§))|.

3 Low-rank methods based on tensor approxima-
tion

In this section we show how a low-rank approximation of the solution map can be
obtained using tensor approximation methods. Here, the principle is to interpret u

as the solution of a linear equation
Au = B, (1.17)

which is formulated on the tensor product space X = V ® S endowed with the
Li(E;V)—norm (p = 2). Contrarily to the subspace point of view presented in
Section 2, we build here an explicit representation of u,, meaning that the functions
A1, ..o A will be explicitly computed. In practice this requires to introduce an
approximation space for S, such as a polynomial space, a piecewise polynomial
space etc, or to work on a sample set (meaning a set Z,.;, C = of finite cardinality).
But, as mentioned in section 1.2, the dimension of such spaces blows up with the
number d of parameter. In order to avoid the construction of an approximation

space for multivariate functions, we can rather consider u, of the form

u () =Y v MY (&) . A &), (1.18)
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which is a so-called separated representation. This requires to introduce approxima-
tion spaces only for univariate functions. Here, (1.18) is an approximation in the
canonical tensor format with a canonical rank bounded by r, which is known to have
bad topological properties. Alternative low-rank formats have been proposed, such

as the Tucker format, the Hierarchical Tucker format or the Tensor Train format.

In the rest of this section, we first show how the parameter-dependent equation
(1.1) can be written as a tensor structured equation (1.17). Then we introduce
standard low-rank formats, and we present different methods for the solution of

(1.17) using low-rank tensor techniques.

3.1 Parameter-dependent equation as a tensor structured equa-
tion

The weak formulation of the parameter-dependent equation (1.1) consists in finding
u € X such that

/: (A(E)ul€), wl€)) dpu(€) = / (b(E), wl€)) dyu(€) (1.19)

for any w € X. We introduce the operator A : X — X’ and B € X’ defined by:

(Av,w) = / (A(E)0(€), w(€)) du(€) and  (B,uw) = / (b(E), w(©) du(c),

for any v,w € X, so that (1.19) can be equivalently written as in equation (1.17).
Here, we endow X with the norm || - ||x = || - |- Then X is a Hilbert space, which
is convenient in the present context. A sufficient condition for problem (1.17) to be
well-posed is

o= %nf al€) >0 and B =suppB(€) < oo,

€= €eE

where a(¢) and B(&) are defined by (1.8). Indeed, this implies

(Av,v) > /_a(é)Hv(ﬁ)Hz’v du(§) = g/:Hv(f)HQv du(€) = allvllk  (1.20)

for any v € X, and

(Av, w) S/Tﬁ(f)!!v(f)llv\!w(f)llv dp(§) < Bllvlxllwlx (1.21)

for any v,w € X. Equations (1.20) and (1.21) ensure respectively the coercivity
and the continuity of A on X. Thanks to Lax-Milgram theorem, (1.17) is then well
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posed. Furthermore, the weak formulation (1.19) (or equivalently (1.17)) is conve-
nient to introduce an approximation space Xin X (for example X=V®sScX ,
with S C S a polynomial space). Replacing X by X in (1.19), the resulting so-
lution w is the Galerkin approximation of u onto X (sometimes called the Spectral
Stochastic Galerkin approximation). In the following, we continue working in the
space X =V ® S, although it can be replaced by X at any time.

As mentioned earlier, we also want to introduce low-rank approximations of the
form (1.18). This is made possible by the fact that, under some assumptions, the
space S also admits a tensor product structure. Let us assume that = admits a
product structure = = =1 X ... x 24, where Z, C R for all v € {1,...,d}, and that
the measure p satisfies p(§) = Hff:l p (&) for any & € Z (if p is the probability
law of & = (&,...,&q), that means that the random variables &, ..., &, are mutu-
ally independent). Then the space S has the following tensor product structure®

S=5®...® 8, where S, = Li(”) (Z,).

We discuss now the tensor structure of the operator A and the right-hand side
B. We assume here that A(§) and b(§) admit the following affine decompositions:

ma d my d
A =Y A [t &) and () =) b ][0 (&)
k=1 =1 k=1 =1

where @}, and @} , are scalar valued functions defined over Z,,. This decomposition
is similar to the previous one (1.11), but with an additional assumption for the

functions ®; and ®2. Then A and B admit the following decompositions

ma my
A=Y A 0A ®.. 0A? and B=) ot e.. ob?,

k=1 k=1

where AY) S, — S and b} € S/, are defined by

(AD2, ) = / SR (ENEN(E) A (E),

[1]
<

O 7y = [ DY (E)(E) du® (&),

—

for all A,y € 5,.

SHere again, S, can be replaced by an approximation space §,, C S,. In that case, the approx-
imation space S = S1 ® ... ® Sy preserves the tensor product structure of S.
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Thereafter, and for the sake of simplicity, we adopt the notation
X=X1®...0 Xy,

where X; =V, X, = LZ@)(El), X3 = LZ(Q)(EQ) and so on. Let us note that with
this new notation, we have replaced d + 1 by d. Then, A and B are interpreted as

tensors: ; ;
mA mp
A=Y"RAY and B=> XB". (1.22)
k=1 v=1 k=1 v=1

3.2 Low-rank tensor formats

We present here different low-rank tensor formats. We refer to the monograph [76]
for a detailed presentation. The most simple low-rank tensor format is the canonical

rank-r tensor format that is defined by

Co(X) = {Zx§1>®...®x§d> g GXV}. (1.23)
=1

This allows us to define the canonical rank of a tensor x € X as the minimal integer
r € N such that € C,.(X). We use the notation r = rank(z). However, C.(X) is
not a closed subset for d > 2 and r > 1. As shown in [45, proposition 4.6], for some
tensor x € C3(X) such that z ¢ Co(X), there exists a tensor y € Co(X) that can be
arbitrarily closed to x. This is an issue for the elaboration of a robust approximation
method in this subset.

Now we introduce other low-rank tensor formats that have better properties. A
key ingredient is the notion of ¢t-rank of a tensor x € X, see [71,78|. Here, t C D =
{1,...,d} denotes a subset of indices, and ¢t = D\t is the complementary of ¢ in
D. We consider Xy = @), ., X, and Xye = Q)4 Xy, 50 that any z € X = X; ® Xje
can be interpreted as a tensor of order 2. This process is called the matricization
of the tensor with respect to t. Then, we can define the t-rank of a tensor x as
the minimal integer € N such that © € C,(X; ® X;e) (which is the unique notion
of the rank for a tensor of order 2). We then use the notation r = rank;(x) (note
that rank;(z) = rank;(x)). This allows us to introduce the subset of tensors with a
Tucker rank bounded by r

T(X) = {x € X :rank,(z) <1yt € D},

where r = (ry,...,ry) € N As a matter of fact, this subset is closed since it
is a finite intersection of closed subsets: T.(X) = (V,cp{r € X : rank(z) < e}
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Furthermore, any element of z, € T.(X) can be written

71 rd
Ty = Z"'Zail’""id 1'511) ®®$Ej), (124)

i1=1  ig=1

where a € R™ %" ig called the core tensor, and ZEEZ) € X, foralli, € {1,...,7,}
and v € {1,...,d}. The format (1.24) is called the Tucker format. However
this tensor format suffers from the curse of dimensionality, since the tensor core
belongs to a space whose dimension increases exponentially with respect to d:
dim(R™%x7d) = Hizl r,. To avoid this, low-rank structure also have to be im-
posed on the core tensor a. This can be done by considering a dimension tree
T C 2P that is a hierarchical partition of set of dimension D. Examples of such
trees are given on Figure 1.1 (we refer to Definition 3.1 in 71| for the definition of
such dimension trees). The subset of tensors with Hierarchical Tucker rank bounded
by r € N#(=1_first introduced in [78], is defined by

HI(X) = {x € X :rank(z) < 1y, t € T\D}. (1.25)

If T is the one-level tree of Figure 1.1(a), then H!(X) is nothing but 7,(X). When
T is the unbalanced tree of Figure 1.1(c), any tensor x, € HI(X) can be written as
in (1.24) with a core a having the following structure:

r{ Td-1
_ § : § : n @ (d—1) (d)
Qiy,...iq = T @iy ke eginkn Vg _oyig_r,ka—1 Vkaria? (1‘26>
ki=1 kg 1=1

where we used the notations r{ = rankgy(x), r§ = rankg 93(x), and so on®. Here

the tensor core a is a chained product of the tensors a) € S, = R™-1*"*" (with
the convention r§ = r§ = 1). The amount of memory for the storage of the core a is
dim(x?_,S,) = Zgzl re_,r,re. which linearly depends on d. Let us mention that for
general trees like the balanced tree of Figure 1.1(b), the tensor core possesses also a
simple parametrization, see |71, 78| for more information. When considering binary

trees (each node has 2 sons), the storage requirement for a also linearly depends on
d.

Remark 3.1. In fact, the trees presented on Figures 1.1(b) and 1.1(c) yield the
same low-rank tensor subset HI (X): they are both associated to subsets of tensors
with bounded t-ranks for t € {{1},{2},{3},{4},{1,2}}. Indeed, for the balanced
tree 1.1(b) we have rankg o)(v) = ranks a4 (x) to that we can remove the condi-

Shere, we changed the notations by taking the complementary of the interior nodes of the tree
1.1(c): for example r§ = ranky; oy (7) = ranks
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{1,2,3,4} {1,2,3,4} {1,2,3,4}
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{1,2} {3,4} / N\
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(a) One-level tree (Tucker (b) Balanced tree (Hierar- (¢) Unbalanced tree (Ten-
format). chical format). sor Train format).

Figure 1.1: Different dimension trees for d = 4.

tion on the t-rank for t = {3,4}, the same for the unbalanced tree 1.1(c) with
rankgs 3 4y(x) = rankgpy(v). This is a particular case that can obviously not be

generalized to higher dimensions d > 4.

We conclude this section by introducing the Tensor Train format (see [105,106]).
The subset of tensors with TT-rank bounded by r € N~! is defined by

TTH(X) = {x € X irank, <rp,te {{1},{1,2},... . {1,....d— 1}}}.

This format is a Hierarchical Tucker format associated to a dimension tree of the
form given in Figure 1.1(c) with inactive constraints on the t-rank for t € {{2}, ..., {d—
1}}. Any 2z, € TT,(X) can be written under the form

Td—1
(d—1 (d
Z Z xkl ®xk1 /\7® ®xl\1 Q)kd 1®xkd) . (127)
ki=1 kg1=1 " —— —_——— W-/

€Xy €Xo €Xgq—1 €Xyq

3.3 Approximation in low-rank tensor format

We discuss now the problem of approximating a tensor x € X in a low-rank tensor
subset M,.(X) € {C.(X), T.(X),HI(X), TT,(X)}. In this section, we emphases on
two situations: (a) for a given rank r, we want to find the best approximation of x
in the set M,.(X), and (b) for a given € > 0, we want to perform an approximation
z, € M, (X) such that ||z — z,||x < e with an adapted rank . Moreover, two cases
have to be considered: either the tensor x is known explicitly, or the tensor z is a
priori unknown but is the solution of the equation (1.17). In this latter case, we use

the notation x = v and z, = u,.
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3.3.1 Methods based on singular value decomposition

We show how to address both points (a) and (b) for the approximation of a given
tensor z using the Singular Value Decomposition (SVD). A key assumption is that
the norm || - || x satisfies the relation

e & ... © 2 x = [z ]lx, ... 2], (1.28)

for any ) € X,,, where || - || x, denotes the norm of the Hilbert space X,. When
(1.28) is satisfied, || - || x is called a cross-norm, or an induced norm. Once again, we
begin with the case of order-two tensor, i.e d = 2. As mentioned in Section 2.2, any
r € X; ® X, admits a singular value decomposition x = Zfil o; xgl) ® x§2). Eckart

Young’s theorem states that the truncation to the first r terms of the SVD provides
a best approximation of z in C,(X):

(1) (2 :
T — o; T, ®x; = min ||z — . 1.29
=3 el @ ol = min o= vl (1.20)
As a consequence, the point (a) is addressed by computing the first r terms of the
SVD of z. Using the notation z, = > ._, 0; xl(l) ® xl(?), we have ||z — z,||x =
(3052, 1082 Point (b) is addressed by truncating the SVD to the first r terms
such that (37, 0)1/? <e.

Remark 3.2 (Nested optimal subspaces). As already mentioned in Section
2, the best low-rank approximation problem can be written as a subspace opti-

mization problems

min min |z —y||x or min min ||z — y||x.
Vr(l)CXl yGan(l)®X2 VrQ)CXQ yGXl@Vr2
dim(Vr(l)):’r dim(Vr<2)):T

Thanks to relation (1.29), we know that such optimal subspaces exist, and they
are given by V") (z) = span{z\", ..., 2")}. These optimal subspaces are nested :
V(@) € ().

We now consider the case of higher order tensors (d > 2). Low-rank approxima-
tion based on singular value decomposition has been first proposed by Lathauwer
in [92] for the Tucker format. The method, called Higher-Order SVD (HOSVD),
consists in projecting x onto the subspace Vr(ll) R ...R® Vr(dd) C X, where for all
ved{l,... d}, Vr(yy) C X, are the optimal subspaces associated to

min min ||z — yl|x, (1.30)

vilex, yevilexve
dim(Vr(:)):n,
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where XV = (2 4, X In practice, the subspaces VT(VV) C X, are obtained by com-
puting the truncated SVD (to the first r, terms) of z € X = X, ® X, which is seen
as an order-two tensor. Lemma 2.6 in [71] states that the resulting approximation
z, € T,(X) satisfies

|z — 2, ||x <Vd min ||z —y|x.
yeTH(X)

T

In other words, the HOSVD yields a quasi-optimal approximation in the Tucker
format (point (a)). In order to address the point (b), we choose the ranks r, such
that the approximation error (1.30) is lower than ¢ for all v € {1,...,d}. Thus we
obtain an approximation z, € 7,(X) such that ||z — z.||x < eV/d, see Property 10
in 92].

This methodology can be generalized for the low-rank approximation in the Hi-
erarchical tensor format [71] or for the Tensor Train format [107]|. Briefly, the idea is
to consider the truncated SVD for all matricizations of x € X = X; ® X, associated
to the sets of indices t in a dimension tree. When using the balanced tree of Figure
1.1(b), this yields a quasi-optimal approximation in H! (X) with a quasi-optimality
constant v/2d — 2, see [71, theorem 3.11] (point (a)), and to a quasi-optimality con-
stant v/d — 1 in 77 ,(X). For the point (b), truncating each SVD with the precision
¢ yields a z,, € HY(X) such that ||z — z,|x < ev2d —2, and a z,, € TT,(X) such
that ||z — z,||x < evd— 1.

Let us finally note that these methods based on SVD are particularly efficient
for the low-rank approximation of a tensor. Although the truncation does not yield
optimal approximations for d > 2 (point (a)), the quasi-optimality constant grows
only moderately with respect to d. For the approximation with respect to a given
precision (point (b)), the advantage is that the ranks are chosen adaptively. In
particular, the anisotropy in the ranks of the tensor x (if any) is automatically
detected and exploited. However, the optimal choice of the low-rank format, or the

optimal choice of the tree for the Hierarchical tensor format, remain open questions.

3.3.2 Truncated iterative solvers for the solution of Au =18

We address now the problem of the low-rank approximation of a tensor u € X
that is not known explicitly, but that is the solution of a tensor structured equation
Au = B, with A and B of the form (1.22). It is possible here to use classical itera-
tive solvers (Richardson, CGS, GMRES etc), coupled with the tensor approximation

techniques presented in Section 3.3.1. We refer to the review Section 3.1 [72] for
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related references.

Let us illustrate the methodology with a simple Richardson method. It consists
in constructing the sequence {u*};>; in X defined by the recurrence relation:

uP T = uF + WP (B — AuP), (1.31)

where P : X’ — X denotes a preconditioner of A (meaning P ~ A~!), and w € R.
The sequence {u*};>; is known to converge as O(p*) to the solution u, provided
p = ||Z — wPA|x_x is strictly lower than 1 (Z denotes the identity operator of
X and || - ||x—x the operator norm). An optimization of the parameter w gives
the optimal rate of convergence p = (k — 1)/(x + 1), where x denotes the condi-
tion number” of PA. Therefore, the Richardson iteration method requires a good
preconditioner to speed up the convergence. This is also true for other iterative
solvers. In the context of parameter-dependent equations, a commonly used precon-
ditioner is P = ®i:1 P®) where P = A(€)~! for some parameter value £ € Z,
or P = E(A(£))~" when € is a random variable. For v > 2, P®) is the identity
operator of X,. We refer to [66] for a general method for constructing low-rank

preconditioners.

[terative solvers are known to suffer from what is called the “curse of the rank”.
To illustrate this, we assume that the iterate u* € C,(X) is stored in the canonical

M1 oiven by (1.31) is r+mp(mps+

tensor format. Then, the representation rank of u
mr), which shows that the representation rank blows up during the iteration pro-
cess. Then the idea is to “compress” each iterate u**! using for example the low-rank

truncation techniques introduced in Section 3.3.1:
WM =15, (uk +wP(B — Auk)>,

where II5, denotes an approximation operator which provides an approximation
15, (z) in M, of a tensor z € X with a precision . with respect to the precision
e (point (b)). A perturbation analysis of the Richardson method shows that the
sequence {uf}ysq satisfies limsup,_, . [|[u — u”*||x <e/(1 - p).

To conclude this section, we showed that provided efficient preconditioners are
used, iterative solvers can be used for the solution of a tensor structured equation.
Also, we note that such strategy only addresses the point (b).

Tk = [PA| x5 x| (PA) ™ [ xox-
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3.3.3 Methods based on Alternating Least Squares

We present here the Alternating Least Squares (ALS) algorithm which is used for
the best approximation problem in subsets of tensors with bounded ranks (point
(a)). Let us note that other methods have been considered for these problems (for
example a Newton algorithm is proposed in [54]), but ALS is very popular for its
simplicity and efficiency in many applications.

As mentioned in Section 3.2, any low-rank tensor x, € M,.(X) admits a parametriza-

tion that takes the general form:

Ty = «FMT@L- .- 7pK)7
(v)

where pi,...,px refers either to the vectors w; ’, the core a or the core tensors
a) (see equation (1.26)), and where Fy4, is a multilinear map. For example, and
according to relation (1.24), a possible parametrization for the Tucker format 7, (X)
is given by

1

Td
Dr d)r 1 d
Fr. (a, {xl(l)}hl:l, e {x§d>}i5:1> = Z o Z Qi iy x§1) ®...Q xgd).

i1=1  ig=1

The map F, is linear with respect to the elements p, € Py, where P, denotes the
appropriate vector space. Since || - ||x is a Hilbert norm, the minimization of the
error ||x — x,||x with respect to any parameter p; corresponds to a Least Squares
problem. The Alternating Least Squares (ALS) algorithm consists in minimizing the

error with respect to the parameters py,...,px one after the other:
ot : n n 1d 1d
P = arg min ||z — Fi, (P Y P Pl -+ PR [l

This operation can be repeated several times to improve the accuracy of the approx-
imation. The convergence of the ALS has been analyzed in many papers, see for
example [55,113,121]. In particular, provided the initial iterate is sufficiently close
to the best approximation of z in M, (X), ALS is proved to converge to this best

approximation.

In the situation where a tensor u € X is defined as the solution of equation
(1.17), the minimization over ||u — u,|x for u, € M,(X) is not feasible since u is
unknown. In this case, we can introduce a minimal residual problem:

min || Au, — B||., (1.32)
ur €M (X)
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which can still be solved using ALS. In practice, two choices of the norm | - ||, in X’
are commonly made. The first choice is to take the dual norm of X, i.e. |||l = ||-||x
Thanks to equations (1.20) and (1.21), the relations aljv|x < ||Av|l. < Blv|x
holds for any v € X. Therefore, Céa’s lemma states that the solution u; of the
minimization problem (1.32) satisfies

u—ullx <A1 min  |ju—ulx,

Ju il <97 min - flu=
where y~! = 3/a®. When A is symmetric definite positive, the other choice for the
norm || - ||, is such that ||Av||? = (Av,v) for any v € X. For this choice of norm, we
have

Ju=uillx <97 min fu—ullx,

where the quasi-optimality constant y~'/2 is improved compared to the case where

e =1 e

Remark 3.3. When the space X is endowed with the norm || - ||x such that
|- 1% =l A-||? = (A-,-) (this norm is often called the energy norm for the space
X, or the norm induced by the operator), the problem (1.32) can be interpreted as
a best approximation problem min,, e, (x) ||u —u,||x. If the number of terms m 4
in the decomposition (1.22) is larger than 1, this norm || - || x does not satisfies the
property (1.28), so that the methods based on SVD can not be used for solving
the best approximation problem or for obtaining a controlled approximation of
the best approximation.

3.3.4 Greedy algorithm and similarities with the RB method

Another possibility for the solution of Au = B using low-rank approximations is to
use a Greedy algorithm where at each iteration a rank-one correction is added to
the current approximation. This algorithm, often referred as the Proper Generalized
Decomposition (PGD, see [3,35,101,102]), can be summarized as follows:

w*™ € argmin|| A(u* + w) — B, (1.33)
weC (X)
Pt = b 4wt (1.34)

In practice, the rank-one approximation problem? that defines the correction w*+!

can be solved using the ALS algorithm. One can find in [119] an analysis of this

8Note that this is the same v which is involved in the analysis of the Reduced Basis method,
see Section 2.3.
9The minimization problem over C;(X) is well posed, since the set C.(X) is closed for r = 1.
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greedy algorithm, which, under quite general assumptions, converges to u. However,
we observe in practice that this greedy algorithm provides suboptimal approxima-
tions, and the number of iterations k for reaching a desired precision € can be very

large.

Remark 3.4. Of course this greedy algorithm can also be used for the approxi-
mation of a given tensor x. The correction is then defined by

w*tt € argmin||z — 2¥ — w||x.
weC (X)
In the particular case where d = 2 and where || - ||x is an induced norm (see
equation (1.28)), this greedy algorithm yields the optimal approximation z* of x
in Cx(X71 ® X5) (thanks to equation (1.29)). In general, greedy algorithms do not
vield best approximation.

There exist many variants of greedy algorithms. For example, at each iter-
ation one can add an update phase that aims at improving the accuracy of the
current approximation. Such updates can be done by using an ALS for u**! =
Fum, (p1,--.,pr), which is stored in some low-rank format M.,.'°.

We conclude this section by showing an analogy with the Reduced Basis method
which also relies on a greedy algorithm. For that, we readopt the notation X = V®S
without considering the possible tensor product structure of S. Let us assume that
we are given an approximation u, = Y ._, v; ® A; of u. If we want to improve this
approximation, we can update the functions \; by solving the following minimization

problem:

14 (o] - Bl

If the residual norm || - ||, is the one induced by the operator (|| - [|% = (A, ")), then

the stationarity condition of the latter minimization problem is:

(4 (Z@A) | (Z@A) V= (5 (Z@A) >

for any N ES. Denoting V. = span{vy, ..., v}, this is equivalent to find u, € V,® S
such that

/: (A©)ur (), i (€))dpa(€) = / (5(€), 7 () )u(e) (1.35)

19Gince u* is defined by the sum of rank-one tensors, we naturally have u* € C(X). However

u* can be easily “converted” in another tensor format such as the Tucker format Tie,.... 1) (X).
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holds for any w, € V,, ® S. Obviously, if we define u,(£) as the Galerkin projection
of u(§) on the reduced space V, (see Section 2.1), then u,(§) satisfies (1.35). Re-
ciprocally, one can show that the solution of (1.35) is (almost surely) the Galerkin
projection of u(£) on V,.. This equivalence is true only for S = LZ(E) If S is as an

approximation space in Li(E), the equivalence is no longer true.

Here, we showed that the update of the functions \; of an approximation u, =
Yo v ® A; yields to the Galerkin projection of u(§) on V, = spanf{vy,...,v,}.
Now, let us consider the greedy algorithm (1.33)—(1.34) where at each iteration the
functions \; are updated. This algorithm can be interpreted as a greedy algorithm
for the construction of a reduced space V,.. The similarity is striking with the RB
method: both approaches rely on a greedy construction of a reduced space. The
difference is that the RB method tries to achieve the optimality with respect to the
L2®(Z; V)-norm, whereas the other method with respect to the L2 (Z;V)-norm.






Chapter 2

Interpolation of inverse operators for
preconditioning
parameter-dependent equations

This chapter is based on the article [127], with additional numerical
Wllustrations.

We propose a method for the construction of preconditioners of
parameter-dependent matrices for the solution of large systems of
parameter-dependent equations. The proposed method is an inter-
polation of the matriz inverse based on a projection of the identity
matriz with respect to the Frobenius norm. Approzimations of the
Frobenius norm using random matrices are introduced in order to
handle large matrices. The resulting statistical estimators of the
Frobenius norm yield quasi-optimal projections that are controlled
with high probability. Strategies for the adaptive selection of in-
terpolation points are then proposed for different objectives in the
context of projection-based model order reduction methods: the im-
provement of residual-based error estimators, the improvement of
the projection on a given reduced approrimation space, or the re-
cycling of computations for sampling based model order reduction

methods.
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1 Introduction

This chapter is concerned with the solution of large systems of parameter-dependent

equations of the form
A(§u(€) = b(8), (2.1)

where £ takes values in some parameter set =Z. Such problems occur in several
contexts such as parametric analyses, optimization, control or uncertainty quantifi-
cation, where £ are random variables that parametrize model or data uncertainties.
The efficient solution of equation (2.1) generally requires the construction of pre-
conditioners for the operator A(&), either for improving the performance of iterative

solvers or for improving the quality of residual-based projection methods.

A basic preconditioner can be defined as the inverse (or any preconditioner) of
the matrix A(£) at some nominal parameter value ¢ € Z or as the inverse (or any
preconditioner) of a mean value of A(&) over = (see e.g. [53,63]). When the operator
only slightly varies over the parameter set =, these parameter-independent precon-
ditioners behave relatively well. However, for large variabilities, they are not able
to provide a good preconditioning over the whole parameter set =. A first attempt
to construct a parameter-dependent preconditioner can be found in [47], where the
authors compute through quadrature a polynomial expansion of the parameter-
dependent factors of a LU factorization of A(£). More recently, a linear Lagrangian
interpolation of the matrix inverse has been proposed in [33]. The generalization
to any standard multivariate interpolation method is straightforward. However,
standard approximation or interpolation methods require the evaluation of matrix
inverses (or factorizations) for many instances of £ on a prescribed structured grid
(quadrature or interpolation), that becomes prohibitive for large matrices and high

dimensional parametric problems.

In this chapter, we propose an interpolation method for the inverse of matrix
A(€). The interpolation is obtained by a projection of the inverse matrix on a linear
span of samples of A(£)™! and takes the form

m

P(§) = N(©AEG) ™,

i=1
where &4, ..., &, are m arbitrary interpolation points in =. A natural interpolation
could be obtained by minimizing the condition number of P,,(£)A(&) over the A\;(§),
which is a Clarke regular strongly pseudoconvex optimization problem [96]. How-

ever, the solution of this non standard optimization problem for many instances of
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¢ is intractable and proposing an efficient solution method in a multi-query context
remains a challenging issue. Here, the projection is defined as the minimizer of the
Frobenius norm of I — P,,(§)A(&), that is a quadratic optimization problem. Ap-
proximations of the Frobenius norm using random matrices are introduced in order
to handle large matrices. These statistical estimations of the Frobenius norm allow
to obtain quasi-optimal projections that are controlled with high probability. Since
we are interested in large matrices, A(&;)~! are here considered as implicit matrices
for which only efficient matrix-vector multiplications are available. Typically, a fac-
torization (e.g. LU) of A(¢;) is computed and stored. Note that when the storage
of factorizations of several samples of the operator is unaffordable or when efficient
preconditioners are readily available, one could similarly consider projections of the
inverse operator on the linear span of preconditioners of samples of the operator.
However, the resulting parameter-dependent preconditioner would be no more an
interpolation of preconditioners. This straightforward extension of the proposed
method is not analyzed in the present chapter.

The chapter then presents several contributions in the context of projection-
based model order reduction methods (e.g. Reduced Basis, Proper Orthogonal De-
composition (POD), Proper Generalized Decompositon) that rely on the projection
of the solution u(§) of (2.1) on a low-dimensional approximation space. We first
show how the proposed preconditioner can be used to define a Galerkin projection-
based on the preconditioned residual, which can be interpreted as a Petrov-Galerkin
projection of the solution with a parameter-dependent test space. Then, we propose
adaptive construction of the preconditioner, based on an adaptive selection of in-
terpolation points, for different objectives: (i) the improvement of error estimators
based on preconditioned residuals, (ii) the improvement of the quality of projections
on a given low-dimensional approximation space, or (iii) the recycling of compu-
tations for sample-based model order reduction methods. Starting from a m-point
interpolation, these adaptive strategies consist in choosing a new interpolation point
based on different criteria. In (i), the new point is selected for minimizing the dis-
tance between the identity and the preconditioned operator. In (ii), it is selected
for improving the quasi-optimality constant of Petrov-Galerkin projections which
measures how far the projection is from the best approximation on the reduced ap-
proximation space. In (iii), the new interpolation point is selected as a new sample
determined for the approximation of the solution and not of the operator. The in-
terest of the latter approach is that when direct solvers are used to solve equation

(2.1) at some sample points, the corresponding factorizations of the matrix can be
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stored and the preconditioner can be computed with a negligible additional cost.

The chapter is organized as follows. In Section 2 we present the method for the
interpolation of the inverse of a parameter-dependent matrix. In Section 3, we show
how the preconditioner can be used for the definition of a Petrov-Galerkin projection
of the solution of (2.1) on a given reduced approximation space, and we provide an
analysis of the quasi-optimality constant of this projection. Then, different strate-
gies for the selection of interpolation points for the preconditioner are proposed in
Section 4. Finally, in Section 5, numerical experiments will illustrate the efficiency
of the proposed preconditioning strategies for different projection-based model order
reduction methods.

Note that the proposed preconditioner could be also used (a) for improving the
quality of Galerkin projection methods where a projection of the solution w(§) is
searched on a subspace of functions of the parameters (e.g. polynomial or piecewise
polynomial spaces) [46,97,101], or (b) for preconditioning iterative solvers for (2.1),
in particular solvers based on low-rank truncations that require a low-rank structure
of the preconditioner [65, 66,86, 98].

2 Interpolation of the inverse of a parameter-depen-

dent matrix using Frobenius norm projection

In this section, we propose a construction of an interpolation of the matrix-valued
function & — A(£)~! € R™™ for given interpolation points &, ..., &, in . We let
P, = A(&)™Y, 1 < i < m. For large matrices, the explicit computation of P; is
usually not affordable. Therefore, P; is here considered as an implicit matrix and we
assume that the product of P; with a vector can be computed efficiently. In practice,
factorizations of matrices A(§;) are stored.

2.1 Projection using Frobenius norm

We introduce the subspace Y,, = span{P,..., P,} of R"*". An approximation
P (&) of A(§)™! in Y}, is then defined by

P,,(¢) = argmin ||I — PA(&)||F, (2.2)
P€EY;,
where I denotes the identity matrix of size n, and || - || is the Frobenius norm

such that ||B||% = (B, B)r with (B,C)r = trace(BTC). Since A(§)™! € Y,,, we
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have the interpolation property P, (&) = A(&)™!, 1 < i < m. The minimization of
||I — PA||r has been first proposed in [74] for the construction of a preconditioner P
in a subspace of matrices with given sparsity pattern (SPAI method). The following
proposition gives some properties of the operator P,,(£)A(&) (see Lemma 2.6 and
Theorem 3.2 in [70]).

Proposition 2.1. Let P,,(¢) be defined by (2.2). We have

(1= am(€))* < I = Pu(§) AEF < (1 = a7, (6)), (2.3)

where ., (&) is the lowest singular value of P,,(§)A(&) verifying 0 < «,,(§) < 1,
with P, (§)A(§) = I if and only if a,,(§) = 1. Also, the following bound holds for
the condition number of P,,(§)A(&):

Vn—(n—1)a2 (§)
o (@) i (2.4)

Under the condition ||I — P,,(§)A(§)||r < 1, equations (2.3) and (2.4) imply that

Vn—(n—1)(A—|lI — Pu(§)A©)]lr)?
L= [T = Pn(§)A(E) | ‘

R(Pn(§)A(E)) <

K(Pn(§)A(€)) <

For all A € R™, we have
1T =Y NPA©F =n —22TS(€) + ATM (A,
i=1

where the matrix M(§) € R™*™ and the vector S(§) € R™ are given by
M; ;(8) = trace(AT(§) P PA(€))  and  Si(€) = trace(PA(K)).

Therefore, the solution of problem (2.2) is P,,(§) = D", Xi(§) P with A(€) the so-
lution of M(&)A(E) = S(§). When considering a small number m of interpolation
points, the computation time for solving this system of equations is negligible. How-
ever, the computation of M (&) and S(€) requires the evaluation of traces of matrices
AT(E)PIPA(E) and PA(E) for all 1 < i,j < m. Since the P; are implicit matrices,
the computation of such products of matrices is not affordable for large matrices.

Of course, since trace(B) = > | e/

Be;, the trace of an implicit matrix B could be
obtained by computing the product of B with the canonical vectors ey, ..., e,, but

this approach is clearly not affordable for large n.

Hereafter, we propose an approximation of the above construction using an ap-

proximation of the Frobenius norm which requires less computational efforts.
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2.2 Projection using a Frobenius semi-norm

Here, we define an approximation P,,(§) of A(§)™! in Y,, by
P (&) = argmin [[(I — PA(E))O s, (2.5)

PeYn

where © € R™X | with K < n. B+ ||BO||r defines a semi-norm on R"*". Here,
we assume that the linear map P — PA(§)O is injective on Y,, so that the solu-
tion of (2.5) is unique. This requires K > m and is satisfied when rank(©) > m

and Y, is the linear span of linearly independent invertible matrices. Then, the
solution P,,(£) = Y. Ni(€)P; of (2.5) is such that the vector A\(§) € R™ satisfies

=1

MP(ENE) = S°(¢), with
ME(€) = trace(@T AT ()P PA(€)©)  and  SP(€) = trace(©" RA(£)O). (2.6)

The procedure for the computation of M®(£) and S©(€) is given in Algorithm 1.
Note that only mK matrix-vector products involving the implicit matrices P; are

required.

Algorithm 1 Computation of M®(¢) and S€(€)

Require: A(¢), {Py,...,P,} and © = (6,...,0k)

Ensure: M®(¢) and S€(€)

Compute the vectors w;, = PA(§)0r e R*, for 1 <k < Kand1<i<m
Set W; = (wiy,...,wix) € RE 1 <i<m

Compute M7, (&) = trace(W] W) for 1 <i,j <m

Compute SP (&) = trace(©TW;) for 1 <i <m

Now the question is to choose a matrix © such that ||(I — PA(§))O||r provides
a good approximation of || — PA(&)||r for any P € Yy, and £ € =.

2.2.1 Hadamard matrices for the estimation of the Frobenius norm of
an implicit matrix

Let B an implicit n-by-n matrix (consider B = I — PA(§), with P € Y, and £ € E).
Following [11]|, we show how Hadamard matrices can be used for the estimation of
the Frobenius norm of an implicit matrix. The goal is to find a matrix © such that
| BO||r is a good approximation of || B|r. The relation |BO||% = trace(BT BOOT)
suggests that © should be such that ©67 is as close as possible to the identity

matrix. For example, we would like © to minimize

) 17 — ©0"f%
err(©)* = Py p— ZZ@@ = nn—1)

zlj;éz
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which is the mean square magnitude of the off-diagonal entries of ©@7. The bound
err(©) > y/(n— K)/((n — 1)K) is known to hold for any © € R whose rows
have unit norm [125]. Hadamard matrices can be used to construct matrices © such

that the corresponding error err(©) is close to the bound, see [11].

A Hadamard matrix H, is a s-by-s matrix whose entries are =1, and which
satisfies H,H! = sI where [ is the identity matrix of size s. For example,

11
H, =

is a Hadamard matrix of size s = 2. The Kronecker product of two Hadamard
matrices is again a Hadamard matrix. Then it is possible to build a Hadamard
matrix whose size s is a power of 2 using a recursive procedure: Hort1 = Hy @ Hok.
The (i, j)-entry of this matrix is (—1)*"?, where a and b are the binary vectors such
that i = >+, 2%a, and j = Y, ., 2"bs.. For a sufficiently large s = 2% > max(n, K),

RnxK

we define the rescaled partial Hadamard matriz © € as the first n rows and

the first K columns of H/ VK.

2.2.2 Statistical estimation of the Frobenius norm of an implicit matrix

For the computation of the Frobenius norm of B, we can also use a statistical
estimator as first proposed in [82]. The idea is to define a random matrix © €
R™ K with a suitable distribution law D such that ||BO||r provides a controlled
approximation of || B[|r with high probability.

Definition 2.2. A distribution D over R™¥ satisfies the (e, §)-concentration

property if for any B € R"*",

P(|[BONE — 1BIE| > el Bll7) <6, (2.7)

where © ~ D.

Two distributions D will be considered here.

(a) The rescaled Rademacher distribution. Here the entries of © € R™K are
independent and identically distributed with ©;; = £K~'/2 with probability 1/2.
According to Theorem 13 in [4], the rescaled Rademacher distribution satisfies the
(¢, d)-concentration property for

K > 6s"21n(2n/6). (2.8)
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(b) The subsampled Randomized Hadamard Transform distribution (SRHT), first
introduced in [1]. Here we assume that n is a power of 2. It is defined by © =
K~Y2(RH,D)T € R™¥ where

e D c R"*"is a diagonal random matrix where D, ; are independent Rademacher
random variables (i.e. D;; = 1 with probability 1/2),

e H, € R"" is a Hadamard matrix of size n (see Section 2.2.1),

e R ¢ REX" is a subset of K rows from the identity matrix of size n chosen
uniformly at random and without replacement.

In other words, we randomly select K rows of H, without replacement, and we
multiply the columns by +K /2. We can find in [22,120] an analysis of the SRHT
matrix properties. In the case where n is not a power of 2, we define the partial SRHT
(P-SRHT) matrix © € R™*F as the first n rows of a SRHT matrix of size s X K,
where s = 2M1°82("1 is the smallest power of 2 such that n < s < 2n. The following
proposition shows that the (P-SRHT) distribution satisfies the (e, §)-concentration

property.

Proposition 2.3. The (P-SRHT) distribution satisfies the (e,0)-concentration
property for

K >2(e® —£3/3) 1 In(4/0)(1 + /81n(4n/H))>. (2.9)

Proof: Let B € R™"™. We define the square matrix B of size s = 2Mogz(n)]
whose first n x n diagonal block is B, and 0 elsewhere. Then we have || B|r =
|B||r- The rest of the proof is similar to the one of Lemma 4.10 in [22]. We
consider the events A = {(1 — &)||B||Z < ||BO|% < (1 + ¢)||B|2} and E =
{max; | BDHT¢;||? < (1 + 1/81In(2s/0))?||B||%}, where ¢, is the i-th canonical
vector of R®. The relation P(A°) < P(A°|E) 4+ P(E°) holds. Thanks to Lemma
4.6 in [22] (with t = /81n(2s/d)) we have P(E°) < §/2. Now, using the scalar
Chernoff bound (Theorem 2.2 in [120] with £ = 1) we have

P(AY|E) =P(||BOIF < (1 — o) BIIFIE) + P(IBOIE > (1 + )| Bl%|E)
< (6—6(1 N 8)—1+5)K(14m/8111(25/6))*2 + (66(1 + 6)—1—5)[((1—&-\/81n(25/6))*2
< 2(65(1 + E)—1—6)K(1+,/8111(25/5))*2 < 26[((—52/2—&—53/6)(1—',-\/81n(25/6))*2‘
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The condition (2.9) implies P(A°|E) < §/2, and then P(A°) < §/2 4 0/2 = 6,
which ends the proof. "

Such statistical estimators are particularly interesting for that they provide ap-
proximations of the Frobenius norm of large matrices, with a number of columns K
for © which scales as the logarithm of n, see (2.8) and (2.9). However, the concen-
tration property (2.7) holds only for a given matrix B. The following proposition
2.4 extends these concentration results for any matrix B in a given subspace. The
proof is inspired from the one of Theorem 6 in [43]. The essential ingredient is the
existence of an e-net for the unit ball of a finite dimensional space (see [21]).

Proposition 2.4. Let © € R™¥ be a random matrix whose distribution D sat-
isfies the (g, d)-concentration property, with ¢ < 1. Then, for any L-dimensional
subspace of matrices M; C R™ "™ and for any C' > 1, we have

P(||BOIIE — I1BIIE| = e(C'+1)/(C — DIIBI|E, VB € M) < (9C/e)"s.  (2.10)

Proof: We consider the unit ball B, = {B € My : ||B||r < 1} of the subspace
M. Tt is shown in [21] that for any & > 0, there exists a net N C By of
cardinality lower than (3/&)% such that

min |[|B — B:||p <&, VBEe€By.
BgENz

In other words, any element of the unit ball B;, can be approximated by an element
of Ni with an error less than . Using the (g,§)-concentration property and a

union bound, we obtain
1BO|7 — | Bell 7| < ell Bell?,  VB= € NG, (2.11)

with a probability at least 1 — §(3/€)*. We now impose the relation & = ¢/(3C),
where C' > 1. To prove (2.10), it remains to show that equation (2.11) implies

1B — I1BlE| < e(C+1)/(C = 1IBlE, VB e M. (2.12)

We define B* € argmaxpeg, |[|BO|% — ||B||%]. Let B € N be such that
|B* — B:||p < €, and B = argminpgespan(n,) || B* — B||p. Then we have |B* —
B3 = ||B*||% — ||B||% < &% and (B* — B%, B%) = 0, where (-,-) is the inner
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product associated to the Frobenius norm || - ||r. We have

n = 1B"OlF — |B*|5 = [|(B" — B2)© + BIO||}. — |B" — B: + B3|
= (B" = BY)O|} + 2((B" — B)®, B:O) + || B:O||}: — |B" — B[} — | B|%|
<I(B" = B)®IE — 1B = B|[p| + 1 BzOIl5 — || B2l | + 2/(B* — B2)®||r[| BzO|| .

We now have to bound the three terms in the previous expression. Firstly, since
(B" = B2)/|B* - Btllr € By, the relation ||(B* — B2)O||3 — | B* — Bll3|
|B* — Be|3 < 22 holds. Secondly, (2.11) gives || B3 — || B|3] < e[ Bz]3
e. Thirdly, by definition of 1, we can write |[(B* — B%)O[% < (1 + n)||B* —
B3 < &2(1+41n) and ||BfO|F < (1 + ¢)||BZ||3 < 1+ ¢, so that we obtain
2||(B* — B2)O||r||B2O||r < 261+ &y/T+ 7. Finally, from (2.11), we obtain

n<En4e+26V1+e/1+7 (2.13)

Since € < 1, we have € = ¢/(3C) < 1/3. Then &2 < £ and /1 +¢ < 3/2, so that
(2.13) implies

<
<

n<en+e+3\/1+n<en+e+3(1+n/2) <3eEn+e+ 3¢

and then n < (e +3¢)/(1 — 38) < e(C +1)/(C — 1). By definition of n, we can
write |[|BO||% — [|B||%] < e(C +1)/(C — 1) for any B € By, that implies (2.12).

Proposition 2.5. Let ¢ € Z, and let P,,(§) € Y, be defined by (2.5) where
O € R™K js a realization of a rescaled Rademacher matrix with

K > 6e721In(2n(9C/)™ /6), (2.14)

or a realization of a P-SRHT matrix with

K > 2(e* — £2/3)7  In(4(9C /)™ /6)(1 + +/81n(4n(9C/e)m+1/8))*  (2.15)

for some § >0, ¢ <1 and C > 1. Assuming e’ =¢(C+1)/(C —1) <1,

1+¢&

11 = Pr() A <

holds with a probability higher than 1 — 0.
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Proof: Let us introduce the subspace M, 1 = Y,,A(§) + span(/) of dimension
less than m + 1, such that {I — PA(§) : P € Y,,} C M,,11. Then, we note that
with the conditions (2.14) or (2.15), the distribution law D of the random matrix
O satisfies the (g,(¢/(9C))™!)-concentration property. Thanks to Proposition
2.4, the probability that

111 = PA©)OIE — I = PAE)E| < €'ll1 — PA©)E
holds for any P € Y,, is higher than 1 —§. Then, by definition of P,,(§) (2.5), we

have with a probability at least 1 — ¢ that for any P € Y,,, it holds

1
m\l([— Bn(§)AE))O] r,

1 V1i+¢€
— g,H(I —PAQ))OIr < =

Then, taking the minimum over P € Y,,, we obtain (2.16). .

1 = Prn(§AE)]F <

<

I = PAE)][F-

Similarly to Proposition 2.1, we obtain the following properties for P,,(£)A(¢),
with P, (§) the solution of (2.5).

Proposition 2.6. Under the assumptions of Proposition 2.5, the inequalities

(1= am(§)*(1 =€) < I = Pu(§)AE)OlF < n (11— (1—£Nap,(§) (2.17)

and

K(P(€)A(€)) < am (€)™ /(1 = &)1 = (n = 1)a2,(€) (2.18)

hold with probability 1 —§, where a,,,(§) is the lowest singular value of P,,(§)A(&).

Proof:  The optimality condition for P,,(¢) yields ||(I — P, (£)A(£))O|% =
1©11% — || P (&) A(E)O||%. Since P, (€)A(E) € My,y1 (Where M, is the subspace

introduced in the proof of Proposition (2.5)), we have

1Pn(€)AE)ONF = (1 = & Pn() A7 (2.19)

with a probability higher than 1 — . Using ||©||% = n (which is satisfies for any
realization of the rescaled Rademacher or the P-SRHT distribution), we obtain
(I = Pn(€)A(£)O)% <n—(1—¢)||Pn(§)A(E)]|% with a probability higher than




Interpolation by Frobenius norm projection 41

1 — 4. Then, ||P,()A(9)|% > na,,(£)? yields the right inequality of (2.17). Fol-
lowing the proof of Lemma 2.6 in [70], we have (1 — a,,(£)?) < [ — Pn(£)A(9)|)%
Together with (2.19), it yields the left inequality of (2.17). Furthermore, with
probability 1 — §, we have n — (1 — &) || P,,(€) A(£)]|% > 0. Since the square of the
Frobenius norm of matrix P,,(§)A(€) is the sum of squares of its singular values,

we deduce

(n = Do (€)* + Bn(€)” < [ Pn() A7 < n(1 —€)

with a probability higher than 1 — §, where (,,,(£) is the largest singular value of
P (&)A(€). Then (2.18) follows from the definition of k(P () A(§)) = Bm(E)/am(§).

2.2.3 Comparison and comments

We have presented different possibilities for the definition of ©. The rescaled partial
Hadamard matrices introduced in section 2.2.1 have the advantage that the error
err(0) is close to the theoretical bound /(n — K)/((n — 1)K), see Figure 2.1(a)
(note that the rows of © have unit norm). Furthermore, an interesting property is
that ©0O7T has a structured pattern (see Figure 2.1(b)). As noticed in [11], when
K = 27 the matrix ©07 have non-zero entries only on the 2?%-th upper and lower

diagonals, with £ > 0. As a consequence, the error on the estimation of ||B||r will
be induced only by the non-zero off-diagonal entries of B that occupy the 2%-th
upper and lower diagonals, with £ > 1. If the entries of B vanish away from the
diagonal, the Frobenius norm is expected to be accurately estimated. Note that the
P-SRHT matrices can be interpreted as a ‘“randomized version” of the rescaled par-
tial Hadamard matrices, and Figure 2.1(a) shows that the error err(©) associated
to the P-SRHT matrix behaves almost like the rescaled partial Hadamard matrix.
Also, P-SRHT matrices yield a structured pattern for ©07, see Figure 2.1(c). The
rescaled Rademacher matrices give higher errors err(©) and yield matrices ©07
with no specific patterns, see Figure 2.1(d).

The advantage of using rescaled Rademacher matrices or P-SRHT matrices is
that we can control the quality of the resulting projection P,,(§) with high proba-
bility, provided a sufficiently large number of rows K for © (see Proposition 2.5).
Table 2.1 shows the theoretical value for K in order to obtain the quasi-optimality
result (2.16) with \/(1+¢’)/(1 —¢’) = 10 and § = 0.1%. We see that K grows very
slowly with respect to the matrix size n. Also, the dependence of K with respect

to m is linear for the rescaled Rademacher matrices and quadratic for the P-SRHT
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100 T T T T 0
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(b) Distribution of the entries of 00T
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(a) err(0©) as function of K.

rescaled partial Hadamard matrix with
K = 100.

0.2 to 0.25 (4400 entries)
+0.25 to 0.3 (2928 entries) :
-0.3 to 0.99 (352 entries) 100 Iz
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(c) Distribution of the entries of ©OT
(in absolute value) where © is a sample
of the P-SRHT matrix with K = 100.

(d) Distribution of the entries of ©0T
(in absolute value) where © is a sample
of the rescaled Rademacher matrix with

K =100.

Figure 2.1: Comparison between the rescaled partial Hadamard, the rescaled
Rademacher and the P-SRHT matrix for the definition of matrix ©, with n = 600.

matrices (see equations (2.14) and (2.15)). However, these theoretical bounds for K
are very pessimistic, especially for the P-SRHT matrices. In practice, we observe
that a very small value for K may provide very good results (see Section 5). Also,
it is worth mentioning that our numerical experiments do not show significant dif-

ferences between the rescaled partial Hadamard, the rescaled Rademacher and the
P-SRHT matrices.
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(a) Rescaled Rademacher distribution.

m=2|m=5|m=10 | m=20 | m =50
n = 10* 239 363 567 972 2 185
n =108 270 395 599 1 005 2 219
n =108 301 427 632 1038 2 253

(b) P-SRHT distribution.
m=2|m=5||m=10 | m=20 m = 50
n=10* | 27 059 | 63 298 | 155 129 | 455 851 | 2 286 645
n =106 | 30 597 | 69 129 | 164 750 | 473 011 | 2 326 301
n=10% | 34 112 | 74929 | 174 333 | 490 126 | 2 365 914

Table 2.1: Theoretical number of columns K for the random matrix © in order
to ensure (2.16), with \/(1+¢’)/(1 —¢’) = 10 and 6 = 0.1%. The constant C has
been chosen in order to minimize K.

2.3 Ensuring the invertibility of the preconditioner for posi-

tive definite matrix

Here, we propose a modification of the interpolation which ensures that P, () is
invertible when A(§) is positive definite.

Since A(¢;) is positive definite, P, = A(&)™" is positive definite. We introduce
the vectors v~ € R™ and v* € R™ whose components
(Piw, w)

. A{Pw,w)
= inf YL >0 and A" = sup ——~ <
T T gekn ||w]|? K weﬂgn [[w][?

correspond respectively to the lowest and highest eigenvalues of the symmetric part
of P;. Then, for any P =" NP, €Y,

inf (Pw, w)
weRr  |Jw)||2

> (AT, 7)) = (A7), (2.20)

where A™ > 0 and A~ > 0 are respectively the positive and negative parts of
A= A" — X" € R™ As a consequence, if the right hand side of (2.20) is strictly
positive, then P is invertible. Furthermore, we have ||P| < (A" + A7, C), where
C € R™ is the vector of component C; = ||P;||, where ||F;|| denotes the operator
norm of P;. If we assume that (A\",77) — (A7,7T) > 0, the condition number of P
satisfies

() = |P| [P < |IP| (;ggnM)_ < (O + -, C)

[[w]]? ARy = (AT
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It is then possible to bound x(P) by & by imposing
<)\+ + )‘77 C> < R(<)\+7’77> - <)‘77’7+>)7

which is a linear inequality constraint on A\*™ and A\~. We introduce two convex
subsets of Y, defined by

m m A >0, A >0
YE=a> NP=-Y NP A7) = (A ) >0 :
i=1 i=1 (A Ry —C) = (A Ry +C) >0

Y= {i)\lﬂ A zo}.
=1

From (2.20), we have that any nonzero element of Y, is invertible, while any nonzero
element of Y is invertible and has a condition number lower than 5. Under the
condition £ > max; C;/v; , we have

Y,F CYFCY,. (2.22)

Then definitions (2.2) and (2.5) for the approximation P,,({) can be replaced re-
spectively by

Pn(€) = argmin || — PA(E)|p, (2.23a)
PeY,;t Or YE
Pn(§) = argmin [|(I — PA(¢))O||r, (2.23b)

PeY,l OT YE

which are quadratic optimization problems with linear inequality constraints. Fur-
thermore, since P; € Y, for all i, all the resulting projections P,,(§) interpolate
A(€)7! at the points &, ..., &n.

The following proposition shows that properties (2.3) and (2.4) still hold for the
preconditioned operator.

Proposition 2.7. The solution P,,(§) of (2.23a) is such that P,,(§)A(&) satisfies
(2.3) and (2.4). Also, under the assumptions of Proposition 2.5 the solution P,,(§)
of (2.23b) is such that P,,(§)A(§) satisfies (2.17) and (2.18) with a probability
higher than 1 — §.
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Proof: Since Y, (or Y;%) is a closed and convex positive cone, the solution
P.(€) of (2.23a) is such that trace((I — P (£)A(€)T (Pn(€£) — P)A(E)) > 0 for
all P € Y,I (or ). Taking P = 2P,,(§) and P = 0, we obtain that trace((I —
Po(€) A(€))T Pa(€) A(€)) = 0, which implics [[Po() A(€)][3 = trace(Po(€)A(€).
We refer to the proof of Lemma 2.6 and Theorem 3.2 in [70] to deduce (2.3) and
(2.4). Using the same arguments, we prove that the solution P,,(§) of (2.23b) sat-
isfies || Pn(€)A(€)O]|% = trace(OTP,,(€)A(£)O), and then that (2.17) and (2.18)
hold with a probability higher than 1 — 4. u

2.4 Practical computation of the projection

Here, we detail how to efficiently compute M®©(£) and S€(€) given in equation (2.6)
in a multi-query context, i.e. for several different values of £. The same methodology
can be applied for computing M (&) and S(§). We assume that the operator A(¢)
has an affine expansion of the form

- ZA D, (€) Ay, (2.24)

where the A; are matrices in R™*" and the &, : = — R are real-valued functions.
Then M®(€) and S®(€) also have the affine expansions

ma Mma
=3 ) Bp(&)P(€) trace(0T AL P PA0), (2.25a)
k=1 I=1

Z‘I’k trace(©7 P,A,0), (2.25h)

respectively. Computing the multiple terms of these expansions would require many
computations of traces of implicit matrices and also, it would require the compu-
tation of the affine expansion of A(£). Here, we use the methodology introduced
in [29] for obtaining affine decompositions with a lower number of terms. These de-
compositions only require the knowledge of functions ®;, in the affine decomposition
(2.24), and evaluations of M (£) and SP(§) (that means evaluations of A(¢)) at
some selected points. We briefly recall this methodology.

Suppose that g : = — X, with X a vector space, has an affine decomposition
g(&) = > Ce(§)gr, with ¢ : = — R and g, € X. We first compute an inter-

polation of ((£) = (Gi(£), - -, Gm(€)) under the form ¢(§) = 322, Wk(§)C(&F), with
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mg < m, where £, ..., are interpolation points and Ui(&),..., ¥y, (€) the as-
sociated interpolation functions. Such an interpolation can be computed with the
Empirical Interpolation Method [94] described in Algorithm 2. Then, we obtain an
affine decomposition g(&) = Y129, U, (£)g(&;) which can be computed from evalua-
tions of g at interpolation points ;.

Algorithm 2 Empirical Interpolation Method (EIM).
Require: (¢i(-),...,Gn(4))
Ensure: W,(-),...,Ug(-) and &5,..., &

: Define R;(i,&) = (;(§) for all 4,¢

: Initialize e=1, k=0

1
2
3: while e > tolerance (in practice the machine precision) do
4
5)

k=k+1
Find (i},&;) € argmax | Ry (1, €)|

Set the error to e = ]Rk(zk, 1391

Actualize Ry41(7,&) = Ri(i,&) — Ri(4, &) R (i, &)/ Re (45, &) for all 4, &
end while
Fill in the k-by-k matrix @ : Q;; = (;=(&F) for all 1 <4, <k
10: Compute W;(€) = S°F (Q‘l)i,j@; () forall ¢ and 1 <i <k

Jj=1

Applying the above procedure to both M®©(¢) and S®(¢), we obtain

my

Z\I}k £) MO(&), S°(¢ quk €) SO(&). (2.26)

The first (so-called oﬁflzne) step comnsists in computing the interpolation functions
V(&) and \Ifk(f) and associated interpolation points &; and 8;; using Algorithm
2 with input {®;®;}1<ij<m, and {®;}i1<i<m, respectively, and then in computing
matrices M©(£;) and vectors S© (&) using Algorithm 1. The second (so-called
online) step simply consists in computing the matrix M®(£) and the vector S®(€)
for a given value of £ using (2.26).

3 Preconditioners for projection-based model reduc-
tion

We consider a parameter-dependent linear equation

A(€u(&) = b(¢), (2.27)
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with A(§) € R™"™ and b(§) = R™. Projection-based model reduction consists in
projecting the solution u(£) onto an approximation space V, C V := R" of low di-
mension r < n. In this section, we show how the preconditioner P,,(§) can be used
for the definition of the projection and for the construction of the approximation

space V.

V is endowed with the norm || - ||y defined by || - || = (Ry-,-), where Ry is a
symmetric positive definite matrix and (-,-) is the canonical inner product of R".
We also introduce the dual norm || - ||y = || Ry - ||y such that for any v,w € V we
have [(v, w)| < ||v]lv [Jw[ly.

3.1 Projection of the solution on a given reduced subspace

Here, we suppose that the approximation space V, has been computed by some
model order reduction method. The best approximation of w(§) on V, is uf(§) =
arg min,ey, ||u(§) — v||v and is characterized by the orthogonality condition

(ur(€) —u(€), Rvv,) =0, Vo, €V, (2.28)

T

or equivalently by the Petrov-Galerkin orthogonality condition
(A(E)ur (&) = (&), AT (&) Rvv,) =0, Vo, € V. (2.29)

Obviously the computation of test functions A=7(€) Ry v, for basis functions v, of V,
is prohibitive. By replacing A(£)~! by P,,(£), we obtain the feasible Petrov-Galerkin

formulation

(A(&)ur(€) = b(E), P (&) Ryv,) =0, Vv, € V.. (2.30)

Denoting by U € R™*" a matrix whose range is V;., the solution of (2.30) is u,(£) =
Ua(§) where the vector a(§) € R” is the solution of

(U" Ry Pu(§)A(§)U)a(€) = U' Ry Pu(€)b(E).

Note that (2.30) corresponds to the standard Galerkin projection when replacing
Pn(€) by Ry'.

We give now a quasi-optimality result for the approximation w,.(£). This analysis

relies on the notion of d-proximality introduced in [41].
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Proposition 3.1. Let §,,,(&) € [0,1] be defined by

— -1 r
6. (€) = max min 1r = B Prn©A©) Rvw,llv. (2.31)
vr€EVy wr €V ||UT‘||V

The solutions u;(§) € V, and u,.(§) € V,. of (2.28) and (2.30) satisty

[u7(&) — ur(©)llv < Grm(E)[u(€) — ur(E)lv-

(2.32)
Moreover, if 0,.,,(§) < 1 holds, then
lu(€) = wr(©)llv < (1= 8,m(€)*) ™2 [u(€) — () v (2.33)

Proof: The orthogonality condition (2.28) yields

(ur(§) = ur(§), Ryvr) = (u(§) — ur(§), Ryvy) = (b(§) — A(&)ur(§), AiT(f)RVU»
for all v, € V.. Using (2.30), we have that for any w, € V,,

*

(ur(€) = ur(8), Ryvy) = (b(€) — A(©)ur(8), A~ (§) Ry,
= (u(§) -

(

(€

— Pu(&)" Ryw,),
ur (&), Rvvy — (Pu(§)A(E))T Ryw,),

u(E)lv [Bvvy = (Pn(€)A(E))" Ryw, v
wr (v [[or — Ry (Pm(§)A()) Ry, [|v.

§
Taking the infimum over w, € V. and by the definition of 4,.,,(£), we obtain

IN

lu(€) —
= [lu(€) -

*

(ur(§) = ur(€), Ryvy) < 6rm(E)[[u(€) — ur (v [[orlv-

Then, noting that u}(§) — u,(§) € V., we obtain

l65(6) = un(€)ly = sup LR <5 ute) — wn(e)l,

that is (2.32). Finally, using orthogonality condition (2.28), we have that

(&) = ur (I = [u(€) — ur (I + (&) — ur (O,
< u(€) = (O + 6rm(&)*[u(€) — u (I3,
from which we deduce (2.33) when 9, ,,(&) < 1.

An immediate consequence of Proposition 3.1 is that when 6,,,(¢) = 0, the
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Petrov-Galerkin projection u,(§) coincides with the orthogonal projection wuf(§).
Following [42], we show in the following proposition that J,,,(£) can be computed
by solving an eigenvalue problem of size r.

Proposition 3.2. We have 6, ,,(§) = /1 — v, where v is the lowest eigenvalue of
the generalized eigenvalue problem Cx = yDx, with

C =U"B(B"R,'B)"'BTU e R™",

D =U"RyU e R,
where B = (P,,(§)A(£))" RyU € R™" and where U € R™" is a matrix whose

range is V.

Proof: Since the range of U is V,., we have

2 _ _|Ua — Ry Bb|f5,

=R Ay

For any a € R, the minimizer b* of |[Ua — R;,' Bb||? over b € R” is given by b* =
(BTRy'B)"'BTUa. Therefore, we have ||[Ua — Ry,' Bb*||3 = |Ual? — (Ua, Bb*),
and

T p(RT p-1R\-1RT
2 (€)= 1 — e \UTBBIRB) B Ve a)
’ a€R" (UTRyUa,a)

which concludes the proof. .

3.2 Greedy construction of the solution reduced subspace

Following the idea of the Reduced Basis method [114,123], a sequence of nested ap-
proximation spaces {V, },>1 in V' can be constructed by a greedy algorithm such that
Vi1 = Vi + span(u(¢fB)), where ¢f5 is a point where the error of approximation
of u(§) in V, is maximal. An ideal greedy algorithm using the best approximation
in V,. and an exact evaluation of the projection error is such that

uy (&) is the orthogonal projection of u(§) on V, defined by (2.28), (2.34a)

T

i € argmax [u(€) — ur()]lv- (2.34b)
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This ideal greedy algorithm is not feasible in practice since u(§) is not known.
Therefore, we rather rely on a feasible weak greedy algorithm such that

u,-(€) is the Petrov-Galerkin projection of u(§) on V, defined by (2.30), (2.35a)
i € argma || P (€)(A(€)ur (€) = HED v (2.35b)
[SS)

Assume that

ay [[u(€) = ur(O)llv < [[Pn(©)(AE)ur(€) — bE))Ilv < Bin u(€) — ur(§)llv

holds with a,, = infeez @ (§) > 0 and By, = supgez Bm(€) < 00, where o, (€)
and (,,(§) are respectively the lowest and largest singular values of P,,(§)A(§) with
respect to the norm || - ||y, respectively defined by the infimum and supremum
of ||Pn(§)A)v||y over v € V such that ||v||y = 1. Then, we easily prove that
algorithm (2.35) is such that

(&) — ur (5D = Ym max [|u(€) — ur(§)llv, (2.36)

where v,, = @,/ Bm < 1 measures how far the selection of the new point is from
the ideal greedy selection. Under condition (2.36), convergence results for this weak
greedy algorithm can be found in [18,49].

We give now sharper bounds for the preconditoned residual norm that exploits
the fact that the approximation u,(§) is the Petrov-Galerkin projection.

Proposition 3.3. Let u,(§) be the Petrov-Galerkin projection of u(§) on V, de-
fined by (2.29). Then we have

rm(§) [u(€) = ur(€)llv < [[Bn(§)(A(E)ur(€) = b€V < Brm (&) lu(€) — un(E)llv,

with

(€)= inf sup LImEA©) Byl

UEV'LUTGVT ”/U_wr”v

8 () = sup inf NPnlOAE) Ry (v —w)lv:

veV wrVy [vllv

J
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Proof: For any v € V and w, € V, and according to (2.30), we have

(u(€) = ur(€), Rvv) = (b(&) — A(&)ur (&), A~ (E)Rvv — P (§) Rvw,)
= (Pu()(0(&) — A§)ur(8)), (Pu(§)A(€)™" Ryv — Ryw,)
< [Rllv 1(Pu(©)A©)) " Rvv — Ryw, v,

where R(§) := P (&) (b(&)—A(&)u,(£)). Taking the infimum over w, € V;., dividing
by ||v]|v and taking the supremum over v € V', we obtain

[u(€) — ur (Ol < [|[R(E)][vsup inf [(Pn(§)A(E)) " Rvv — Ryw, v
veV wrelr [v]lv

) . [ — w, ||y
= |!R(£>||v§ggw12fvT (P () AE))T Ry vy

— HR(£)||V (mf sup ||(PM<€)A(§)) RVUHV’)_ :

Uevwrevr ||U_w7’||v

?

which proves the first inequality. Furthermore, for any v € V and w, € V,., we
have

b(&§) = A(§)ur(8), Py (§) Ry (v — wy))

(P (§)(0(€) — A(§)ur(€)), Ryvv) = (
< [[u(€) = u()llv [(Pn(§)A())" Ry (v —w,)|lvr.

Taking the infimum over w, € V,, dividing by ||v||y and taking the supremum

over v € V', we obtain the second inequality. "

Since ‘/r C V;"Jrla we have ar+1,m(€) Z Qr,m(€> 2 am(g) and BT«H,m(S) S 5r,m(€) §
Bm(€). Equation (2.36) holds with 7, replaced by the parameter Yy, = Q. / Brm-
Since 7, ,, increases with r, a reasonable expectation is that the convergence prop-

erties of the weak greedy algorithm will improve when 7 increases.

Remark 3.4. When replacing P,,(§) by R‘_/l, the preconditioned residual norm
| P (§) (A(E)ur (&) —b(&)) ||y turns out to be the residual norm || A(&)u,(§) —b(&) ||y,
which is a standard choice in the Reduced Basis method for the greedy selection
of points (with Ry being associated with the natural norm on V or with a norm
associated with the operator at some nominal parameter value). This can be
interpreted as a basic preconditioning method with a parameter-independent pre-

conditioner.



52 Preconditioners for parameter-dependent equations

4 Selection of the interpolation points

In this section, we propose strategies for the adaptive selection of the interpolation
points. For a given set of interpolation points &1, ..., &, three different methods
are proposed for the selection of a new interpolation point &,,,1. The first method
aims at reducing uniformly the error between the inverse operator and its interpo-
lation. The resulting interpolation of the inverse is pertinent for preconditioning
iterative solvers or estimating errors based on preconditioned residuals. The sec-
ond method aims at improving Petrov-Galerkin projections of the solution of a
parameter-dependent equation on a given approximation space. The third method
aims at reducing the cost for the computation of the preconditioner by reusing op-

erators computed when solving samples of a parameter-dependent equation.

4.1 Greedy approximation of the inverse of a parameter-
dependent matrix

A natural idea is to select a new interpolation point where the preconditioner P, (£)
is not a good approximation of A(£)~1. Obviously, an ideal strategy for precon-
ditioning would be to choose 11 where the condition number of P,,(§)A(§) is
maximal. The computation of the condition number for many values of ¢ being
computationaly expensive, one could use upper bounds of this condition number,
e.g. computed using SCM [83].

Here, we propose the following selection method: given an approximation P, (§)

associated with interpolation points &, ...,&,, a new point &, is selected such
that
61 € argma (1 Po()A(E)O]lr (2.38)
[SS)

where the matrix © is either the random rescaled Rademacher matrix, or the
P-SRHT matrix (see Section 2.2). This adaptive selection of the interpolation
points yields the construction of an increasing sequence of subspaces Y,,.1 =Y, +
span(A(&y,11)7") in Y = R™". This algorithm is detailed in Algorithm (3). The
following lemma interprets the above construction as a weak greedy algorithm.

Lemma 4.1. Assume that A(¢) satisfies gl - || < ||AE) - || < Bol| - || for all
¢ € 2, and let P,,(§) be defined by (2.5). Under the assumptions that there exists
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e € [0, 1] such that
(I = PAE)OIE — IT = PAE)|Z] < el = PAE)I% (2.39)
holds for all ¢ and P € Y,,, we have

1Pn(Emr1) = Al&mar) " lF = e meps o |~ A©) e, (2.40)

with 7. = agV/1 —¢/(Bov/1+€) , and with &,,,1 defined by (2.38).

Proof: Since ||BC||r < ||B||r||/C] holds for any matrices B and C, with ||C||
the operator norm of C', we have for all P € Y,

IA@)™ = Pllr < I = PAEFIIAE) ] < ag 'l = PAE)]r.
17 = PA@©)r < [IA©) " = PllrllA@)I < BollAE)™ = Pllr.

Then, thanks to (2.39) we have

1A€)™ = Pllr < (agV1 — &) '[I(1 — PA(€))®| r
and  [[(I = PA(€)O]lr < Bov1+e|AE)™" = Pllr,

which implies

1 1
———||(I = PA£)O||r < ||A(E)™ = P||lp £ ———||(I — PA(£))9|F.
5, TLeH( €)8llr < [ AE) Ir < oI == —I( (€)olr
We easily deduce that &, is such that (2.40) holds. "

Remark 4.2. We have different possibilities to show that assumption (2.39) of
Lemma 4.1 holds with high probability. When considering = as a training set of
finite cardinality, we can extend the results of proposition 2.5 to any £ € = using
a union bound. In that case, the probability that (2.39) holds will be higher than
1 — §(#E). Another possibility is to use the affine decomposition of A(§), see
equation (2.24), so that the space M = span{l — PA(§) : £ € E,P € Y,,} is of
dimension L = 1 + mam. Then using proposition 2.4 we can obtain (2.39) with

high probability.

The quality of the resulting spaces Y,, have to be compared with the Kolmogorov
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m-width of the set A7}(Z) := {A(¢)": £ € 2} C Y, defined by

dm(ATH(2))y = min sup min [|A(&)™! — P, (2.41)
Y,CY €8 Pe¥m
dim(Y,,) =m

which evaluates how well the elements of A7}(Z) can be approximated on a m-
dimensional subspace of matrices. (2.40) implies that the following results holds
(see Corollary 3.3 in [49]):

O(m™)  if d(AY(2))
Oe= ") if d,,(A"1(2))

O(m™)

A -1 — Pm F = b
JA©)™ ~ Pu(O)] o

Y

Y
Y
where ¢ > 0 is a constant which depends on ¢ and b. That means that if the
Kolmogorov m-width has an algebraic or exponential convergence rate, then the
weak greedy algorithm yields an error || P, (&) — A(€) ™| which has the same type

of convergence. Therefore, the proposed interpolation method will present good

convergence properties when d,,(A™!(Z))y rapidly decreases with m.

Algorithm 3 Greedy selection of interpolation points.

Require: A(¢),0, M.

Ensure: Interpolation points &1, ..., &y and interpolation Py (§).
1: Initialize Py(§) =1
2: form=0to M —1do
3:  Compute the new point &,,,1 according to (2.38)

4:  Compute a factorization of A(;,11)

5. Define A(&,,.1)"! as an implicit operator

6:  Update the space Yy, 11 = Y, + span(A(§ni1) ™)

7. Compute P,,11(§) = argminpey,,,, ||(I — PA(£))O] r
8: end for

Remark 4.3. When the parameter set Z is [—1,1]¢ (or a product of compact
intervals), an exponential decay can be obtained when A(£)~! admits an holomor-
phic extension to a domain in C* containing = (see [31]).

Remark 4.4. Note that here, there is no constraint on the minimization problem
over Y, (either optimal subspaces or subspaces constructed by the greedy pro-
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cedure), so that we have no guaranty that the resulting approximations Y,, are
invertible (see Section 2.3).

4.2 Selection of points for improving the projection on a re-

duced space

We here suppose that we want to find an approximation of the solution u(§) of a
parameter-dependent equation (2.27) onto a low-dimensional approximation space
V., using a Petrov-Galerkin orthogonality condition given by (2.30). The best ap-
proximation is considered as the orthogonal projection defined by (2.28). The quan-
tity 9, (&) defined by (2.31) controls the quality of the Petrov-Galerkin projection
on V, (see Proposition 3.1). As indicated in Proposition 3.2, 6,,,(§) can be effi-
ciently computed. Thus, we propose the following selection strategy which aims
at improving the quality of the Petrov-Galerkin projection: given a preconditioner

P,.(£) associated with interpolation points &1, . . ., &, the next point &, is selected
such that
Em+1 € argmax 0, (§). (2.42)
e=

The resulting construction is described by Algorithm 3 with the above selection of
&m+1. Note that this strategy is closely related with [42], where the authors propose
a greedy construction of a parameter-independent test space for Petrov-Galerkin

projection, with a selection of basis functions based on an error indicator similar to

Or.m (§)-

4.3 Recycling factorizations of operator’s evaluations - Ap-
plication to reduced basis method

When using a sample-based approach for solving a parameter-dependent equation
(2.27), the linear system is solved for many values of the parameter . When using a
direct solver for solving a linear system for a given &, a factorization of the operator
is usually available and can be used for improving a preconditioner for the solution
of subsequent linear systems.

We here describe this idea in the particular context of greedy algorithms for
Reduced Basis method, where the interpolation points &1, . . ., &, for the interpolation
of the inverse A(£)~! are taken as the evaluation points ¢, ... 5B for the solution.

At iteration r, having a preconditioner P,(£) and an approximation u,(£), a new
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interpolation point is defined such that

i € argmax 1P (€) (A )ur () = b(E))lv-

=

Algorithm 4 describes this strategy.

Algorithm 4 Reduced Basis method with recycling of operator factorizations.
Require: A(£),0(§), ©, and R.

1: Initialize uo(§) =0, Py(§) =1

2: forr=0to R—1do

3. Find &ff € arg maxeez || Pr(§) (A(§)u(€) — b(€))|lv
Compute a factorization of A({F5)

Solve the linear system v,41 = A(E5)~10(¢EE)

Update the approximation subspace V11 = V. + span(v,41)
Define the implicit operator P, = A(§85)~!

Update the space Y, (or Y, ,)

Compute the preconditioner : P,1(§) =  argmin ||(I — PA(£))O||r
PeY,41(Or Y1)

10:  Compute the Petrov-Galerkin approximation wu,,1(§) of u(§) on V., using
equation (2.30)
11: end for

12: return Approximation ug(§).

5 Numerical results

5.1 Illustration on a one parameter-dependent model

In this section we compare the different interpolation methods on the following one

parameter-dependent advection-diffusion-reaction equation:
—Au+v()-Vutu=f

defined over a square domain © = [0, 1]* with periodic boundary conditions. The
advection vector field v(§) is spatially constant and depends on the parameter £
that takes values in [0,1]: v(§) = D cos(2nw)e; + Dsin(27€)eq, with D = 50 and
(e1,€9) the canonical basis of R?. = denotes a uniform grid of 250 points on [0, 1].
The source term f is represented in Figure 2.2(a). We introduce a finite element

approximation space of dimension n = 1600 with piecewise linear approximations
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on a regular mesh of 2. A Galerkin projection on this approximation space yields
the linear system of equations A(§)u(§) = b, with

A(€) = Ap + cos(2mE) Ay + sin(27E) As,

where the matrices Ay, A;, Ay and the vector b are given by

/KMZV@+¢@M VJ(/@ V)

]=Am@vw,@F1ﬁﬁ

where {¢;}"_; is the basis of the finite element space. Figures 2.2(b), 2.2(c) and
2.2(d) show three samples of the solution.

. o -.».’I N

AN

Figure 2.2: Plot of the source term f (a) and 3 samples of the solution correspond-
ing to parameter values £ = 0.05 (b), £ = 0.2 (c) and £ = 0.8 (d) respectively.

(a) f (b) u(0.05) (c) u

5.1.1 Comparison of the interpolation strategies

We first choose arbitrarily 3 interpolation points (& = 0.05, & = 0.2 and & = 0.8)
and show the benefits of using the Frobenius norm projection for the definition of
the preconditioner. For the comparison, we consider the Shepard and the nearest
neighbor interpolation strategies. Let || - ||z denote a norm on the parameter set =.

The Shepard interpolation method is an inverse weighted distance interpolation:
1€ = &ll=° :

m = s if g 7é 61
Az(g) = Ej:l ”f - 5]”5 )

1 if £ =¢;

where s > 0 is a parameter. Here we take s = 2. The nearest neighbor interpolation

method consists in choosing the value taken by the nearest interpolation point, that
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means \;(§) = 1 for some ¢ € argmin; ||£ — ||z, and A;(§) =0 for all j # i.

Concerning the Frobenius norm projection on Y, (or Y,7), we first construct the
affine decomposition of M (&) and S(&) as explained in Section 2.4. The interpo-
lation points & (resp. E;) given by the EIM procedure for M (&) (resp. S(§)) are
{0.0;0.25;0.37;0.56; 0.80} (resp. {0.0;0.25;0.62}). The number of terms my; = 5 in
the resulting affine decomposition of M (&) (see equation (2.26)) is less than the ex-
pected number m? = 9 (see equation (2.25a)). Considering the functions ®;(§) = 1,
Dy (€) = cos(27E), P3(€) = sin(27¢), and thanks to relation cos? = 1 — sin?, the
space

span; ;{®;®;} = span{1, cos, sin, cos sin, cos?, sin?} = span{1, cos, sin, cos sin, cos?}

is of dimension m,; = 5. The EIM procedure automatically detects the redundancy
in the set of functions and reduces the number of terms in the decomposition (2.26).
Then, since the dimension n of the discretization space is reasonable, we compute
the matrices M (¢;) and the vectors S(g;) using equation (2.26).

The functions \;(§) are plotted on Figure 2.3 for the proposed interpolation
strategies. It is important to note that contrary to the Shepard or the nearest
neighbor method, the Frobenius norm projection (on Y;, or Y,!) leads to periodic
interpolation functions, i.e. A\;(§ = 0) = A\;(§ = 1). This is consistent with the
fact that the application & — A(&) is 1-periodic. The Frobenius norm projection

automatically detects such a feature.

Figure 2.4 shows the condition number x,,(§) of P, (§)A(§) with respect to &.
We first note that for the constant preconditioner P(¢) = A(&)™", the resulting
condition number is higher than the one of the non preconditioned matrix A(¢)
for £ € [0.55;0.95]. We also note that the interpolation strategies based on the
Frobenius norm projection lead to better preconditioners than the Shepard and
nearest neighbor interpolation strategies. When considering the projection on Y, '
and Y (with & = 5 x 10* such that (2.22) holds), the resulting condition number
is roughly the same, so as the interpolation functions of Figures 2.3(d) and 2.3(e).
Since the projection on Y¥ requires the expensive computation of the constants v,
~v~ and C' (see Section 2.3), we prefer to simply use the projection on Y, in order
to ensure the preconditioner to be invertible. Finally, for this example, it is not
necessary to impose any constraint since the projection on Y,, leads to the best

preconditioner and this preconditioner appears to be invertible for any £ € =.



Numerical results 59

1

0.5

(¢) Projection on Yy, (d) Projection on Y} (e) Projection on Y,E

Figure 2.3: Interpolation functions A;(§) for different interpolation methods.
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—— Projection on Y,
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F — Projection on Y}
Projection on Y%

100\
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Figure 2.4: Condition number of P,,(§)A(¢) for different interpolation strategies.
The condition number of A(§) is given as a reference.

5.1.2 Using the Frobenius semi-norm

We analyze now the interpolation method defined by the Frobenius semi-norm pro-
jection on Y, (2.5) for the different definitions of © € R™¥ proposed in sections
2.2.2 and 2.2.1. According to Table 2.2, the error on the interpolation functions
decreases slowly with K (roughly as O(K ~'/2)), and the use of the P-SRHT matrix

leads to a slightly lower error. The interpolation functions are plotted on Figure
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2.5(a) in the case where K = 8. Even if we have an error of 36% to 101% on the
interpolation functions, the condition number given on Figure 2.5(b) remains close
to the one computed with the Frobenius norm. Also, an important remark is that
with K = 8 the computational effort for computing M®(¢;) and S @(g;;) is negligible
compared to the one for M(¢}) and S(&}).

K 8 16 32 64 128 256 512
Rescaled partial Hadamard | 0.4131 | 0.3918 | 0.3221 | 0.1010 | 0.0573 | 0.0181 | 0.0255
Rescaled Rademacher (1) 0.5518 | 0.0973 | 0.2031 | 0.1046 | 0.1224 | 0.1111 | 0.0596
Rescaled Rademacher (2) 1.0120 | 0.6480 | 0.1683 | 0.1239 | 0.0597 | 0.0989 | 0.0514
Rescaled Rademacher (3) 0.7193 | 0.2014 | 0.1241 | 0.1051 | 0.1235 | 0.1369 | 0.0519

P-SRHT (1) 0.4343 | 0.2081 | 0.2297 | 0.0741 | 0.0723 | 0.0669 | 0.0114
P-SRHT (2) 0.3624 | 0.2753 | 0.0931 | 0.1285 | 0.0622 | 0.0619 | 0.0249
P-SRHT (3) 0.8133 | 0.4227 | 0.1138 | 0.0741 | 0.0824 | 0.0469 | 0.0197

Table 2.2: Relative error sup; [|A(€) — A°(€)||rs/ supg [[A(€)[|rs: AP(€) (resp. A(€))
are the interpolation functions associated to the Frobenius semi-norm projection
(resp. the Frobenius norm projection) on Y,,, with © either the rescaled partial
Hadamard matrix, the random rescaled Rademacher matrix or the P-SRHT matrix

(3 different samples for random matrices).

103

102

© v
< £ |
10! E
'@. i
0 \ \
10 0 0.4 0.6 0.8 1
£ £
(a) Interpolation functions. (b) Condition number of P3(£)A(§).

Figure 2.5: Comparison between the Frobenius norm projection on Y3 (black lines)

and the Frobenius semi-norm projection on Y3, using for © either a sample of the

rescaled Rademacher matrix (blue lines), the rescaled partial Hadamard matrix (red
lines) or a sample of the P-SRHT matrix (green lines) with K = 8.
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5.1.3 Greedy selection of the interpolation points

We now consider the greedy selection of the interpolation points presented in Section
4. We start with an initial point {; = 0 and the next points are defined by (2.38),
where matrix © is a realization of the P-SRHT matrix with K = 128 columns.
P,.(£) is the projection on Y;, using the Frobenius semi-norm defined by (2.5). The
first 3 steps of the algorithm are illustrated on Figure 2.6. We observe that at each
iteration, the new interpolation point &, is close to the point where the condition
number of P, (§)A(&) is maximal. Table 2.3 presents the maximal value over £ € =
of the residual, and of the condition number of P,,(£)A(£). Both quantities are
rapidly decreasing with m. This shows that this algorithm, initially designed to
minimize ||(I — P,(§)A(£))O||r, seems to be also efficient for the construction of
preconditioners, in the sense that the condition number decreases rapidly.

I T T
300 - - 300 - 300 |- a|
200 |- 4 200 < 200 - B
100 - 100 - - 100 |- B
ﬂ Il Il Il Il 0 Il Ty Il Il Il 0 Il Il ry Il Il
0.2 0.4 0.6 0.8 1 ( 0.2 0.4 0.6 0.8 1 0.2 0.4 0.6 0.8 1
3 ¢ 13

104 5 104 ! 5 10%E ! 1

103 E E 10° E E 103 E E

102 H 10? E E 102 E E

10! 10! 10"

0 Il Il Il Il 0 0 Il Il & Il Il
10 0.2 0.4 0.6 0.8 1 10 ( 0.2 0.4 0.6 0.8 1 10 0.2 0.4 0.6 0.8 1

3 3 3

Figure 2.6: Greedy selection of the interpolation points: the first row is the residual

(I — P(§)A(£))O]|F (the blue points correspond to the maximum of the residual)

with © a realization of the P-SRHT matrix with K = 128 columns, and the second
row is the condition number of P,,(§)A(¢).

5.2 Multi-parameter-dependent equation

We introduce a benchmark proposed within the OPUS project (see http://www.opus-

project.fr). Two electronic components ;¢ (see Figure 2.7) submitted to a cooling
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iteration m 0 1 2 5 10 20 30
Supg k(P (8)A(E)) 10001 | 6501 | 3037 | 165,7 | 51,6 | 16,7 | 7,3
supy (I — P (€)A(€))O]|F - 300 265 80,5 | 35,4 | 10,0 | 7,6

Table 2.3: Convergence of the greedy algorithm: supremum over £ € = of the
condition number (first row) and of the Frobenius semi-norm residual (second row).

air flow in the domain €2 4;,. are fixed on a printed circuit board Q2pcg. The temper-
ature field defined over 2 = Q;cUQppcUQ ;- C R? satisfies the advection-diffusion
equation:

—V - (k(&§)Vu) + D(§)v - Vu = f. (2.43)

The diffusion coefficient k(&) is equal to kpcp on Qpeg, Kai on Qg and k1o on Q.
The right hand side f is equal to Q = 10° on Q;¢ and 0 elsewhere. The boundary
conditions are v = 0 on I'y, e5-Vu = 0 on ', (e1, e5 are the canonical vectors of R?),
and wjr, = uyr, (periodic boundary condition). At the interface I'c = 0Q2;c NOQpep
there is a thermal contact conductance, meaning that the temperature field u admits
a jump over I'c which satisfies

510(61 ) vum[c) = KPCB(el ) vulQpc*B) = r(u\Qlc - u|QPC’B> on I'c.

The advection field v is given by v(x,y) = esg(x), where g(z) = 0if x < epop +erc

3 2r — (e + erc + 2epep) 2
g(x)ZQ(e—eIC) <1_< e—:[(; s ))

and

otherwise.

We have 4 parameters: the width e := & of the domain 4;., the thermal
conductance parameter r := &, the diffusion coefficient x;¢ := &3 of the components
and the amplitude of the advection field D := &;. Since the domain Q = ((e)
depends on the parameter &; € [€min, €maz), We introduce a geometric transformation
(x,y) = ¢¢, (v0, yo) that maps a reference domain Qy = Q(emas) to Q(&):

X if xg < e
be, (To,Yo) = eo + (o — eo)m otherwise. ,

€maxz—€IC
Yo

with eg = epcp + e7¢. This method is described in [114]: since the geometric trans-
formation ¢¢, satisfies the so-called Affine Geometry Precondition, the operator of
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equation (2.43) formulated on the reference domain admits an affine representation.

For the spatial discretization we use a finite element approximation with n =
2.8 x 10* degrees of freedom (piecewise linear approximation). We rely on a Galerkin
method with SUPG stabilization (see [24]). Z is a set of 10* independent samples
drawn according the loguniform probability laws of the parameters given on Figure
2.7.

T Geometry (m)
—u e=& | ~logl(25 x 10-3,5 x 10~2)
Qpcslp,  Qair epcn 2107
Y erc 2x 1073
TR hic 2x 1072
Q| 4 v hy 3% 1072
. hay 2x 1072
hs 4 %1072
Pl by |< e > Fr Thermal conductance (Wm 2K 1)
\Jnlckay r=& [ ~log(1x10711x10%
Diffusion coefficients (Wm~TK 1)
B ePCB >QIC h[C KpcB 2 X 10_1
A VoA K Air 3x 1072
ho KR ko =& | ~logl(2 x 1071, 1.5 x 10?)
Y Advection field (Wm 2K 1)
'y D=¢& | ~logl(5x10~%1x107?)

Figure 2.7: Geometry and parameters of the benchmark OPUS.

5.2.1 Preconditioner for the projection on a given reduced space

We consider here a POD basis V, of dimension r = 50 computed with 100 snapshots
of the solution (a basis of V, is obtained by the first 50 dominant singular vectors of
a matrix of 100 random snapshots of u(£)). Then we compute the Petrov-Galerkin
projection as presented in Section 3.1. The efficiency of the preconditioner can
be measured with the quantity 6, ,,(£): the associated quasi-optimality constant
(1 — 6,m(£)?)71/% should be as close to one as possible (see equation (2.33)). We
introduce the quantile ¢, of probability p associated to the quasi-optimality constant
(1 = 6,.m(£)?)~Y/2 defined as the smallest value g, > 1 satisfying

P{E¢€E: (1=6,m()) " < q}) = p,

where P(A) = #A/#Z= for A C =. Table 2.4 shows the evolution of the quantile with
respect to the number of interpolation points for the preconditioner. Here the goal
is to compare the different strategies for the selection of the interpolation points:

(a) the greedy selection (2.42) based on the quantity d,,,(£),
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(b) the greedy selection (2.38) based on the Frobenius semi-norm residual, with
O a P-SRHT matrix with K = 256 columns, and

(c¢) arandom Latin Hypercube sample (LHS).

The projection on Y, (or Y,7) is then defined with the Frobenius semi-norm using
for © a P-SRHT matrix with K = 330 columns.

When considering a small number of interpolation points m < 3, the projection
on Y, provides lower quantiles for the quasi-optimality constant compared to the
projection on Y,,. The positivity constraint is useful for small m. But for high
values of m (see m = 15) the positivity constraint is no longer necessary and the

projection on Y, provides lower quantiles.

Concerning the choice of the interpolation points, the strategy (a) shows the
faster decay of the quantiles g,, especially for p = 50%. The strategy (b) shows
also good results, but the quantile ¢, for p = 100% are still high compared to (a).
These results show the benefits of the greedy selection based on the quasi-optimality
constant. Finally the strategy (c) shows bad results (high values of the quantiles),

especially for small m.

5.2.2 Preconditioner for Reduced Basis method

We now consider the preconditioned Reduced Basis method for the construction
of the approximation space V,, as presented in Section 3.2. Figures 2.9 and 2.10
show the convergence of the error with respect to the rank r of u,(§) for dif-
ferent constructions of the preconditioner P,,(£). Two measures of the error are
given: supgcez [[u(§) — ur(§)|lv/[|u(€)llv, and the quantile of probability 0.97 for
|u(€) — u-(§)|lv/||u(€)]lv. The curve “Ideal greedy” corresponds to the algorithm
defined by (2.34) which provides a reference for the ideally conditioned algorithm,
i.e. with £,,(§) = 1. Figure 2.8 shows the corresponding first interpolation points
for the solution.

The greedy selection of the interpolation points based on (2.38) (see Figure 2.9)
allows to almost recover the convergence curve of the ideal greedy algorithm when
using the projection on Y, with m = 15. For the recycling strategy, the approxima-
tion is rather bad for r = m < 10 meaning that the space Y, (or ¥,7) is not really
adapted for the construction of a good preconditioner over the whole parametric

domain. However, for higher values of r, the preconditioner is getting better and
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Projection on Y,
Greedy selection based on (c) Latin Hypercube
(a) 0r,m(§) (b) Frob. residual sampling

50% | 90% | 100% | 50% | 90% | 100% | 50% | 90% | 100%
m=20 21.3 | 64.1 | 94.1 | 21.3 | 64.1 | 94.1 | 21.3 | 64.1 94.1
m = 18.3 | 74.1 | 286.7 | 10.2 | 36.1 | 161.6 | 18.3 | 104.1 | 231.8
m =2 11.9 | 22.6 | 42.1 9.8 | 53.3 | 374.0 | 11.5 | 113.0 | 533.9
m =3 11.1 | 49.2 | 2004 | 7.8 | 31.2 | 60.2 | 18.3 | 138.7 | 738.5
m=2>5 5.2 | 10.8 | 184 6.8 | 18.6 | 24.5 8.7 | 121.1 | 651.4
m=10 | 3.1 9.0 13.2 5.3 | 22.3 | 62.1 4.0 21.6 | 345.7
m=15| 2.2 6.3 10.4 3.5 6.5 11.5 2.7 7.8 48.6

Projection on Y,
Greedy selection based on (c¢) Latin Hypercube
(a) 0r,m(§) (b) Frob. residual sampling
50% | 90% | 100% | 50% | 90% | 100% | 50% | 90% | 100%
m = 21.3 | 641 | 94.1 | 21.3 | 64.1 | 94.1 | 21.3 | 64.1 94.1
m=1 18.3 | 74.1 | 286.7 | 10.2 | 36.1 | 161.6 | 18.3 | 104.1 | 231.8
m =2 11.9 | 22.6 | 42.1 89 | 35,5 | 78.6 104 | 41.5 | 112.5
m=3 9.7 | 244 | 48.0 7.9 | 27.7 | 579 | 12.1 | 488 | 114.1
m
m
m

=95 6.4 | 15.0 | 25.5 6.9 | 26.8 | 65.1 5.7 11.6 17.5
=10 | 4.6 9.5 16.8 7.3 | 189 | 38.0 4.3 10.0 18.5
=15 43 7.1 11.2 6.4 | 10.1 | 18.0 4.2 9.0 19.3

Table 2.4: Quantiles ¢, of the quasi-optimality constant associated to the Petrov-
Galerkin projection on the POD subspace V, for p = 50%, 90% and 100%. The row
m = 0 corresponds to Py(&) = R‘_/l, that is the standard Galerkin projection.

better. For r > 20, we almost reach the convergence of the ideal greedy algorithm.
We conclude that this recycling strategy, with a computational cost which is com-
parable to the standard non preconditioned Reduced Basis greedy algorithm, allows
obtaining asymptotically the performance of the ideal greedy algorithm. Note that
the positivity constraint yields a better preconditioner for small values of r but is
no longer necessary for large r.

Let us finally consider the effectivity index

1 (€) = 15 () (A(E)ur () — b(E)) v /lu(€) = ur(E)lv,

which evaluates the quality of the preconditioned residual norm for error estimation.
We introduce the confidence interval I.(p) defined as the smallest interval which
satisfies

P{{€e = : (&) € L(p)}) >p.



66 Preconditioners for parameter-dependent equations
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Figure 2.8: First six interpolation points of the ideal reduced basis method and
corresponding reduced basis functions.

On Figure 2.11 we see that the confidence intervals are shrinking around 1 when
r increases, meaning that the preconditioned residual norm becomes a better and
better error estimator when r increases. Again, the positivity constraint is needed
for small values of r, but we obtain a better error estimation without imposing
this constraint for » > 20. On the contrary, the standard residual norm leads to
effectivity indices that spread from 107! to 10! with no improvement as r increases,
meaning that we can have a factor 10 between the error estimator || A(&)u,(§) —
b(&)||v: and the true error ||u,(§) — u(§)]|v-

5.2.3 Preconditioner for iterative solvers

In this section, we show the benefits of using the preconditioner for iterative linear
solvers. Here, there is no model order reduction. For all ¢ in a sample set =; of car-
dinality ¢ = 10, we solve the linear system A(&)u(£) = b(€) by two iterative solvers:
the generalized minimal residual method (GMRES, [116]), and the conjugate gra-
dient squared (CGS, [118]). These solvers are well adapted since the operator A(¢)
is non-symmetric. In order to improve the convergence, we precondition the system
to the left with the preconditioner P,,(¢) defined by the Frobenius semi-norm pro-
jection (where © is a realization of a P-SRHT matrix with K" = 330 columns) either
on Y, or on Y,I. The interpolation points are defined by the greedy procedure de-
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Figure 2.9: Convergence of the preconditioned reduced basis method using the

greedy selection of interpolation points for the preconditioner. Supremum over

1

= (top) and quantile of probability 97% (bottom) of the relative error ||u(§) —
ur-(E)|lv/||u(€)]v with respect to r. Comparison of preconditioned reduced basis
algorithms with ideal and standard greedy algorithms.

scribed by algorithm 3: the results are given on Figure 2.12. For the comparison, we

also consider a Latin Hypercube Sample for the interpolation points, see Figure 2.13.

We see that the number of iterations for reaching a given precision is decreasing
with the number of interpolation points m for the preconditioner. This illustrates

the fact that the preconditoner P,,(§) becomes a uniformly good approximation of
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Figure 2.10: Preconditioned Reduced basis methods with recycling. Supremum
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Figure 2.11: Confidence intervals of the effectivity index during the iterations of

the Reduced Basis greedy construction. Comparison between preconditioned algo-

rithms with recycling of operators factorizations (a,b) and the non preconditioned
greedy algorithm (c).

A(€)7! when adding interpolation points. We observe that for m > 10, the number
of iterations is slightly smaller for the greedy selection of the interpolation points
compared to the Latin Hypercube Sample. This shows that the greedy selection
yields a uniformly better preconditioner, but also that the Latin Hypercube Sample

is a fairly good strategy. Let us also note that for m = 5 the preconditioner is more
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efficient with the Latin Hypercube Sample selection of interpolation points. This
shows that the greedy selection is not the optimal way to choose the interpolation
points. Finally when using the positivity constraint (projection on Y,"), the number
of sample ¢ € =; for which the iterative algorithms stagnate is significantly smaller.

In that context, this constraint is particularly relevant.
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Figure 2.12: Histogram of the number of iterations of the iterative solver (first row:

CGS, second row: GMRES) to reach the tolerance 1078. The interpolation points

of the preconditioner are defined by the greedy algorithm 3. The preconditioner is
either defined as the projection on Y;, or on Y, I (with positivity constraints)

6 Conclusion

We have proposed a method for the interpolation of the inverse of a parameter-
dependent matrix. The interpolation is defined by the projection of the identity in
the sense of the Frobenius norm. Approximations of the Frobenius norm (based on

the use of Hadamard matrices or random matrices) have been introduced to make



70 Preconditioners for parameter-dependent equations

—m =1 (350 stag., 872 are > 70) ——m =1 (350 stag., 872 are > 70)
2,000 _ B 2,000 B
m =5 (116 stag., 446 are > 70) m =5 (44 stag., 44 are > 70)
” —m = 10 (122 stag., 2522 are > 70) - ——m = 10 (154 stag., 0 are > 70)
8 1 . ) g 1 ctao AR ar
é 1,500 - m = 15 (370 stag., 520 are > 70) | é 1500 - m = 15 (40 stag., 46 are > 70) |
g g
3 3
.O 'O
3 1,000 |- — B 1,000 |- B
3 g
< =
g g
E] E]
Z 500 |- 4 A 5001 8
0 LLLL”‘L:H‘ILI?‘—’R:\"\—/ 0 | 1 M
0 2 50 60 70 0 10 20 30 40 50 60 70
Number of iterations for CGS Number of iterations for CGS
(a) Projection on Y,,. (b) Projection on Y, .
T T T T T T T
—m =1 (1678 are > 70) —m =1 (1678 are > 70)
m =5 (418 are > 70) m =5 (44 are > 70)
1,500 |- B 1,500 |-
- ——m =10 (2608 are > 70) " —m =10 (2 are > 70)
g ——m =15 (488 are > 70) g —m =15 (10 are > 70)
5] o]
5
2 1,000 |- B < 1,000 - B
(=) =]
ks S
E 500 - B E 500 |- B
Z Z
JJM 7%
0 , | = 0 | i
0 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70
Number of iterations for GMRES Number of iterations for GMRES
(c) Projection on Yy,. (d) Projection on Y, .

Figure 2.13: Histogram of the number of iterations of the iterative solver (first row:

CGS, second row: GMRES) to reach the tolerance 1078. The interpolation points

of the preconditioner are given by a Latin Hypercube sample. The preconditioner
is either defined as the projection on Y;, or on Y, (with positivity constraints)

computationally feasible the projection in the case of large matrices.

Then, different strategies have been proposed for the selection of interpolation
points depending of the objective: (i) the construction of an optimal approximation
of the inverse operator for preconditioning iterative solvers or for improving error
estimators based on preconditioned residuals, (ii) the improvement of the quality of
Petrov-Galerkin projections of the solution of a parameter-dependent equation on a
given reduced approximation space, or (iii) the recycling of operator factorizations

when solving a parameter-dependent equation with a sample-based approach.

The performance of the obtained parameter-dependent preconditioners has been

illustrated in the context of projection-based model reduction techniques such as
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the Proper Orthogonal Decomposition and the Reduced Basis method, and also for

the solution of linear system using iterative solvers.

In this chapter, we have restricted the presentation to the case of real matrices

but the methodology can be naturally extended to the case of complex matrices.






Chapter 3

Projection-based model order
reduction for estimating

vector-valued variables of interest

This chapter focuses on the estimation of a wvariable of interest
s(&) that is a linear function of the solution u(§) of a parameter-
dependent equation. We propose and compare different projection-
based methods that allow to consider functional-valued or vector-
valued variables of interest. In particular we highlight the role played
by three reduced spaces: the approximation space and the test space
assoctated to the primal variable, and the approrimation space as-
sociated to the dual variable. Then, in the spirit of the Reduced
Basis method, we propose greedy algorithms for the construction of

these reduced spaces.



Contents

1
2

Introduction . . . . . . . . . . . . . e e e e e e e 75

Analysis of different projection methods for the estimation

of a variable of interest . . . . . ... ... ... . 0L, 76
2.1 Petrov-Galerkin projection. . . . . . . .. ... ... .. 76
2.2 Primal-dual approach . . . . .. . ... ... ... 79
2.3 Saddle point problem . . . . . .. ..o 82

Goal-oriented projections for parameter-dependent equa-

tions . . . . . L e e e e e e e e e 86
3.1 Error estimates for vector-valued variables of interest . . . . . 87
3.2 Greedy construction of the approximation spaces . . . . . . . 89

Numerical results . . . ... .. ... ... . 00000, 91
4.1 Applications . . . . . . ... 91
4.2 Comparison of the projection methods . . . . . .. ... ... 94
4.3 Greedy construction of the reduced spaces . . . . . . ... .. 100

Conclusion. . . . . . ... o s e 104




Introduction 75

1 Introduction

The main objective of the Reduced basis method is to construct a low dimensional
approximation space, also called the reduced space, that can uniformly approximate
the solution manifold M = {u(§),£ € =} associated to a parameter-dependent
equation. However, in many applications one is not interested in the solution itself
but only in a variable of interest s(§) which is a functional of the solution u(€). Here
we assume that s(¢) linearly depends on u(§). When s(€) takes scalar values, effi-
cient methods exist to provide accurate estimation of the variable of interest. The
idea is to construct an approximation of the so-called dual solution which is used to
improve the estimation of s(¢). We refer to [110] for a general survey on primal-dual
methods and to [75] for the application to the Reduced Basis method. In the present
chapter, we extend this methodology to functional-valued or vector-valued variables
of interest, i.e. when s(§) belongs to a vector space. For example, this allows to
consider variables of interest defined as the restriction of the solution on a part of
the boundary, or to consider simultaneously multiple scalar variables of interest.

In section 2, we analyze different projection methods for computing approxima-
tions of the solution and of the variables of interest. In particular, we generalize
the primal-dual method to vector-valued variables of interest, and we propose a new
method based on a saddle point problem. We show that the error on the variable of
interest depends on three reduced spaces: (a) the primal approximation space (i.e.
the approximation space of the primal solution u(&)), (b) the primal test space that
is used for the (Petrov-)Galerkin projection of u(£), and (c) the dual approximation
space for the solution of the dual problem. Section 3 is concerned with the con-
struction of these reduced spaces. Following the methodology of the Reduced Basis
method, we propose greedy algorithms for the spaces (a) and (c¢). For the test space
(b), we propose to use the preconditioners introduced in the previous chapter (see
also [127]). Finally in Section 4, numerical experiments illustrate the properties of
the projection methods and the greedy algorithms. Of particular interest are the
complexities of the offline phase, meaning the computational cost for the construc-
tion of the reduced spaces, and of the online phase, that is the cost to compute the

estimation of s(§).
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2 Analysis of different projection methods for the

estimation of a variable of interest

In this section, we omit the dependence on ¢ for the sake of clarity. Let V' and W
be two Hilbert spaces. We consider the linear equation Au = b where A € L(V,W'),
and b € W’. Let us introduce a variable of interest s € Z defined by s = Lu, where
L € L(V,Z) is a continuous linear operator and Z is a Hilbert space.

Let us introduce some notations. Any Hilbert space H is endowed with a norm
| - ||z defined by the relation || - [|% = (Rg-,-), where the Riesz map Ry € L(H, H')
is a continuous symmetric positive definite operator and (-,-) is the duality pair.
The dual space H' is endowed with the dual norm || - || with the associated Riesz
map Ry = R;'. Then the relations ||v||gz = |Ryv|lm and [{(v,w)| < ||v||g||wl]
hold for any v € H and w € H’. For any continuous operator C' from a Hilbert
space Hp to another Hilbert space H,, the notation C* denotes the adjoint of C,
such that (Cvy,ve) = (v1, C*vg) holds for any vy € Hy and vy € Hs.

2.1 Petrov-Galerkin projection

Suppose that we are given a subspace V,, C V of dimension r in which we seek
an approximation of u. The orthogonal projection u; of w on V,, given by u; =

arg min,ey, ||u — v||y, is characterized by
(u—uy, Ryv)y =0, Yvel,. (3.1)
Let us consider u, € V,. defined by the following Petrov-Galerkin projection
(Au, —b,y) =0 Yye W, (3.2)

where W, C W is a test space of dimension r. The following proposition gives an
error bound for the approximation of the variable of interest.

Proposition 2.1. The solution u, of equation (3.2) satisfies

1
u— Uy < min [|u — vy, 3.3
o =l <~ mip = el (33
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where H . I
v— Ry A*y %4
) = i v 3.4
e oy (3.4)

is assumed to be strictly inferior to 1. Furthermore,

Is = Lurllz < o, lu — v, (3.5)
with Py
6k, = sup min 127 _/ Z/||V" (3.6)
" ogzez yEWr 12| z-
Moreover, we have
(5L
|s — Lu,||z < W min ||u — v||y. (3.7)

1 — (dv,.w, )2 v&Vr

Proof: We recall that u denotes the orthogonal projection of w on V,. For any
v eV, and y € W,., we have

(uy — u,, Ryv) (2D (u— Uy, Ryv) = (b — Au,, A~"Ryv)

(22 (b — Au,, A7"Ryv —y) = (u — u,, Ryv — A™y)

< |lu —u||v||Rvv — A%yl[v.

Taking the minimum over y € W,, dividing by ||v|v and taking the maximum
over v € V,, we obtain |u} — u.|lv < dv,.w,||u — u,||v, where dy, w, is defined
by (3.4). Thanks to the orthogonality condition (3.1) we have |u — u,||?, =
|lu — w3 + ||uf — u,||3, which under the assumption oy, w, < 1 gives (3.3).
Furthermore for any 2’ € Z’ and y € W,., we have

(s — Luy, 2’y = (b— Auyp, ALY E (b — Au,, AL — )
< lu—uflv[[L*2" = A%yl

Taking the minimum over y € W,., dividing by ||2’||z and taking the supremum
over z' € Z', we obtain (3.5). Finally, combining (3.3) and (3.5), we obtain (3.7).

The error bound (3.7) for the variable of interest is the product of three terms:

(a) min,ey, ||u — v||y which suggests that the approximation space V. should be
defined such that u can be well approximated in V.,
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(b) (1—(8y,.w,)?)~/? which suggests that the test space W, should be chosen such
that any element of V. can be well approximated by an element of R;lA*WT,
and

(¢) &f, which suggests that any element of range(L*) should be well approximated
by an element of A*W,..

As already noticed in [114, section 11.1], W, plays a double role: a test space for
the definition of w, (point (b)) and an approximation space for the range of A=*L*
(point (c)). In the next section, we present the classical primal-dual approach used
for the estimation of a variable of interest. We show that points (b) and (c) are
treated separately.

Remark 2.2 (Comparison with the Céa’s Lemma). Let us assume thatV =
W and that the operator A is continuous and coercive, meaning that there exist
a > 0 and 8 < oo such that ||Av||y» < B||lv]lv and (Av,v) > al|v||? hold for all
v € V. When considering the Galerkin projection, that is V,, = W,, Céa’s Lemma
states that

B .
lu = urlly < = min fu —ovl|y.

The inequality (3.3) is sharper than the above one. Indeed, for any v,y € V, we

have
(v, A*y)?

A=yl -

Then, taking the minimum over y € V, and dividing by ||v||?, we can write:

o Y —IA* 2 _ 2
I/{lel%&?”?f Ry Aylly = vl

o - B AYIE vz | (Ao
L 2 = Aol = 2
yels [0l A [[5 v B

Then by definition (3.4) of dy, w, we have oy, w, < /1 — a?/52, that gives

1
1 — (dv,w,)?

2 I

Remark 2.3 (SPD and compliant case). We suppose that A is symmetric pos-
itive definite (SPD). In that case we can set V' = W, and the natural norm for
the space V' is the one induced by the operator with Ry = A. Then, the ideal
test space is W, = V... That yields dy, w, = 0, and u, = u} corresponds to the
standard Galerkin projection.
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Furthermore, if the variable of interest s is scalar-valued, we have Z = R and
L(V,Z) = V' The compliant case corresponds to Lv = (b, v) for any v € V. Then
we have 6f, = minyev, [|u—v|lv = ||u—u,|lv, and thanks to (3.7), we recover the
so called “squared effect”:

s — Luy||z = |s — Luy| < |lu — |3

2.2 Primal-dual approach

We now extend the classical primal-dual approach for the estimation of a vector-
valued variable of interest. Let us introduce the dual variable Q) € £(Z’, W) defined
by A*Q) = L*. The relation

s=Lu= LA =(A*L*)*b = Q*b

shows that the variable of interest can be exactly determined if either the primal
variable u or the dual variable () is known. The following proposition shows how
to compute an estimation of the variable of interest provided approximations of
both primal and dual variables are available. This proposition also contains an
error analysis that is a generalization of the classical error bound for scalar-valued

variables of interest (see [110]) to vector-valued variables of interest.

Proposition 2.4 (A generalization of a classical error bound). Suppose
that we dispose of approximations u of u and () of (). Then

5=Lu+Q (b— Au) (3.8)
provides an approximation of s which satisfies
Is = 3z < llu = Gllv|IL* = A*Qllz7-v, (3.9)

where

. L*_A* / ,
L5 = 4Gl gy = sup IE A D
0£2'€Z! 12| z-

(3.10)

Proof: For any 2z’ € Z', we have

(s —35,2") = (Lu— Lt — Q*(b— A0), ) = (L — Q*A)(u — ), 2)

= (u—1u, (L' = A"Q)Z) < [lu—allv[[(L" = A"Q)2[|v.




80 Projection-based MOR for estimating variables of interest

| Dividing by ||2’||z and taking the supremum over 2’ € Z’, we obtain (3.9). n

The approximation u can be defined as the Petrov-Galerkin projection wu, of
u on a given approximation space V, with a given test space W,, see equation
(3.2). For the approximation @ of @ € L(Z',W), the bound (3.9) suggests that
| L* — A*@H 72—y should be small. We then propose to seek a solution of

~inf||LF = A*Qllz—vs (3.11)
QeL(z' W)

where WkQ C W is a given approximation space (different from W,). The next
proposition shows how to construct a solution of (3.11).

Proposition 2.5. The linear operator Qy, : Z' — WkQ defined for z' € Z' by

Qrz' = arg min ||L*2" — A*y||v (3.12)
ykEWkQ

is a solution of (3.11). Moreover Q2" € W is characterized by

(L*2 — A*Qu?', Ry* A%y =0, Wy € W2, (3.13)

Proof: We first note that ) defined by (3.12) is a linear operator in £(Z’, W,?),
and equation (3.13) is the stationarity condition of the minimization problem
(3.12). Furthermore for any Q € £(Z',W{) and 2’ € Z' we have

|27 = AQullvr 012 ||L* — A°Q% v

<||L* — A*Q )
||Z/||Z’ — ||Z/||Z/ — H Q||Z’—>V/

Then, taking the supremum over z’ € Z’' and the infimum over Qe L(Z, WkQ ),
we obtain that Qy € £(Z', W) is a solution of (3.11).

In practice, for computing the approximation of the variable of interest (3.8)
with @ = Qy, we only need Q% (b — Au,). The following lemma shows how this can
be performed without computing the operator Q).

Lemma 2.6. Let Qy be defined by (3.12). Then for r = b — Au, € W',

Q;r = LRy A*yf, (3.14)
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where yi: € W is defined by

<AR\_/1A*?JZ7?JI<:> = <T7 yk>7 Vyk S WICQ (315)

Proof: For any 2’ € 7/, since Q2 € WkQ, we have

1 s g (315
(Que', AR A ) P2 Qi r). (3.16)
Furthermore, by definition of (), we have

(3.13)

(Qr?', ARy A'yp) (L2, Ry ATyp). (3.17)

Combining (3.16) and (3.17), we obtain (2, Qir) = (2, LRy,* A*y;), which con-
cludes the proof. "

We give now a sharper bound of the error on the variable of interest. The idea
is to take advantage of the orthogonality relation (3.13).

Proposition 2.7. The approximation s defined by (3.8), where u = u, is the
Petrov-Galerkin projection defined by (3.2) and @Q = @y is defined by (3.13),
satisfies
|s —$llz < (5va min _||u — u, — Ry A*yillv, (3.18)
s ykEW,?
where
L* /_A* ,
55[/@ = sup min 1L - yllv (3.19)
ko 0£2€Z yeWw? [12/]| 2
Moreover,
i Oie |
|s — 3]z < = min ||u — v||y. (3.20)
1= (dv,,w, )? v&r
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Proof: For any 2’ € 7/, and for any y; € W,? we have

(s —35,2)y = (u—u,, (L* — A*Qyp)7")
(3'13) —1 A% * * /
= (u—u, — Ry A"y, (L* — A™Qr)7)
<l —ur — Ry A%y |V [(L* = A" Q)2 ||y (3.21)

Since @), satisfies (3.12), the last term of (3.21) becomes

I(L" = A"Qu)2llv> = min [IL*2" — A%yg[ly.

yrEW,

Dividing by ||2’||z and taking the supremum over 2’ € Z’ in (3.21), we obtain
Is =3z < lu—u, — Ry' A"yillv g0
k

Then, taking the minimum over y;, € WkQ , we obtain (3.18). Finally, taking y, = 0
in (3.18) and thanks to (3.3), we obtain (3.20). .

2.3 Saddle point problem

In this section we extend the idea of [42| for the approximation of variables of
interest. Let us define the Riesz map Ry = AR‘_/IA* for the norm over W, so that
the relation ||y|lw = ||A*y||yv holds for any y € W. The orthogonal projection wu; of
u on V,. can be defined by

lu = uplly = min [lu — vy

= v Ryl
= min max

veV, weV HU}HV

, |(Av — b, A=* Ryw)|

= min max

VeV, weV ||w]|v
o Av—by)
= minmax ————.

G

We consider a space W, C W of dimension p. Replacing W by W, we obtain a
saddle point problem
(3.22)

: |(Av — b, y)|
min max —— 2,
veV, yeW, llyllw

The following proposition shows how to find a solution of this saddle point problem.
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Proposition 2.8. The solution (uyp, y.,) € V, x W, of equations

<RWyr,p7 y) + <Au7‘,p7 y> = <b7 y> vy € Wp (323)
(A" Yy p, 0) =0 Yv eV, (3.24)

is a solution of the saddle point problem (3.22).

Proof: Let J(v,y) = [(Av — b,y)|/|lyllw. We will show that J(u,,,y) <
I (Up s Yrpp) < J(V,Yrp) for any y € W, and v € V.

o (Left inequality) Let r = b— Auw,,,. The solution y, € W, of the minimization
problem miny ey, |Ryy'r — yl|%, satisfies (Rw9, —r,y) = 0 for any y € W,
that is (3.23). Then we have y, , = ¥,, and

2
i IR =l = sk = olfy = Wbl = 28 (329
Furthermore, since W, is a cone, we have for any y € W),
. ~1 2 . ~1 2 —1,.112 (r,y)?
moin [| Ry = ylliw < min{[Ryr —aylly = [[Bywrily — W (3.26)

Combining (3.25) and (3.26), we obtain J(u,p, y) < J (U p, Yrp).

e (Right inequality) We simply note that thanks to (3.24), we have |[(Av —
b, Yrp)| = [(b, Yrp)| for any v € V,.. Then we can write J(u, p, Yrp) = J(V, Yrp)
for all v € V.

Equations (3.23)—(3.24) correspond to a linear system of size (r + p). If p < r,
the orthogonality condition (3.24) implies that y,, = 0, and the equation (3.23)
turns out to be underdetermined. Then we need p > r.

The following proposition provides an error bound for the solution and for the
variable of interest.

Proposition 2.9. Let (u,p, y.,,) € V, x W, be the solution of (3.23)—(3.24). Then

we have

U — Uy < min ||u — v|y, 3.27
i = gl < — ey i = ol (3:27)
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where H . I
v— Ry A*y 1%
5 = i v : 3.28
Ve, Wp 021}%}‘(4 ;2{%{2, ||U||V ( )
The quantity s defined by
§= Lu,, + LR;'A*y,, (3.29)
provides an approximation of s such that
s =31z < 8%, llu = wrp — By Ayl (3.30)
where ol
5L = sup min L2 _ yllve (3.31)
P 0rez YEWD [|2']| 2
Also we have
oy,
|s —5|lz < : min ||u — v||y. (3.32)

1 — (dv,,w, )? veWr

Proof: For any v € V, and y € W, we have

(uy — Uy p, Ryv) 2 (U — Upp, Ryv) = (b — Au,pp, A" Ryv)

(3.29)

= <b - Aur,pa Ai*RVU - y> + <RWZ/T7P7 y>

(3:24)

=" (b— Au,p, ARy — y) — (Rw¥Yrp, A" Ryv — y)
= (U — Upp — R‘_/lA*y,,,p, Ryv — A*y)
< lw—urp — Ry A yrpllv || Rvo — A*ylly. (3.33)

As mentioned in the proof of proposition 2.8, ||Ry (b — Auyp) — Yrpllw =
minyew, || Ry (b—Auy,)—yllw. Then we have || Ry} (b—Aw,p) —yrpllw < || Ry (b—
Au,p,)|lw, which by definition of the norm || - ||, gives

lu =ty = Ry Ay llv < llu—urglv- (3.34)

Using (3.34) in (3.33), taking the minimum over y € Wy, dividing by ||v||y and

taking the maximum over v € V., we obtain

st = trplly < S, vyl = el (3.35)
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Using (3.1), we obtain (3.27). Now, for any 2’ € Z’ and y € W,,, we have

(s —3,2") = (u —up, — Ry A*ypp, L*2)

(3£3) <U . unp _ R‘_/lA*yr,p,L* I A*y>

< lu—upp — Ry A%y lv 272 = A%yllve.
Taking the minimum over y € W, dividing by ||2||z and taking the supremum

over z/ € Z', we obtain (3.30). Finally, thanks to (3.30), (3.34) and (3.27), we
obtain (3.32). -

We observe that W), plays a double role: a test space for the Petrov-Galerkin
projection of the primal variable (see equation (3.27)) and an approximation space
for the dual variable (see equation (3.32)). Then we will consider spaces of the form

W, =W, + W2 (3.36)

This implies 55‘,? < 55{/ Q and dy, w, < 0y, w,, so that the bound for the variable of
interest (3.32) is better than one of the primal-dual method (3.20). So we expect the
approximation u,, to be closer to the solution u compared to the Petrov-Galerkin
projection u,. Also, the approximation of the quantity of interest should be im-
proved.

Remark 2.10 (SPD case). Following remark 2.3, we consider the case where
A is symmetric definite positive. Once again we choose Ry = A and W, = V.
Thanks to (3.36), V;. C W), so that dy, w, = 0. Then u,, is the Galerkin projection
of u on V,. Furthermore if we restrict y to W, N V. in (3.23), then (3.23)—(3.24)

imply that

(Ayrpyy) = (0= Aurpy) Yy e W,NVE,
(Ayyp,v) = 0= (b— Au,p,v) Yv € V,.

Since V, € W, we have W, = V, + (W, N V.2). Then, summing the last two
equations, we obtain (Ay,,,y) = (b — Au,,,y) for any y € W,,. Let t,, = y,, +
U, € W,. Then (At,,,y) = (b,y) for any y € W,. This condition uniquely
defines t,,. Furthermore, the approximation of the variable of interest (3.29) is
given by s = Lt,,. Finally, the saddle point method for the SPD case can be
simply interpreted as a Galerkin projection over the enriched space V, + W,?
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3 Goal-oriented projections for parameter-dependent

equations

We now consider a parameter-dependent equation A(&)u(§) = b(€) where & denotes
a parameter taking values in a set = C R%. The variable of interest is defined by

s(§) = L(&)u(§)-

In the previous section, we presented different possibilities for the estimation of
the variable of interest by means of projection methods that rely on three spaces:
the primal approximation space V,, the primal test space W, and the dual approx-
imation space W,? (we recall that we introduce the space W, = W, + W,? for the
saddle point method). Following the methodology of the Reduced Basis method, we
will construct these spaces during the so-called offline phase such that for any pa-
rameter value £ € = the estimation 5(£) can be rapidly computed during the online
phase. For this last requirement, a key ingredient is that the spaces V,., W, and W,CQ
have low dimension: we then use the terminology reduced spaces.

We first address the problem of the construction of the test space W,. Assum-
ing that the primal approximation space V, is given, we know from the previous
section that W, should be chosen such that dy, w, is as close to zero as possible,
see propositions 2.1, 2.7 and 2.9. When the operator A(&) is symmetric positive
definite (SPD), we set W,. = V,., which is the optimal test space with respect to the
norm induced by the operator, see remark 2.3. Otherwise, the optimal test space is
W, = W, (&) = A*(£)Ry'V,., which is not feasible in practice since it requires the
computation of A=*(&)v,. for any v/ € {Ryv, : v, € V,.} and for any parameter £ € =.
Following the idea proposed in [127], we will consider a (parameter-dependent) test

space of the form

Wy = We(&) = Bn(§)" Ry Vi, (3.37)

where P, () is an interpolation of the inverse of A(§) using m interpolation points,
that will be specified later on. The underlying idea is to obtain a test space as close
as possible to the ideal test space. By convention Py(¢) = Ry yields the Galerkin
projection, z.e. W, = V,.

Remark 3.1. In the literature, W, = V,. (i.e. the Galerkin projection) is a com-
mon choice. However, this choice may lead to inaccurate projection of the primal
variable when the operator is ill-conditioned. In the case of non coercive (or
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weakly coercive) operators, the test space is generally defined by W, = W,.(§) =
RyYA(E)V, (here we have W = V), where Ry'A(€) is called the “supremizer op-
erator”, see for example [115]. Note that this test space is parameter-dependent.
The resulting Petrov-Galerkin projection u,(§) defined by (3.2) corresponds to
the minimizer of the norm of the residual |A(§)v, — b(&)||y+ for v, € V,. The
common approach using the so-called “supremizer operator” for the definition of
a Petrov-Galerkin projection is no more than a minimal residual method. Up to
our knowledge, the only attempt to construct quasi-optimal test space for general
operators can be found in [42]: the authors use the saddle point method presented

in section 2.3, and construct a quasi-optimal test space W),

Remark 3.2. In the literature, the choice W, =V, is (almost) systematic. This
may lead to inaccurate projection of the primal variable when the operator is ill-
conditioned. Up to our knowledge, the only attempt to construct quasi-optimal
test space for non SPD operator can be found in [42]: the authors use the saddle
point method presented in section 2.3, and construct a quasi-optimal test space
Wp.

We discuss now the construction of the approximation spaces V, and W,? In
the literature, and for scalar-valued variables of interest, these reduced spaces are
typically defined as the span of snapshots of the primal and dual solutions. These
snapshots can be selected at random, using samples drawn from a certain probability
measure over &, see e.g. [L11]. Another popular method is to select the snapshots in
a greedy way, in order to minimize the error ||s(§) — $(£)||z uniformly over =. This
method requires an estimate of the error on the variable of interest. In the same
spirit, we introduce error estimates for vector-valued variables of interest in section
3.1, and we propose greedy algorithms for the construction of V, and W,CQ in section
3.2.

3.1 Error estimates for vector-valued variables of interest

In this section, we propose practical error estimates for the variable of interest. The
commonly used strategy is to start from the error bound

I5(€) =3Oz < l[u€) = @E)llv L) = AE) Qe z—vr,

provided by proposition 2.4. This suggests to measure the norm of the residuals

associated to the primal and dual variables. In practice, we distinguish two cases:



88

Projection-based MOR for estimating variables of interest

e In the case where the operator A(§) is SPD, it is natural to choose the norm

| - [[v as the one induced by the operator, i.e. Ry = Ry () = A(§). Note
that the norm || - ||y is then parameter-dependent. Therefore, neither the
primal residual norm nor the dual residual norm can be computed without
the knowledge of the primal and the dual solutions. The classical way to
circumvent this issue is to introduce a parameter-independent norm || - ||y,
that is in general the “natural” norm associated to the space V', and to measure
the residuals with this norm. We assume here that the operator A() satisfies
()l - [ve < IA(E) - [lvy, where a(§) > 0 (for SPD operator, a() is nothing
but the coercivity constant). Then by definition of the norm || - ||y we can

write
o]l = (A§)v,v) < [AE)vllvgllvllve < a@)THAEGIF, — YoeV.

Then we have [[u(&) — @(€)|lv < a(§) 72| A(&)u(€) — b(§) vy The same trick
can be used for the duiil variable, leading to ||L(£)* — A(f)*@(f)”zqvl <
a(&) 72| L&) — A€)*Q(E) ]l z7—vy- Then we obtain

1A©)a(€) = bE)llvglI L) = A Q)7

Is(€) =302 < a(©)

= A(6)
(3.38)
where A(€) is a certified error bound for the variable of interest.

In the general case, the operator cannot be used for the definition of the norm
| - |lv. Then we consider the natural norm over V, i.e. |||y = | -|v. As a
consequence, the norm of the dual residual is computable, but the computation
of the error ||u(§) —u(§)||v, requires the knowledge of the primal solution u(§),
which is not feasible in practice. Once again, we assume that the operator
satisfies a(&)|| - |lv, < [[A(E) - [y so that we can write [[u(§) — u(§)[ly, <

(&) HAE)u(E) — b(E)[lvy. Then we naturally end up with the same bound
(3.38) for the variable of interest.

We now derive new error bounds in the case where 5(€) is provided by the saddle

point method. Let us start from the error bound

|s(€)=5(&)]lz < sup min

IL(E)"2" = A©) yllv-

027! YW, 12/ 22

(&) =t p (&) — Ry A€) i (§) I

provided by proposition 2.9. Once again, we distinguish two cases:

e For the case where the operator A(€) is SPD, we consider for the norm || - ||y

the operator norm. According to remark 2.10, the quantity ¢, ,(§) = u,,(&) —
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RN EAE) Yrp(&) = trp(€) +4rp(€) is nothing but the Galerkin projection of
u(&) onto the space W, = W, + W,?, with W, = V,. Then for any t,, € W,
we can write

u(€) = trp(©)IF < [lu(€) = trpllf < (€)1 AE)Er, — by,

where the norm ||-||y, is the natural norm of V. Then, taking the minimum over
B, € W, we obtain [u(€) — £, (€)lv < al€) V2 ming, . [ AE)Tp — b(E) Iz
The same methodology can be used for the dual variable. We then obtain the
following error bound:

_ | L) — Ayl ~
IO -5(©)lz < 5 sup iy 1 DI i A€, -b©)l = A(E)
| (3.39)

Note that the main difference between this error estimate and the previous one

(3.38) is the minimization problem over W, in both primal and dual residuals:
this leads to additional computational costs, but a sharper error bound will

be obtained, as illustrated by the numerical examples in the next section.

e For the general case, we consider |||l = || -||v,. Once again, using the relation
|- 1lve < a(&)HIA(E) - [lvg, we obtain the following error estimate:

||S<§>_§(£)||Z < L sup min ||L(§)*z’ — A(g)*yHVO’

(&) ogzrez vEWy 12| 2z

[A(E)trp(E)=b(E) lvy = A(E),

(3.40)
where t,,(£) = u,, (&) + RﬁolA(ﬁ)*ynp(f)

All the proposed error estimates rely on the knowledge of (). In the case where
a(€) can not be easily computed, we can replace it by a lower bound of?(¢) < (),
that is for example provided by a SCM procedure [83]. This option will not be
considered here. Another option is to remove it from the definitions of A(§): in this

case, the estimator is no longer certified.

3.2 Greedy construction of the approximation spaces

Here, we propose greedy algorithms for the construction of the reduced spaces V.
and 2. At each iteration, we look for the largest value of the error estimate A(€):

£ € arg max A(8). (3.41)
[SS)
Then we can either simultaneously enrich the primal approximation space

Vi1 = V; + span(u(€”)) (3.42)
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and the dual approximation space
Wk%—dim(z) = W + range(Q(¢)), (3.43)
or alternatively enrich WkQ and V.

Remark 3.3. In the literature, and for scalar-valued variables of interest, the
classical approaches are either a separated construction of V, and W,? (using two
independent greedy algorithms, see for example [73,114]), or a simultaneous con-
struction, see e.g. [112|. The latter option can take advantage of a single fac-
torization of the operator A({*) to compute both the primal and dual variables.
The alternate construction is not commonly used. This possibility is mentioned
in remark 2.47 of the tutorial [75].

Since we are considering vector-valued variables of interest, the dimension of
range(Q(£*)) equals the dimension of the space Z, which is assumed to be equal to
[ < 0o. Then the enrichment (3.43) may lead to a rapid increase of the dimension

of the space WkQ Another option is to add only one vector at each iteration:
W2 = Wi + span(Q(€7)7) (3.44)
where 2z’ € Z' is such that:

/ [(L(E7)" = AE)"Q(E) vy
Z € argmax —
EHE
: L€ E — A ) yllvg
Z € argmax min =
T yewp 1]l

(primal-dual method), (3.45)

(saddle point method). (3.46)

Contrarily to the full enrichment (3.43), this partial enrichment does not necessarily
lead to a zero error at the point £* for the next iterations. Then we expect that
(3.44) will deteriorate the convergence properties of the algorithm, but W,fil will
keep a low dimension, which is the essence of the reduced basis methods. It is worth
to mention that in [42], the authors proposed the same kind of partial enrichment
for the test space W, (without considering any variable of interest).

For the definition (3.37) of the test space W,., one needs to build the precondi-
tioner P,,(£) by interpolation of the inverse of A(¢). Following the idea proposed
in [127] (see chapter 2), the interpolation points can be the ones where solutions
(primal and dual) have been computed, i.e. the points given by (3.41). The result-
ing algorithms are summarized in Algorithm 5 and Algorithm 6 for the simultaneous

and the alternate constructions of V, and WkQ
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Algorithm 5 Simultaneous construction of V,. and W,?

Require: Error estimator A(-), a training set =, maximum iteration [
1: Initialize the spaces V; = {0} and W& = {0}, and r, k = 0
2: for:=1to I do
3:  Find & € argmaxeez A(§)
Compute a factorization of A(;) and update the preconditioner if needed
Solve u(&) = A(&)™0(&)
Update V.11 =V, +span(u(§;)), r < r+1
if Full dual enrichment then
Solve Q(&) = A(&) " L(&)"
Update W,SH = W + range(Q(&;)), and k < k +1
10:  else if Partial dual enrichment then

11: Find 2’ according to (3.46) or (3.45)

12: Solve y(&) = A(&) " (L(&)™%')

13: Update W,Srl = W + span(y(&)), and k + k+1
14:  end if

15: end for

4 Numerical results

This section is concerned with numerical applications of the methods proposed in
Sections 2 and 3. After introducing two parameter-dependent problems, we compare
the projection methods for the estimation of a variable of interest and then we study
the behavior of the proposed greedy algorithms for the construction of the reduced
spaces.

4.1 Applications
4.1.1 Application 1 : a symmetric positive definite problem

We consider a linear elasticity equation div(K(£) : e(u(§))) = 0 over a domain
Q) that has the shape of a bridge, see Figure 3.1(a), where u(¢) : Q — R3? is the
displacement field. The notation e(u(¢)) = V¥™u(¢) € R3*3 corresponds to the

infinitesimal strain tensor. The Hooke tensor K (&) is such that

B
1+v

K(©) s 2(u(6)) = Ty (S0 + g traceca(€))ia)

where v = 0.3 is the Poisson coefficient and F(¢) is the Young modulus defined
by E(€) = 1g, + Z?:1 &ilq,, 1o, being the indicator function of the subdomain €;,
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Algorithm 6 Alternate construction of V, and WkQ
Require: Error estimator A(-), a training set =, maximum iteration [
1: Initialize the spaces V; = {0} and W& = {0}, and r, k = 0
2: fori=1to [ do
Find & € argmaxeez A(§)
Compute a factorization of A(;) and update the preconditioner if needed

w

4
5 if 7 is even then

6 Solve u(&;) = A(&)~'b(&)

T: Update V11 =V, +span(u(&;)), and r < r + 1
8 else if 7 is odd then

9 if Full dual enrichment then

10: Solve Q(&;) = A(&) " L(&)*

11: Update W,gH = WkQ + range(Q(&)), and k < k +1
12: else if Partial dual enrichment then

13: Find 2’ according to (3.46) or (3.45)

14: Solve y(&) = A(&) " (L(&)"2)

15: Update W, = W +span(y(&;)), and k < k + 1
16: end if

17 end if

18: end for

see Figure 3.1(b). The components of £ = (&1, -+ ,&) are independent and log-
uniformly distributed over [107!,10]. We impose homogeneous Dirichlet boundary
condition u(§) = 0 on the red lines I'p, a unit vertical surface load on the green
square [';,,4, and a zeros surface load on the complementary part of the boundary
(see Figure 3.1(a)). We consider the Galerkin approximation u"(§) of u(¢) on V* =
span(¢;)i-, C {v € H'(Q)? : vjpa,, = 0} that is a P, finite element approximation
space of dimension n = 8916 associated to the mesh given on Figure 3.1(b). The
vector u(§) € V = R" such that v"(¢) = " u;(€)¢; is the solution of the linear
system A(§)u(&) = b of size n, with

6
A€) = A + 3" gA® Al = /Q Vi Ko: Ve, dQ, b= / —ey - ¢; dI,
k=1 k l—‘10&(1

(3.47)

where K, denotes the Hooke tensor with Poisson coefficient v = 0.3 and Young
modulus £ = 1. The operator norm || - ||y on the space V is given by

Joll?, = / S K(E) s (o)
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for all v € V, where v"(¢) = Y7 v;(§)¢p;. We also consider the parameter-
independent norm || - ||y, defined as the operator norm for & = (1,---,1). This
corresponds to a Young modulus equals to 1 over 2.

Let us consider s"(§) = ufp(£) - ez that is the vertical displacement of the
Galerkin approximation on the blue line I', see Figure 3.1(a). We can write s"(§) =
Zé.:l 5;(€)1; where {¢;}!_, is a basis of the space {v(} - e, v" € V"} that is here
of dimension [ = 44. Then there exists L € R such that

s(§) = Lu(¢)

where s(&) = (51(£),- -+, 5(£)) € Z = R! is the variable of interest. The norm || - ||
is defined as the canonical norm of R'.

I Dirichlet

(b) Realization of a solution and mesh of the domain Q. The colors
corresponds to the different sub-domains €2; for i =0,--- ,6.

Figure 3.1: Application 1: schematic representation of the problem and a realiza-

tion of the solution.



94 Projection-based MOR for estimating variables of interest

4.1.2 Application 2: a non symmetric problem

We consider the benchmark OPUS already presented in Chapter 2 (see section 5.2).
The algebraic parameter-dependent equation A(&)u(§) = b(&) corresponds to the fi-
nite element discretization of an advection-diffusion equation, where £ = (&1, -+ , &)
is a random vector. The space V = R™ with n = 2.8 x 10* is endowed with the norm
- Ilv =1l - llv, that corresponds to the H'(£2)-norm!. The variable of interest is the

mean temperature of each components:

1

Qe Jaye,

1

= u(€)do. (3.48)
el Jae,

s1(¢) W€, sa(6)

Then we can write s(¢) = Lu(€) for an appropriate L € R™>" with [ = 2. Here we
have Z = R? and 7 is equipped with its canonical norm.

4.2 Comparison of the projection methods

Here the goal is to compare the projection methods proposed in section 2 for the
estimation of s(¢). Here the approximation spaces V., WkQ and the test space W, are
given. For the sake of simplicity, we assume now that V., W,? and W, are matrices
containing the basis vectors of the corresponding subspace.

4.2.1 Application 1

We first detail how we build V., W,? and W,. The matrix V, contains r = 20 snap-
shots of the solution: V, = (u(&1), - ,u(&0)). The test space is W, = V,., which
corresponds to the Galerkin projection. The matrix WkQ contains 2 snapshots of the
dual variable Q(&) = A(§)71LT € R™¥!. Then k = 2] = 88. Finally, according to
(3.36) the matrix W, = (Wr, WkQ ) is the concatenation of the matrices W, and W,? .

We consider a training set =, C = of cardinality t = 10*. For each ¢ € =,
we compute the exact quantity of interest s(£) and the approximation s(§) by the
following methods.

e Primal only: solve the linear system (V,'A(E)V,)U,(€) = (V,I'b) of size r and
compute $(¢) = (LV,)U,(§).

e Dual only: solve the linear system ((W.2)TAE)W2)Yi(€) = (W2)Tb) of size
k and compute 5(&) = (LW,?)Yk(é) (this method corresponds to the primal-

"meaning ||v|v, = [|[v"|| g1 () for all v € V, where v = Y"1 | v;4);
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dual method where we removed the primal approximation, ¢.e. V, = W, =

{0})

e Primal-dual: solve the linear system of the Primal only method, solve the
linear system ((W,2)"A(E)W2)Vi(&) = (WD)Tb) — (W2)TAV,) U (€) of
size k and compute $(¢) = (LV;)U,(§) + (LWk,Q)Yk(f)

e Saddle point: using remark 2.10, solve the linear system (W, A(§)W,)T,(§) =

p

(W[I'b) of size p = k +r, and compute 3(£) = (LW,)T,(£).

Thanks to relation (3.47), the matrix A(¢) admits an affine decomposition with
respect to the parameter £. This allows the classical offline/online decomposition

for a rapid assembling of the reduced systems for any parameter £.

Figure 3.2 gives the probability density function (PDF), the L* norm and L2
norm of the error |[s(§) — 5(€)||z estimated over the training set Z;. We see that
the primal-dual method provides errors for the quantity of interest that corresponds
to the product of the errors of the primal only and the dual only, which reflects
the “squared effect”. Moreover the saddle point method provides errors that are
almost 10 times lower than the primal-dual method. This impressive improvement
can be explained by the fact that the proposed problem is “almost compliant”, in
the sense that the primal and dual solutions are similar: the primal solution is
associated to a vertical force on the green square of Figure 3.1(a), and the dual
solution is associated to vertical loading on I'. To illustrate this, let us consider a
“less compliant” application where the variable of interest is defined as the horizontal
displacement (with respect to the direction es, see figure 3.1(a)) of the solution on the
blue line I', e.g. s2(§) = Lou(§) = wr(§)-e2. The same numerical analysis is applied,
and the results are given on Figure 3.3. We can draw similar conclusions compared
to the original application, but the saddle point method provides a solution that is
“only” 2 times better (instead of 10 times) than the primal-dual method.

We consider now the effectivity indices n(§) = A(E)/||s(€) — s(€)||z associated
to the primal-dual error estimate defined by (3.38), and to the saddle-point error
estimate defined by (3.39). For the considered application, the coercivity constant
a(€) is exactly given for free using the min-theta method, see Proposition 2.35
in [75]. Figure 3.4 presents statistics for 7(£): the PDF, the mean, the max-min
ratio and the normalized standard deviation. We first observe on figure 3.4(a) that
the effectivity index is always greater that 1: this illustrates the fact that the error
estimates are certified. Moreover, the error estimate of the saddle point method

is better than the one of the primal-dual method since the max-min ratio and the
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Figure 3.2: Application 1: Probability density function, L* norm and L? norm of

(a) PDF of the error.

(b) L* and L? norm of the error.

the error ||s(§) — 5(€)]|z estimated on a training set of cardinality 10*.

10° E
102 E El
10! E
100 £ E
—— Primal only L>-norm L?-norm
10-1 |~ Dual only 4 Primal only | 3.90 x 101 | 9.03 x 10~ 2
—— Primal-Dual £ Dual only 7.09 x 1071 | 2.87 x 107!
—9 Saddle point R R A AT R AN R Primal-dual 9.61 x 10~2 1.34 x 1072
10 104 10-3 10-2 10-1 100 Saddle point | 4.28 x 10~2 | 7.07 x 103

(a) PDF of the error.

(b) L* and L? norm of the error.

Figure 3.3: Application 1 with a different variable of interest (“less compliant
case”): Probability density function, L> norm and L? norm of the error ||s(€) —
52(€)||z estimated on a training set of cardinality 10

standard deviation of the corresponding effectivity index are smaller. Finally we

note that the mean value is closer to one for the saddle point method.

4.2.2 Application 2

For this application, V; = (u(&;),- - ,u(&50)) contains 50 snapshots of the primal
solution (then r = 50), and W2 = (Q(&1),--- , Q(&2)) contains 25 snapshots of the
dual solution so that its dimension is k = 25/ = 50. The test space W, is defined
according to (3.37), where P,,(£) is an interpolation of A(£)™! using m interpola-
tion points selected by a greedy procedure based on the residual || — P,,(§)A(§)]|r

(see Chapter 2). The interpolation is defined by a Frobenius semi-norm projection
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10° T —— - E
1071 L int |
102} ]
g | Primal-dual | Saddle point
107 E E(n(6)) 26.9 142
1074 | max () 366.7 51.8
B g min 7(§)
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0% \@g& 1.34 0.808
(a) PDF of n(¢) for the primal-dual method (b) Statistics of the effectivity index n(¢)
and the saddle point method. for the primal-dual method and saddle

point method.

Figure 3.4: Application 1: Probability density function, mean, min-max ratio and

normalized standard deviation of the effectivity index n(&) = A(€)/||s(€) — 5(§)||z

estimated on a training set of cardinality 10%. Here, A() is defined by (3.38) for
the primal-dual method and by (3.39) for the saddle point method.

(with positivity constraint) using a P-SRHT matrix with 400 columns. The matrix
associated to the test space is given by W,.(£) = PL(£) Ry V.

Once again, we consider a training set =, of cardinality ¢ = 10*. For any & € 5,
we compute the exact quantity of interest s(£) and the approximation s(§) by the
following methods:

e Primal only: solve the linear system (W (£)A(E)V,)U,(§) = (W,(€)b) of size

r and compute $(§) = (LV,)U,(§).

e Dual only: solve the linear system ((W,?)TA(@R‘_/IA(S)*W,?)Yk(ﬁ) = ((W,?)Tb)
of size k and compute 5(§) = (LR;lA(ﬁ)*W,?)HC(f).

e Primal-dual: solve the linear system of the Primal only method, solve the lin-
ear system (W2)TA(€) Ry A W2)Yi(€) = (W)Th)—((WTAE)V;)Un(6)
of size k and compute s(§) = (LV,)U,(§) + (LR;lA(f)*W,?)Yk(f).

e Saddle point: solve the linear system of size p 4 7:

(<WJ<£>A<5>R;1A<5>*WP<5>) (W5<5>A<§>v;>> (m(&)) _ ((wo%))
(WTOAOV) 0 Urp(€) 0

with W,(¢) = (W,(€), W,?), and compute
$(€) = (LV2) Urp(€) + (LR A(E) W3 (€)) @rp(€)-
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The numerical results are given in Figure 3.5. Once again, the saddle point
method leads to the lowest error on the variable of interest. Also, we see that a
good preconditioner (for example with m = 30) improves the accuracy for the sad-
dle point method, the primal only method and the primal-dual method. However,
this improvement is not really significant for the considered application: the errors
are barely divided by 2 compared to the Galerkin projection (m = 0). In fact, the
preconditioner improves the quality of the test space, and the choice W, = V. (that

yields the standard Galerkin projection) is sufficiently accurate for this example and

for the chosen norm on V.

Primal only | L°°-norm L?-norm
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m=>5 1.203 x 10° | 9.637 x 102
m =10 1.458 x 109 | 1.064 x 10~ 1
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m =30 1.066 x 109 | 7.955 x 10~ 1
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| —— Primal only Saddle point | L°°-norm L?-norm
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(a) PDF of the error. Three different pre-
conditioners P, (&) are used: m = 0 (dotted
lines), m = 10 (dashed lines) and m = 30
(continuous lines).

Figure 3.5: Application 2: Probability density function, L* norm and L? norm of

(b) L* and L? norm of the error.

the error ||s(¢) — 5(€)||z estimated over a training set of cardinality 10%.

We discuss now the quality of the error estimate A(§) for the variable of interest.

Since in this application the constant () can not be easily computed, we consider

surrogates for (3.38) and (3.40) using a preconditoner P,,(¢). We consider

A(€) = |1Pn€) (AE)T(E) — bE) I I L(€)* — A" QE) | 2—vy, (3.49)
for the primal-dual method and
*ZI _ A * ,
A(E) = | Pa(€)A©)tn(E) — By sup min 1A=~ AW g 5

0£2'€Z YEWD

12| z
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for the saddle point method. Figure 3.6 shows statistics of the effectivity index
(&) = A&)/|Is(§) — s(¢)||z for different numbers m of interpolation points for
the preconditioner. We see that the max-min ratio and the normalized standard
deviation are decreasing with m: this indicates an improvement of the error estimate.
Furthermore, the mean value of 7(£) seems to converge (with respect to m) around
19.5 for the primal-dual method, which is higher compared to the value 13.8 for
the saddle point method. In fact, with a good preconditioner, || P, (£)(A(§)u, (&) —
b(E)) vy (or || Pn(&) (A&t (&) — b(E))]lv,) is expected to be a good approximation
of the primal error ||u(§) — w,.(§)||v, (or [|u(€) —t,,(€)]lv,), but this does not ensure
that the effectivity index n(£) will converge to 1.

T ™ By | Pn@ [ Varm@)'”?
1071 min n(¢) E(n(¢))
F T [m=0 5.545 | 3.52 x 10° 2.246
1072 E T | m=5 16.03 | 8.68 x 10° 1.920
B < | m=10 18.69 1.01 x 102 1.925
1073 E § m=20 | 19.20 | 5.77 x 102 1.504
E A | m=30| 19.59 | 3.95 x 102 1.615
1074 E
F . E E[m=0 4726 | 6.93 x 10° 3.597
10-5 |-| — Primal-dual O\ g8 | m=5 12.61 1.80 x 102 1.429
E Saddle point N o | m=10 | 1327 | 1.72x 10 1.160
767 LT Ll Lol T TjT % m:20 1397 189X102 1090
10707 100 101 102 100 & | m=30]| 1384 | 2.17x 102 1.113

(a) PDF of n(¢) for the primal-dual meth- (b) Statistics of the effectivity index n(&) for the
ods and the saddle point methods. Three dif- primal-dual method and the saddle point method.
ferent preconditioners P,,(§) are presented:
m = 0 (dotted lines), m = 10 (dashed lines)

and m = 30 (continuous lines)

Figure 3.6: Application 2: PDF, mean, max-min ratio and normalized standard
deviation of the effectivity index n(&) = A(§)/||s(§) — $(€)||z. Here, A(€) is defined
by (3.49) for the primal-dual method and by (3.50) for the saddle point method.

4.2.3 Partial conclusions and remarks

In both numerical examples, the saddle point method provides the most accurate
estimation for the variable of interest. Let us note that the saddle point problem
requires the solution of a dense linear system of size (r + k) for the SPD case, and of
size (2r + k) for the general case. When using Gaussian elimination for the solution
of those systems, the complexity is either in C'(r+ k)3 or C(2r + k)3 (with C' = 2/3),
which is larger than the complexity of the primal-dual method C(r3 + k3). How-

ever, in the case where the primal and dual approximation spaces have the same
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dimension r = k, the saddle point method is only 4 times (SPD case) or 13.5 times
(general case) more expensive.

Furthermore, we showed that the preconditioner slightly improves the quality
of the estimation 5(¢£), and of the error estimate A({). Since the construction of
the preconditioner yield a significant increase in computational and memory costs

(see [127]), preconditioning is clearly not needed for these applications.

4.3 Greedy construction of the reduced spaces

We now consider the greedy construction of the reduced spaces, see Algorithms 5
and 6. For the two considered applications, we show the convergence of the error
estimate with respect to the complexity of the offline and of the online phase. For the
sake of simplicity, we measure the complexity of the offline phase with the number of
operator factorizations (this corresponds to the number of iteration I of Algorithms 5
and 6). Of course exact estimation of the offline complexity should take into account
many other steps (for example, the computation of A(§), of the preconditioner etc),
but the operator factorization is, for large scale applications, the main source of
computation cost. For the online complexity, we only consider the computational
cost for the solution of one reduced system, see Section 4.2.3. Here we do not take
into account the complexity for assembling the reduced systems although it may be

a significant part of the complexity for “not so reduced” systems of equations.

4.3.1 Application 1

Figure 3.7 shows the convergence of max, A(§) with respect to the offline and on-
line complexities. On Figure 3.7(a), we see that the saddle point method (dashed
lines) always provides lower values for the error estimate compared to the primal-
dual method (continuous lines). But as already mentioned, the saddle point method
requires the solution of larger reduced systems during the online phase. With this
amount of computational cost, the primal-dual method can sometimes provide lower
error estimate (see the blue and red curves of Figure 3.7(b)) for the same online com-
plexity.

The simultaneous construction of V,. and W,? with full dual enrichment (3.43)
(green curves) yields a very fast convergence of the error estimate during the offline
phase, see Figure 3.7(a)). But the rapid increase of dim(W?) leads to high online

complexity, so that this strategy becomes non competitive during the online phase,
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see Figure 3.7(b).

We compare now the alternate and the simultaneous construction of V,. and Wl?
with partial dual enrichment (3.44) (red and blue curves on Figure 3.7). The initial
idea of the alternate construction is to build reduced spaces of better quality. In-
deed, since the evaluation points of the primal solution are different from the one of
the dual solution, the reduced spaces are expected to contain more relevant infor-
mation for the approximation of the variable of interest. In practice, we observe on
Figure 3.7(a) that the alternate construction is (two times) more expensive during
the offline phase, but the resulting error estimate behaves very similarly to the si-
multaneous strategy, see Figure 3.7(b). We conclude that the alternate strategy is
not relevant for this application.

Furthermore, let us note that after the 50-th iteration of the greedy algorithm,
the rate of convergence of the dashed red curve of Figure 3.7(a) (i.e. the simul-
taneous construction with partial dual enrichment using the saddle point method)
rapidly increase. A possible explanation for that is that the dimension of the dual
approximation space is large enough to reproduce correctly the dual variable, that
requires a dimension higher than [ = 44. The same observation can be done for
the alternate strategy, i.e. the dashed blue curve, but after the iteration 100 (that
corresponds to dim(W) > 50). Also, we note that the primal-dual method does
not present this behavior.

4.3.2 Application 2

For the application 2, we first test Algorithms 5 and 6 with the use of preconditioner.
We recall that the preconditioner P, (§) is defined by the Frobenius semi-norm
projection (with positivity constraint) using a P-SRHT matrix with 400 columns
(see [127] and Chapter 2), and that the interpolation points for the preconditioner
are the ones where solutions (primal and dual) have been computed, see Algorithms
5 and 6. The preconditioner is used for the definition of the test space W, (), see
equation (3.37), and for the error estimate A(), see equation (3.49) for the primal-
dual method and (3.50) for the saddle point method. The numerical results are
given on Figure 3.8. We can draw the same conclusions as for application 1.

e During the offline phase, the saddle point method provides lower errors (Figure
3.8(a)). But the corresponding reduced systems are larger, and we see that
the primal-dual method provides lower errors for the same online complexity,
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Figure 3.7: Application 1: error estimate maxe A(§) with respect to the offline

complexity (Figure 3.7(a)) and the online complexity (Figure 3.7(b)). The contin-

uous lines correspond to the primal-dual method, and the dashed lines correspond
to the saddle point method. The primal only curves serve as reference.

see Figure 3.8(b). For this test case, the benefits (in term of accuracy) of
the saddle point method does not compensate the amount of additional online

computational costs.

e The full dual enrichment yields a fast convergence during the offline phase, but
the rapid increase of WkQ is disadvantageous regarding the online complexity.
However, since the dimension of the variable of interest is “only” | = 2, the full
dual enrichment is still an acceptable strategy (compared to the previous test
case).

e Here, the alternate strategy (blue curves) seems to yield slightly better reduced
spaces compared to the simultaneous strategy, see Figure 3.8(b). But this leads
to higher offline costs, see Figure 3.8(a).

We also run numerical tests without using the preconditioner. In that case, we
replace P, (§) by R‘_/l. Figure 3.9 shows that the numerical results are very similar
to those of Figure 3.8. To illustrate the benefits of using the preconditioner, let us
consider the effectivity index n(§) = A(£)/||s(€) — 5(€)||z associated to the error
estimate for the variable of interest. Figure 3.10 shows the confidence interval I(p)
of probability p for n(§) defined as the smallest interval which satisfies

P(€ € 2 (&) € 1(p) = p,
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where P(A) = #A/#Z, for A C Z, (Z; being the training set). When using the
preconditioner, we see on Figure 3.10 that the effectivity index is improved during
the greedy iteration process in the sense that the confidence intervals are getting
smaller and smaller. Also, we note that after the iteration 15, the effectivity index
is always above 1: this indicates that the error estimate tends to be certified. Fur-
thermore, after iteration 20 we do not observe any further improvement, so that is

seems not useful to continue enriching the preconditioner.

Let us finally note that the use of the preconditioner yields significant computa-
tional cost. Indeed, we have to store operator factorizations, and the computation of
the Frobenius semi-norm projections requires additional problems to solve. For the
present application, even if the effectivity index of the error estimate is improved,
the benefits of using the preconditioner remains questionable.
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(a) Maximum value of the error estimate A() (b) Maximum value of the error estimate A(€)
with respect to the number of operator factor- with respect to the complexity for solving one
ization. reduced system.

Figure 3.8: Application 2 when using the preconditioner: error estimate maxg A(§)
with respect to the offline complexity (Figure 3.8(a)) and the online complexity
(Figure 3.8(b)). The continuous line corresponds to the primal-dual method, and
the dashed line corresponds to the saddle point method. The primal only curve

serves as reference.
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Figure 3.9: Application 2 when not using the preconditioner: error estimate
maxe A(§) with respect to the offline complexity (Figure 3.9(a)) and the online
complexity (Figure 3.9(b)). The continuous line corresponds to the primal-dual
method, and the dashed line corresponds to the saddle point method. The primal

only curve serves as reference.
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Figure 3.10: Application 2: evolution with respect to the greedy iteration process
of the confidence interval I(p) for the effectivity index n(&) = A(E)/[|s(&) —5(§)]z
for saddle point method.

5 Conclusion

We have proposed and analyzed projection-based methods for the estimation of

vector-valued variables of interest in the context of parameter-dependent equations.
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This includes a generalization of the classical primal-dual method to vector-valued
variables of interest, and also a new method based on a saddle point problem. Nu-
merical results showed that the saddle point method always improves the quality
of the approximation compared to the primal-dual method. In the spirit of the
Reduced Basis method, we have proposed greedy algorithms for the goal-oriented
construction of the reduced spaces. Finally, the use of preconditioners defined by in-
terpolation of the operator inverse yields better reduced test spaces, and better error
estimates. However, and for the considered applications, we do not observe sufficient

improvement regarding the additional costs for constructing such preconditioners.






Chapter 4

Ideal minimal residual formulation

for tensor approximation

This Chapter is based on the article [17].

We propose a method for the approximation of the solution of high-
dimensional weakly coercive problems formulated in tensor spaces
using low-rank approximation formats. The method can be seen
as a perturbation of a minimal residual method with a measure of
the residual corresponding to the error in a specified solution norm.
The residual norm can be designed such that the resulting low-rank
approzrimations are optimal with respect to particular norms of in-
terest, thus allowing to take into account a particular objective in
the definition of reduced order approzimations of high-dimensional
problems. We introduce and analyze an iterative algorithm that is
able to provide an approzimation of the optimal approzimation of
the solution in a given low-rank subset, without any a priori infor-
mation on this solution. We also introduce a weak greedy algorithm
which uses this perturbed minimal residual method for the compu-
tation of successive greedy corrections in small tensor subsets. We
prove its convergence under some conditions on the parameters of
the algorithm. The proposed numerical method s applied to the
solution of a stochastic partial differential equation which is dis-

cretized using standard Galerkin methods in tensor product spaces.
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1 Introduction

Low-rank tensor approximation methods are receiving growing attention in compu-
tational science for the numerical solution of high-dimensional problems formulated
in tensor spaces (see the recent surveys [35,72,85,87] and monograph [76]). Typical
problems include the solution of high-dimensional partial differential equations aris-
ing in stochastic calculus, or the solution of stochastic or parametric partial differ-
ential equations using functional approaches, where functions of multiple (random)
parameters have to be approximated. These problems take the general form

Alu)=b, veX=X;® - ®Xgy, (4.1)

where A is an operator defined on the tensor space X. Low-rank tensor methods
then consist in searching an approximation of the solution « in a subset M.,.(X) of
tensors with bounded ranks. The elements of M, (X) can take the form

Z [ Z ail"'idwi11 ® e ® w?d’ w":it & le“ (42)
iq

1

where the set of coefficients (oy,..;,) possesses some specific structure. Classical
low-rank tensor subsets include canonical tensors, Tucker tensors, Tensor Train ten-
sors [80,106], Hierarchical Tucker tensors [78] or more general tree-based Hierarchical
Tucker tensors [57]. In practice, many tensors arising in applications are observed
to be efficiently approximable by elements of the mentioned subsets. Low-rank ap-
proximation methods are closely related to a prior: model reduction methods in
that they provide approximate representations of the solution on low-dimensional
reduced bases {w; ® --- @ w{ } that are not selected a priori.

The best approximation of u € X in a given low-rank tensor subset M,.(X) with

respect to a particular norm || - ||x in X is the solution of
i — . 4.3
jonin e =vllx (4.3)

Low-rank tensor subsets are neither linear subspaces nor convex sets. However,
they usually satisfy topological properties that make the above best approxima-
tion problem meaningful and allows the application of standard optimization algo-
rithms [54,113,122|. Of course, in the context of the solution of high-dimensional
problems, the solution u of problem (4.1) is not available, and the best approxima-
tion problem (4.3) cannot be solved directly. Tensor approximation methods then

typically rely on the definition of approximations based on the residual of equation
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(4.1), which is a computable quantity. Different strategies have been proposed for
the construction of low-rank approximations of the solution of equations in tensor
format. The first family of methods consists in using classical iterative algorithms
for linear or nonlinear systems of equations with low-rank tensor algebra (using low-
rank tensor compression) for standard algebraic operations [8,86,89,98|. The second
family of methods consists in directly computing an approximation of w in M,.(X)
by minimizing some residual norm [16,51,100]:

min || Av — b||«. (4.4)

vEM(X)

In the context of approximation, where one is interested in obtaining an approxima-
tion with a given precision rather than obtaining the best low-rank approximation,
constructive greedy algorithms have been proposed that consist in computing suc-
cessive corrections in a small low-rank tensor subset, typically the set of rank-one
tensors [3,90, 100]. These greedy algorithms have been analyzed in several pa-
pers [2,26,27,58-60] and a series of improved algorithms have been introduced in
order to increase the quality of suboptimal greedy constructions [59,67,91,102,103|.

Although minimal residual based approaches are well founded, they generally
provide low-rank approximations that can be very far from optimal approximations
with respect to the natural norm || - ||x, at least when using usual measures of the
residual. If we are interested in obtaining an optimal approximation with respect
to the norm || - || x, e.g. taking into account some particular quantity of interest, an
ideal approach would be to define the residual norm such that

[Av = bl = [Ju = vllx,

where || - ||x is the desired solution norm, that corresponds to solve an ideally con-
ditioned problem. Minimizing the residual norm would therefore be equivalent to
solving the best approximation problem (4.3). However, the computation of such a

residual norm is in general equivalent to the solution of the initial problem (4.1).

In this chapter, we propose a method for the approximation of the ideal ap-
proach. This method applies to a general class of weakly coercive problems. It
relies on the use of approximations r5(v) of the residual r(v) = Av — b such that
||rs(v)||« approximates the ideal residual norm ||7(v)||« = ||u — v||x. The resulting
method allows for the construction of low-rank tensor approximations which are
quasi-optimal with respect to a norm || - ||x that can be designed according to some

quantity of interest. We first introduce and analyze an algorithm for minimizing
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the approximate residual norm ||rs(v)||« in a given subset M, (X). This algorithm
can be seen as an extension of the algorithms introduced in [39,41] to the context
of nonlinear approximation in subsets M, (X). It consists in a perturbation of a
gradient algorithm for minimizing in M, (X) the ideal residual norm ||7(v)||,, us-
ing approximations r5(v) of the residual r(v). An ideal algorithm would consist in
computing an approximation r5(v) such that

(1 =0)[lu—vlx < [lrs(v)lls < (1 +0)[u—vlx, (4.5)
for some precision ¢, that requires the use of guaranteed error estimators. In the
present chapter, (4.5) is not exactly satisfied since we only use heuristic error es-
timates. However, these estimates seem to provide an acceptable measure of the
error for the considered applications. The resulting algorithm can be interpreted as
a preconditioned gradient algorithm with an implicit preconditioner that approxi-
mates the ideal preconditioner. Also, we propose a weak greedy algorithm for the
adaptive construction of an approximation of the solution of problem (4.1), using
the perturbed ideal minimal residual approach for the computation of greedy cor-
rections. A convergence proof is provided under some conditions on the parameters
of the algorithm.

The outline of the chapter is as follows. In section 2, we introduce a functional
framework for weakly coercive problems. In section 3, we briefly recall some defini-
tions and basic properties of tensor spaces and low-rank tensor subsets. In section
4, we present a natural minimal residual based method for the approximation in a
nonlinear subset M,.(X), and we analyze a simple gradient algorithm in M, (X).
We discuss the conditioning issues that restrict the applicability of such algorithms
when usual residual norms are used, and the interest of using an ideal measure of
the residual. In section 5, we introduce the perturbed ideal minimal residual ap-
proach. A gradient-type algorithm is introduced and analyzed and we prove the
convergence of this algorithm towards a neighborhood of the best approximation
in M, (X). Practical computational aspects are detailed in section 6. In section
7, we analyze a weak greedy algorithm using the perturbed ideal minimal residual
method for the computation of greedy corrections. In section 8, a detailed numerical
example will illustrate the proposed method. The example is a stochastic reaction-
advection-diffusion problem which is discretized using Galerkin stochastic methods.
In particular, this example will illustrate the possibility to introduce norms that
are adapted to some quantities of interest and the ability of the method to provide

(quasi-)best low-rank approximations in that context.
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2 Functional framework for weakly coercive prob-

lems

2.1 Notations

For a given Hilbert space H, we denote by (-, )y the inner product in H and by
| - ||z the associated norm. We denote by H’ the topological dual of H and by
(-,-)rr.g the duality pairing between H and H’'. For v € H and ¢ € H', we denote
©(v) = (p,v)p y. We denote by Ry : H — H' the Riesz isomorphism defined by

<’U,U)>H = <U,RHU)>H’H/ = <RHU,UJ>H/,H = <RHU,RHU)>H/ VU,U) € H.

2.2 Weakly coercive problems

We denote by X (resp. Y) a Hilbert space equipped with inner product (-, -) y (resp.
(-,-)y) and associated norm || - ||x (resp. || - ||y). Let a : X X Y — R be a bilinear
form and let b € Y/ be a continuous linear form on Y. We consider the variational
problem: find v € X such that

a(u,v) =b(v) YveY. (4.6)

We assume that a is continuous and weakly coercive, that means that there exist
constants « and [ such that

sup sup _afw) B < o0, (4.7)
vex wey |0l x[lwlly
inf sup CL('U, w) = > O, (48)

vEX ey ||'U||X||UJ”Y

and

sup a(v,w)

vex |lvllx

>0 Vw#0inY. (4.9)

We introduce the linear continuous operator A : X — Y’ such that for all (v,w) €
X xY,

CL(U, U)) = <AU7 w>Y’,Y-

We denote by A* : Y — X’ the adjoint of A, defined by

(Av,w)y y = (v, A"w)x x» V(v,w) € X X Y.
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Problem (4.6) is therefore equivalent to find v € X such that
Au = b, (4.10)

Properties (4.7),(4.8) and (4.9) imply that A is a norm-isomorphism from X to Y’
such that for all v € X,

allllx < [lAvfly < Bllv]lx (4.11)

ensuring the well-posedness of problem (4.10) [52]. The norms of A and its inverse
A~ are such that ||A]|x.yr = B and ||[A7!|y»x = a~'. Then, the condition

number of the operator A is

el

K(A) = [ Al x-y 1A lyox = = > 1.

3 Approximation in low-rank tensor subsets

3.1 Hilbert tensor spaces

We here briefly recall basic definitions on Hilbert tensor spaces (see [76]). We con-
sider Hilbert spaces X, 1 < u < d, equipped with norms || - ||x, and associated
inner products (-,-),'. We denote by ®%_jv* = v' @ --- @ v?, v* € X, an elemen-
tary tensor. We then define the algebraic tensor product space as the linear span of

elementary tensors:

d
a®XM = span{@izlv“ ot e X, 1 <p<d}

pu=1

A Hilbert tensor space X equipped with the norm || - ||x is then obtained by the

completion with respect to || - || x of the algebraic tensor space, i.e.
—— ]
X=.QX, = QX
p=1 pn=1

Note that for finite dimensional tensor spaces, the resulting space X is independent
of the choice of norm and coincides with the normed algebraic tensor space.

le.g. X, = R™ equipped with the Euclidian norm, or X, = H(’)C(QH), k > 0, a Sobolev space
of functions defined on a domain €,,.
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A natural inner product on X is induced by inner products (:,-), in X,, 1 <
< d. It is defined for v = ®z:1U“ and w = ®Z:1w“ by

d

(v,w)x = H(v“,w“)u

p=1
and extended by linearity on the whole algebraic tensor space. This inner product is
called the induced (or canonical) inner product and the associated norm the induced
(or canonical) norm.

3.2 Classical low-rank tensor subsets

Low-rank tensor subsets M, (X) of a tensor space X = | ®Z:1 X,, are subsets of
the algebraic tensor space ®Z:1 X,,, which means that elements v € M, (X) can
be written under the form

v = Z Z Qi e 2d®vw (4.12)

i1€lr 14€14

where o = ()i € RY, with I := I} x - x I, is a set of real coefficients that
possibly satisfy some constramts and (v} )Zueju € (X)), for 1 < pu <d,is a set of
vectors that also possibly satisfy some constraints (e.g. orthogonality).

Basic low-rank tensor subsets are the set of tensors with canonical rank bounded

C.(X) = {v:ZQ@Zlvf : UZ“GXM},
i=1

and the set of Tucker tensors with multilinear rank bounded by r = (ry, -+ ,74):

r1 rq
d
7:,(X) = {?} = Z “ae Z Qe ig ®#:1 'Uéi : UZL € XM’ Ay iy € R}

i1=1  ig=1

by 7r:

Other low-rank tensor subsets have been recently introduced, such as Tensor Train
tensors [80,106] or more general tree-based Hierarchical Tucker tensors [57,78], these
tensor subsets corresponding to a form (4.12) with a particular structure of tensor

«. Note that for the case d = 2, all the above tensor subsets coincide.

Remark 3.1. From a numerical point of view, the approximate solution of the
variational problem (4.6) requires an additional discretization which consists in
introducing an approximation space X = ® X ., Where the X C X, are finite

dimensional approximation spaces (e.g. ﬁmte element spaces). Then, approxima-
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tions are searched in low-rank tensor subsets M, (X) of X (e.g. Co(X) or T,(X)),
thus introducing two levels of discretizations. In the following, we adopt a general
point of view where X can either denote an infinite dimensional space, an approx-
imation space obtained after the discretization of the variational problem, or even

finite dimensional Euclidian spaces for problems written in an algebraic form.

3.3 Best approximation in tensor subsets

Low-rank tensor approximation methods consist in computing an approximation of
a tensor v € X in a suitable low-rank subset M,.(X) of X. The best approximation
of u in M,.(X) is defined by

min__||lu — vl x. (4.13)
vEM(X)

The previously mentioned classical tensor subsets are neither linear subspaces nor

convex sets. However, they usually satisfy properties that give sense to the above

best approximation problem. We consider the case that M,.(X) satisfies the follow-

ing properties:

M, (X) is weakly closed (or simply closed in finite dimension), (4.14)
M, (X) CyM,(X) for all v € R. (4.15)

Property (4.15) is satisfied by all the classical tensor subsets mentioned above
(canonical tensors, Tucker and tree-based Hierarchical Tucker tensors). Property
(4.14) ensures the existence of solutions to the best approximation problem (4.13).
This property, under some suitable conditions on the norm || -||x (which is naturally
satisfied in finite dimension), is verified by most tensor subsets used for approxi-
mation (e.g. the set of tensors with bounded canonical rank for d = 2, the set of
elementary tensors Cy for d > 2 [58], the sets of Tucker or tree-based Hierarchical
Tucker tensors [56]).

We then introduce the set-valued map Iy, (x) : X — 2Mr(X) that associates to
an element u € X the set of best approximations of u in M,.(X):
IT u) =arg min |ju—v| x. 4.16
mco() = arg_min[lu—vlx (4.16)
Note that if M,.(X) were a closed linear subspace or a closed convex set of X,

then Iy, (x)(u) would be a singleton and Il (x) would coincide with the classical
definition of the metric projection on M,(X). Property (4.15) still implies the



116 Ideal minimal residual formulation for tensor approximation

following property of projections: for all v € X and for all w € I, (x)(v),

2 2 2 . (v, 2)x

v—wl|% = ||[v||5% — [|w with ||w||x =c(v; M,.(X)) = max .

| 1% = llvllx = llwllx [wlx = of (X)) X Tl
(4.17)

I, (x)(v) is therefore a subset of the sphere of radius o(v; M, (X)) in X. In the
following, we will use the following abuse of notation: for a subset S C X and for
w € X, we define

1S — wl|x :=sup|jv —w|x
vES

With this convention, we have |[IIr, (x)(v)||x = o(v; M, (X)) and

Mp, 00 (v) = % = [[0l1% = [T, o0 (0)[x- (4.18)

4 Minimal residual based approximation

We now consider that problem (4.10) is formulated in tensor Hilbert spaces X =
Il x ®ﬁ:1 X,and Y =, ®Z:1 Y,. The aim is here to find an approximation of
the solution u of problem (4.10) in a given tensor subset M, (X) C X.

4.1 Best approximation with respect to residual norms

Since the solution u of problem (4.10) is not available, the best approximation
problem (4.13) cannot be solved directly. However, tensor approximations can be
defined using the residual of equation (4.10), which is a computable information.
An approximation of u in M, (X) is then defined by the minimization of a residual

norm:

min_||Av —bllyy = min_ [|A(v —u)]|y. (4.19)
vEM(X) vEM(X)

Assuming that we can define a tangent space T,(M.,.(X)) to M,.(X) at v € M,.(X),
the stationarity condition of functional J : v +— ||A(v — u)||3/ at v € M,.(X) is

(J'(v),00)x x =0 Vov e T,(M,(X)),
or equivalently, noting that the gradient of J at v is J'(v) = A*Ry'(Av —b) € X,

(Av — b, Adv)yy: =0 Yov € T,(M,(X)).
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4.2 1Ideal choice of the residual norm

When approximating v in M,.(X) using (4.19), the obtained approximation depends
on the choice of the residual norm. If we want to find a best approximation of u
with respect to the norm || - ||x, then the residual norm should be chosen |39, 41]
such that

JA@w = W)l = o —ullx Vo€ X,

or equivalently such that the following relation between inner products holds:
(v,w)x = (Av, Aw)y: Yov,w € X. (4.20)
This implies
(v,w)x = (Av, Ry* Aw)yry = (v, Ry A* Ry Aw) x,
for all v,w € X, and therefore, by identification,
Ix = RYy'A*Ry'A & Ry = ARY'A* & Rx = A*Ry'A. (4.21)
Also, since

<U, U}>y = <Ry’0,w>y/7y = <AR)_(1A*U,U)>y/7y

= (R A*v, A*w) x x = (A%v, A*w) s
for all v,w € Y, we also have that (4.20) is equivalent to the following relation:
(v,w)y = (A%, A'w)x: Yo,w €Y. (4.22)
Note that (4.20) and (4.22) respectively impose
[v]x = [|Av[lys and [Jw|}y = [[A"w] x. (4.23)

This choice implies that the weak coercivity and continuity constants are such that
a = [ =1, and therefore
k(A) =1,

meaning that problem (4.10) is ideally conditioned.

In practice, we will first define the inner product (-,-)x and the other inner
product (-, )y will be deduced from (4.22).
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Example 4.1. Consider that X =Y and let A = B 4+ C with B a symmetric
coercive and continuous operator and C' a skew-symmetric operator. We equip
X with inner product (v,w)x = (Bv,w)xs x, which corresponds to Rx = B.
Therefore,

llly = 14" )% = 1Bl + ICv[% = llvlix + ICv]%-

||v|ly corresponds to the graph norm of the skew-symmetric part C' of the operator
A. When C = 0, we simply have ||v||} = ||v|%.

Example 4.2 (Finite dimensional problem). Consider the case of finite di-
mensional tensor spaces X =Y = R™*"*" e g after a discretization step for
the solution of a high-dimensional partial differential equation. The duality pair-
ings are induced by the standard canonical inner product. We can choose for
(-,-)x the canonical inner product on R™* " *" which corresponds to Rx = Iy,
the identity on X. Then, inner product on Y is defined by relation (4.22), which
implies

(v,wyy = (A*v, A*w)x and Ry = AA™.

4.3 Gradient-type algorithm

For solving (4.19), we consider the following basic gradient-type algorithm: letting

u’ = 0, we construct a sequence {u*};>o in M,.(X) and a sequence {y*}r>o in Y

defined for k£ > 0 by

{ v = Byl (Aut - ) (4.24)

ukJrl c HMT(X)(uk o pR;(lA*yk)
with p > 0. Equations (4.24) yield
uMh e T, x) (u+ B, (u* —u)),

with B, = Ix — pRy' A*Ry' A a symmetric operator from X to X. For all v € X,

Boox A,
lvlI% lvlI%
Here, we assume that || - || x and || - ||y do not necessarily satisfy the relation (4.23)

(ie. §#1). From (4.11), we deduce that the eigenvalues of B, are in the interval
[1— pB? 1 — pa?]. The spectral radius of B, is therefore bounded by

¥(p) = max{|1 — pB?|, |1 — pa®|}.
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Proposition 4.3. Assuming v(p) < 1/2, the sequence {u*},>1 defined by (4.24)
is such that

1
o — ullx < (27)*)|u’ — ullx + — 2,y|!u — g, ) (W) x (4.25)
and
lim sup b — ullx < ——Ilu — ag, 0 ()x (4.26)

k

Proof: Denoting v* = u* — u, we have

[ — ullx < ([, 0 (u + Bo®) —ul|x
< M, ) (u + B®) = (uw+ Booh)||x + | Bo* | x
< JJw — (u+ Bpo®)|[x + | B[l x

for all w € M, (X). In particular, this inequality is true for all w € I, (x)(u),
and therefore, taking the supremum over all w € I, (x)(u), we obtain

lu* = ullx < [T, 00 (w) = (w+ B®)lx + [ Bo®llx
< M, 0 () = ullx + 2] Bpo*llx

Since ||B,v||x < v||v||x for all v € X and since 2y < 1, we have

" — ullx < a0 (u) — ullx + 279]Ju — u®||x
1— 27 k+1
< @29 — ullx + 2 E0 T~ Ty ()
1—2v
from which we deduce (4.25) and (4.26). .

The condition v(p) < 1/2 imposes g < V3 and p € (5, %) The condition
g < /3 is a very restrictive condition which is in general not satisfied without an

excellent preconditioning of the operator A.

However, with the ideal choice of norms introduced in the previous section (equa-
tion (4.23)), we have a = f = 1 and B, = (1 — p)Ix. That means that the problem
is ideally conditioned and we have convergence for all p € [%, %] towards a neighbor-
hood of Iz, (x)(u) of size 13—%]@— I, ) ()| x with v = [1—p|.
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Corollary 4.4. Assume that (4.23) is satisfied. Then, if p € [3,3], the sequence

{u*}1>1 defined by (4.24) verifies (4.25) and (4.26) with v(p) = |1 — p|. Moreover,

if p=1, then u' € I, (x)(u), which means that the algorithm converges in one

iteration for any initialization u°.

5 Perturbation of the ideal approximation

We now consider that function spaces X and Y are equipped with norms satisfying
the ideal condition

|Av]ly = |[ollx Vo€ X. (4.27)

The solution of problem (4.19) using this ideal choice of norms is therefore equivalent
to the best approximation problem (4.13), i.e.

min_ ||Av —blly» = min_ ||v — ul|x. (4.28)
vEM;(X) veEM;(X)

Unfortunately, the computation of the solution of (4.28) would require the solution
of the initial problem. We here propose to introduce a computable perturbation of
this ideal approach.

5.1 Approximation of the ideal approach

Following the idea of [39], the problem (4.28) is replaced by the following problem:

: 5/ p—1 _
min (R (A= b))y, (4.29)

where A° : Y — Y is a mapping that provides an approximation A°(r) of the
residual r = Ry'(Av —b) € Y with a controlled relative precision § > 0, i.e.
|A°(r) — r|ly < 6||r|ly. We will then assume that the mapping A° is such that:

IA°(y) = ylly < llylly. Yy € Dy = {Ry'(Av —b);v € M, (X)}. (4.30)

As we will see in the following algorithm, it is sufficient for A’ to well approximate
residuals that are in the subset Dy whose content depends on the chosen subset
M.,.(X) and on the operator and right-hand side of the problem.
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5.2 Quasi-optimal approximations in M, (X)

Here we consider the case where we are not able to solve the best approximation
problem in M,.(X) exactly, because there is no available algorithm for computing
a global optimum, or because the algorithm has been stopped at a finite preci-
sion (see section 6.1 for practical comments). We introduce a set of quasi-optimal
approximations II% ) (u) C M,(X) such that

lu =T o (@llx < nllu =T, oo (@llx (0> 1). (4.31)

Remark 5.1. Note that by introducing this new perturbation, we are able to
remove the assumption that M, (X) is closed and to handle the case where the
problem (4.28) does not have a solution, i.e. Iy, (x)(u) = (. In this case, we have

to replace ||u — I, x)(u)||x by infyuem, (x) [Ju — w||x in equation (4.31).

Remark 5.2. Note that if M,.(X) denotes a low-rank subset of an infinite dimen-
sional space X, additional approximations have to be introduced from a numerical
point of view (see remark 3.1). These additional approximations could be also con-
sidered as a perturbation leading to quasi-optimal approximations, where 1 takes
into account the approximation errors. In numerical examples, we will not adopt
this point of view and we will consider X as the approximation space and the
approximate solution in X of the variational problem will serve as a reference
solution.

5.3 Perturbed gradient-type algorithm

For solving (4.29), we now introduce an algorithm which can be seen as a pertur-
bation of the ideal gradient-type algorithm (4.24) introduced in section 4.3. Letting
u’ = 0, we construct a sequence {u*}r>9 C M,(X) and a sequence {y*}1>0 C YV
defined for k£ > 0 by
k S(p=1( g,k
= A (R, (Au” —b
{y (A3 (A = 1) )

uk‘-‘rl c HHMT(X) (uk - R;(lA*yk)
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Proposition 5.3. Assume (4.27), (4.30), and (4.31), with 6(1 + n) < 1. Then,
the sequence {u*};>, defined by (4.32) is such that

lu® = wllx < (1 +n)0)*[|u’ — ullx + o [ = T, ) (W) |x - (4:33)

_n
1—o(1+

Proof: Equation (4.32) can also be written
utt e I x)(u+ B (u® — u))

with B(v) = v — Ry A*A%(Ry'A(v)). Denoting v* = u* — u, and following the
proof of Proposition 4.3, we obtain

[uf =l x < Ty ) (w4 BO0F) = (u+ B¥)||x + | B%0*| x
< T, (x) (1) — (u + B%F)||x + || B2 x
< v, x) () — ullx + (L+n) || B0 || x

Moreover, using (4.27) and (4.21), we have

| B0¥||x = [|v* — Ry' A A°(Ry AvM)||x
= ||Av® — AR A*A°(Ry' Av®)| |y
= || Ry Av® — A (Ry Av") |y

Noting that Ry'Av* = Ry'(Au* — b) belongs to the subset Dy, we deduce from
assumption (4.30) and equation (4.27) that

1B°0"[|x < 6]l Ry Avt|ly = ol|v*|x.

Denoting 0, = §(1 +n) < 1, we finally have

[l — ullx < T, ) () — ullx + 6y llu” — ullx
_ sk+l
< by = ullx + n———llu — Ty, x) (u) | x,
1—9,
from which we deduce (4.33). .

Comments We note the sequence converges towards a neighborhood of Ty, (x)(u)

whose size is %Hu — ITa, (x)(w) || x. Indeed, (4.33) implies that

lu = T, oy ()lx < Jlu = a®llx < (1 + 3 lu = T, oo () x (4.34)
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%. Therefore, the sequence tends to provide a good

approximation of the best approximation of u in M,.(X), and the parameters ¢ and

with limsup,_, . 7 <

n control the quality of this approximation. Moreover, equation (4.33) indicates
that the sequence converges quite rapidly to this neighborhood. Indeed, in the first
iterations, when the error |[u — u*||x is dominated by the first term ((1 +7)d)*|lu —
u®||x, the algorithm has at least a linear convergence with convergence rate (1+7)d
(note that for n ~ 1, the convergence rate is very high for small §). Once both error
terms are balanced, the error stagnates at the value ﬁ”u — g, x) (w) || x-
Note that when 6 — 0, we recover an ideal algorithm with a convergence in only

one iteration to an element of the set H"MT( x) (u) of quasi-best approximations of u

in M, (X).

Remark 5.4. Even if M,(X) is chosen as a subset of low-rank tensors, the subset
Dy defined in (4.30) possibly contains tensors with high ranks (or even tensors
with full rank) that are not easy to approximate with a small precision § using
low-rank tensor representations. However, the algorithm only requires to well
approximate the sequence of residuals {Ry'(Auf — b)}1>0 C Dy, which may be
achievable in practical applications.

5.4 FError indicator

Along the iterations of algorithm (4.32), an estimation of the true error ||u — u*||x
can be simply obtained by evaluating the norm ||y*||y of the iterate y* = A(r¥)
with 78 = Ry (Au* — b). Indeed, from property (4.30), we have

L= )lylly < 1Ay < @+ 0)lylly. (4.35)
for all y € Dy. Therefore, noting that 7* € Dy and ||r*|ly = [[A(u — u*)|y: =

|u — u*||x, we obtain

(1= 0)lu—u*llx < lly*lly < (1 +0)[lu—u*|x. (4.36)
In other words,
1
k k
= 4.37
e =1 —5lIvly (4.37)
provides an error indicator of the true error ||u — u*||x with an effectivity index
T = m € (1,1£2), which is very good for small 4.

Moreover, if A° is an orthogonal projection onto some subspace Y° C Y, we
easily obtain the following improved lower and upper bounds:

V1= 0w —u*llx < lyFlly < llu—u*|x, (4.38)
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that means that the following improved error estimator can be chosen:

1
~k k
P — , 4.39
T ly"[ly (4.39)
with effectivity index 7% = Ta=aF e ik\\x € (1, 11_52).

6 Computational aspects

6.1 Best approximation in tensor subsets

We here discuss the available algorithms for computing an element in Iy, (x)(v),
that means for solving

min__|lv — w||x, (4.40)
weM,(X)
where v is a given tensor in the tensor space X = ®Z:1 X, equipped with norm

| - |lx, and where M,.(X) is a given tensor subset. Note that except for the case
where d = 2 and || - || x is the induced (canonical) norm, the computation of a global

optimum is still an open problem.

Canonical norm, d = 2. For the case d = 2, we first note that all classical low-
rank tensor formats coincide with the canonical format, that means M,.(X) = C,(X)
for some rank . When the norm || - || x is the canonical norm, then u, € Iy, (x)(u)
coincides with a rank-r singular value decomposition (SVD) of u (which is possibly
not unique in the case of multiple singular values). Moreover, o(u; M,.(X))* =
ITLs, (x) () ||% is the sum of the squares of the r dominant singular values of u (see
e.g. |58]). Efficient algorithms for computing the SVD can therefore be applied to
compute an element in ITyq, (x)(v) (a best approximation). That means that the
algorithm (4.32) can be applied with n = 1.

Canonical norm, d > 2. For d > 2 and when the norm || - ||x is the canonical
norm, different algorithms based on optimization methods have been proposed for
the different tensor formats (see e.g. [54,81] or |76] for a recent review). Very efficient
algorithms based on higher order SVD have also been proposed in [44], [71] and
[108], respectively for Tucker, Hierarchical Tucker and Tensor Train tensors. Note
that these algorithms provide quasi-best approximations (but not necessarily best

approximations) satisfying (4.31) with a n bounded by a function of the dimension
d: 1 < Vd, n < v/2d—3 respectively for Tucker and Hierarchical Tucker formats
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(see [76]). For a high dimension d, such bounds for n would suggest taking very
small values for parameter ¢ in order to satisfy the assumption of Proposition 5.3.
However, in practice, these a priori bounds are rather pessimistic. Moreover, quasi-
best approximations obtained by higher order SVD can be used as initializations of

optimization algorithms yielding better approximations, i.e. with small values of 7.

General norms, d > 2. For a general norm || - ||x, the computation of a global
optimum to the best approximation problem is still an open problem for all tensor
subsets, and methods based on SVD cannot be applied anymore. However, classical
optimization methods can still be applied (such as Alternating Least Square (ALS))
in order to provide an approximation of the best approximation [54,113,122|. We
do not detail further these computational aspects and we suppose that algorithms
are available for providing an approximation of the best approximation in M, (X)
such that (4.31) holds with a controlled precision 7, arbitrarily close to 1.

6.2 Construction of an approximation of A°(r)

At each iteration of the algorithm (4.32), we have to compute y* = A°(r*), with
rk = Ry (Au* — b) € Y, such that it satisfies

ly" = r*lly < 1[Iy (4.41)
First note that r* is the unique solution of

min ||r — Ry (Au® — b))% (4.42)

reY

Therefore, computing y* is equivalent to solving the best approximation problem
(4.42) with a relative precision §. One can equivalently characterize r* € Y by the

variational equation
(rk or)y = (AuF — b, Ir)yry Yor ey,
or in an operator form:
Ryr® = AuF — b, (4.43)
where the Riesz map Ry = AR, A* is a positive symmetric definite operator.

Remark 6.1. For A symmetric and positive definite, it is possible to choose Ry =
Ry = A (see example 4.2) that corresponds to the energy norm on X. For this
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choice, the auxiliary problem (4.42) has the same structure as the initial problem,
with an operator A and a right-hand side Au* — b.

6.2.1 Low-rank tensor methods

For solving (4.42), we can also use low-rank tensor approximation methods. Note
that in general, || - ||y is not an induced (canonical) norm in Y, so that classical
tensor algorithms (e.g. based on SVD) cannot be applied for solving (4.42) (even
approximatively). Different strategies have been proposed in the literature for con-
structing tensor approximations of the solution of optimization problems. We can
either use iterative solvers using classical tensor approximations applied to equa-
tion (4.43) [8,86,89,98], or directly compute an approximation y* of r* in low-rank
tensor subsets using optimization algorithms applied to problem (4.42). Here, we
adopt the latter strategy and rely on a greedy algorithm which consists in computing

successive corrections of the approximation in a fixed low-rank subset.

6.2.2 A possible (heuristic) algorithm

We use the following algorithm for the construction of a sequence of approximations
{yfn}mzo-

Let y§ = 0. Then, for each m > 1, we proceed as follows:
1. compute an optimal correction w¥ of y* | in M, (Y):

k : k k
E .
wh e arg min_lyhy +w =y,

2. define a linear subspace ZF such that y* | +wk € Z*
3. compute y* as the best approximation of 7* in Z*

k _ : .k
Y = arg it [ly =77 [ly
4. return to step (2) or (1).

Remark 6.2. The convergence proof for this algorithm can be found in [59]. The
convergence ensures that the precision ¢ can be achieved after a certain number
of iterations.” However, in practice, best approximation problems at step (1) can
not be solved exactly except for particular situations (see section 6.1), so that
the results of [59] do not guaranty anymore the convergence of the algorithm.
If quasi-optimal solutions can be obtained, this algorithm is a modified version
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of weak greedy algorithms (see [119]) for which convergence proofs can also be
obtained. Available algorithms for obtaining quasi-optimal solutions of best low-
rank approximation problem appearing at step (1) are still heuristic but seem to
be effective.

“Note however that a slow convergence of these algorithms may yield to high rank representations
of iterates y¥,, even for a low-rank subset M,.(Y).

In this chapter, we will only rely on the use of low-rank canonical formats for nu-
merical illustrations. At step (1), we introduce rank-one corrections w* € M,(Y) =
Ci(Y), where Y = |, ®Z:1 Y#. The auxiliary variable y* € C,,(Y) can be written
in the form y% = >, ®ﬁ:1wf #. At step (2), we select a particular dimension
pe {1, -+ ,d} and define

Zf;:{wa’1®-~-®vf®'--®wf’d, Ufew},
i=1

where dim(Z*) = m dim(Y*). Step (3) therefore consists in updating functions
wf’“, i = 1---d, in the representation of y*. Before returning to step (1), the

updating steps (2)-(3) can be performed several times for a set of dimension p €
Ic{1,...,d}.

Remark 6.3. Note that the solution of minimization problems at steps (1) and
(3) do not require to know r* explicitly. Indeed, the stationary conditions associ-
ated with these optimization problems only require the evaluation of (r* dy)y =
(Auf — b,6y)yry, for Y € Y. For step (1), the stationary equation reads
(Ryw® , Sy)yy = (Ryy* | + AuF — b,dy)yry for all Sy in the tangent space
to M,.(Y'), while the variational form of step (3) reads (Ryy  6y)y'y = (Au® —
b, 8y)y+y for all 0y in Z%.

Finally, as a stopping criterion, we use a heuristic error estimator based on
stagnation. The algorithm is stopped at iteration m if

o Ym = Yy
p W = Ymiplly

) (4.44)

1Y5-+plly

for some chosen p > 1 (typically p = 1). Note that for p sufficiently large, y¥ ip
can be considered as a good estimation of the residual r* and the criterion reads
7% — 4% ||y < 6]|r*|ly, which is the desired property. This stopping criterion is
quite rudimentary and should be improved for a real control of the algorithm. Al-

though numerical experiments illustrate that this heuristic error estimator provides
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a rather good approximation of the true error, an upper bound of the true er-
ror should be used in order to guarantee that the precision § is really achieved.
However, a tight error bound should be used in order to avoid a pessimistic overes-
timation of the true error which may yield an (unnecessary) increase of the compu-
tational costs for the auxiliary problem. This key issue will be addressed in a future
work.

Remark 6.4. Other updating strategies could be introduced at steps (2)-(3).
For example, we could choose Z¥ = span{w!, --- wk}, thus making the algo-
rithm an orthogonal greedy algorithm with a dictionary M.,(Y) [119]. Never-
theless, numerical simulations demonstrate that when using rank-one corrections
(ie. M, (Y) = Ci(Y)), this updating strategy do not significantly improve the
convergence of pure greedy constructions. When it is used for obtaining an ap-
proximation y* of r* with a small relative error §, it usually requires a very high
rank m. A more efficient updating strategy consists in defining Z¥ as the tensor
space ®Z:1 Zkw with Z8# span{w!™" ... wkr}. Since dim(Z*) = m¢, the pro-
jection of r* in Z* can not be computed exactly for high dimensions d. However,

approximations of this projection can be obtained using again low-rank formats

(see [64]).

6.2.3 Remark on the tensor structure of Riesz maps

We consider that operator A and right-hand side b admit low-rank representations

TA Ty
A=Y@l A and b=) @b

=1 i=1

We suppose that a norm || - ||x has been selected and corresponds to a Riesz map

Ryx with a low-rank representation:

TXx
Rx =) &R}

i=1

The ideal choice of norm || - ||y then corresponds to the following expression of the

Riesz map Ry:
TA X TA
Ry = ARY'A* = ()@l AN @i RO @A),
i=1 i=1 i=1

Note that the expression of Ry cannot be computed explicitly (Ry is generally a full

rank tensor). Therefore, in the general case, algorithms for solving problem (4.43)
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have to be able to handle an implicit formula for Ry. However, in the particular
case where the norm || - ||x is a canonical norm induced by norms | - ||, on X,
the mapping Ry is a rank one tensor Ry = ®z=1RXw where Rx, is the Riesz
map associated with the norm | - ||, on X,,. Ry then admits the following explicit

expression:
TA TA

Ry = AR A" = ") @t (ARG A,

i=1 j=1
In the numerical examples, we only consider this simple particular case.

6.3 Summary of the algorithm

Algorithm 7 provides a step-by-step outline of the overall iterative method for the
approximation of the solution of (4.28) in a fixed subset M,.(X) and with a chosen
metric || -||x. Given a precision §, an approximation of the residual is obtained with
a greedy algorithm using a fixed subset M,.(Y') for computing successive corrections.
We denote by e(y* | r*) an estimation of the relative error ||y —7*||y /||7*|]y, where
rk = Ry (AuF —b).

Algorithm 7 Gradient-type algorithm
1: Set u® = 0;
2: for £k =0to K do
3 Setm=0;

4. while e(y* ,r*) < § do

5: m=m-+1;

6 Compute a correction w® € arg min ||y* | +w —r*||y ;
weM(Y)

T Setyn =yn ot wy

Define Z* containing y* ;
Compute the projection y* = arg rggcl ly — 7%y ;
10: Return to step 7 or continue ; e
11:  end while
12: Compute u** € II} ) (u* — Ry A*yk )
13: end for

7 Greedy algorithm

In this section, we introduce and analyze a greedy algorithm for the progressive con-

struction of a sequence {u, }m>0, Where u,, is obtained by computing a correction
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of u,,—1 in a given low-rank tensor subset M, (X) (typically a small subset such
as the set of rank-one tensors C;(X)). Here, we consider that approximations of
optimal corrections are available with a certain precision. It results in an algorithm
which can be considered as a modified version of weak greedy algorithms [119].
This weak greedy algorithm can be applied to solve the best approximation problem
(4.19) where approximations of optimal corrections are obtained using Algorithm 7
with an updated right-hand side at each greedy step. The interest of such a global
greedy strategy is twofold. First, an adaptive approximation strategy which would
consist in solving approximation problems in an increasing sequence of low-rank
subsets M,.(X) is often unpractical since for high dimensional problems and sub-
space based tensor formats, computational complexity drastically increases with the
rank. Second, it simplifies the solution of auxiliary problems (i.e. the computation
of the sequence of 3*) when solving best low-rank approximation problems using
Algorithm 7. Indeed, if the sequence u* in Algorithm 7 belongs to a low-rank tensor
subset (typically a rank-one tensor subset), the residual 7* in Algorithm 7 admits
a moderate rank or can be obtained by a low-rank correction of the residual of the

previous greedy iteration.

Here, we assume that the subset M, (X) verifies properties (4.14) and (4.15),
and that span(M,. (X)) is dense in X (which is verified by all classical tensor subsets
presented in section 3.2).

7.1 A weak greedy algorithm

We consider the following greedy algorithm. Given uy = 0, we construct a sequence
{tm}m>1 defined for m > 1 by

U = Upmp—1 + Wiy, (4.45)
where w,,, € M,(X) is a correction of u,, 1 satisfying

g — Wl < (14 i — U — w]|x, 4.46
=1 = Tl < (14 9) minu =g —wllx, (446)

with v, a sequence of small parameters.

Remark 7.1. A w,, satisfying (4.46) can be obtained using the gradient type

algorithm of section 5 that provides a sequence that satisfies (4.34). Given the

20m
1-26m °

parameter 0 = 0,, in (4.32), property (4.46) can be achieved with any ,, >
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7.2 Convergence analysis
Here, we provide a convergence result for the above greedy algorithm whose proof

follows the lines of [119] for the convergence proof of weak greedy algorithms?.

In the following, we denote by f,, = u—u,,. For the sake of simplicity, we denote
by ||| = |- ||x and (-,-) = (-,-)x and we let wy, € Iy, (x)(fm-1), for which we
have the following useful relations coming from properties of best approximation

problems in tensor subsets (see section 3.2):

1 fn-1 = winll* = [ fanrl* = [lwml* and Jwp[* = (fn-1, win)- (4.47)

We introduce the sequence {a,, }m>1 defined by

oy = Wmo1 =Wl gy (4.48)
[ fom—1l
It can be also useful to introduce the computable sequence {a, },>1 such that
g, = Nfmo1 = Onll (4.49)
[ fom—1
that satisfies for all m <0
Lemma 7.2. Assuming that for all m > 1 we have
(1 + V)t <1, (4.51)

the sequence {|| fu||}m>1 converges. Furthermore, it is possible to define a positive

sequence {kKp, pm>1 as

K2 =9~ L (4.52)

and we have {K,||Wp|| }m>1 € €2

2Note that the condition (4.46) on the successive corrections does not allow to directly apply
the results on classical weak greedy algorithms.
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Proof: From (4.45) and (4.46), we have

[fmll = I fm—1 = Wl < (143 ) [ frn1 — wnl = (1 + ym )t [| frn -1 ]|

Under assumption (4.51), {|| f||}m>1 is a strictly decreasing and positive sequence

and therefore converges. Moreover, this implies that w,, # 0 and since

1 fn-1 = @il* = | fnall® = (2{fin-1s Tn) = |Bll?) < [ frnall?,

it follows that 2(f,,_1, Wy )>||W,||*. Therefore, k,, is positive and can be defined
by (4.52) and we have

m
1finm1 = @aall? = N fonr I? = mul|Tal® = 1foll® = Y il

i=1

that completes the proof. "

We now provide a result giving a relation between ||wy, || and ||w,,||.

1 — (1 + ym)%a2
Lemma 7.3. Assume (4.51) holds and let p2, = (1 i 72) e [0,1]. Then,
we have
pim ||| < || < [l (4.53)
and
i,
< o, (4.54)

Proof: From inequality (4.46) and from the optimality of w,,, it follows that

-1 = winl* < o1 = @l < (14 9) [ frnm1 = |
= || fon1ll® = llwml* < I fmrll* = Kl @ml* < (1 + 7)o, [ frna |
= (1= (14 3m) om) [ frn-a I < K [T * < 2w

Using || fm—1l® = [l fm—1 — winl® + [wall* = a7l fn-1ll* + lwml|*, and using the

definition of p,,, we obtain (4.53). In addition, from the optimality of w,,, we
~ 52

have <%7fm—l> < <% fm 1> = ||wm m—H

Combined with (4.53), it gives =™ i +1 < lwml < fm which 1mphes (4.54). ]

||me

, or equivalently W || < [|wm]|-
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Proposition 7.4. Assume (4.51) and that {y,}, -, is such that Y7 | ji2 = oo.
Then, if {fm},,», converges, it converges to zero.

Proof: Let us use a proof by contradiction. Assume that f,, — f # 0 as
m — oo, with f € X. As span(M, (X)) is dense in X, there exists ¢ > 0 such
that sup,eq, x) [(/f HZ—H>| > 2¢. Using the definition of w,, and of f as a limit of
fm, we have that there exists N > 0 such that

v
lwn|l = sup  [{fm-1, )| >, Vm>N. (4.55)
vEM, (X) o]

Thanks to (4.53), we have

Lfmll? = [ fnall? = N0l Pk, < N e l* = [,
m m
<WnlP= D0 wlwill” < inlP =< ),
i=N+1 i=N+1

which implies that {p, }m>0 € ¢, a contradiction to the assumption.

Proposition 7.5. Assume (4.51). Further assume that the sequence i, is non
increasing and verifies

€9 2

Fom
> i = o, 4.56
2y = (4.56)

Then the sequence {uy, }m>1 converges to u.

Proof: Let two integers n < m and consider

1fo = finll* = N fall* = 1 finll® = 200 = fin, fom)-

Defining 60,, ., = [{fn. — fim, [m)| and using Lemma 7.3, we obtain

- ~ i Bt [ Wi | S ~
O < D W@, fin)| < Nwmal] Y ]| < 2750 " sy
i=n+1 i—1 1 i1

Lemma 7.2 implies that r,||w,|| € ¢2. Together with assumption (4.56), and
using Lemma 2.7 in [119], we obtain that liminf,, . max,<m, 0,.m = 0. Lemma
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2.8 in [119] then proves that the sequence {f,}m>1 converges. Noting that (4.56)
implies that {u,,}°°_; & ¢*, Lemma 7.4 allows to conclude the proof. n

In practice, condition (4.56) can be satisfied by the following sufficient condition

on the sequence a,,, which is a computable sequence.

Corollary 7.6. If there exists a constant 0 < € < 1, independent of m, such that

1 —
&2 < ‘ (4.57)

" (1+7m)2_€7

then the sequence {u,, }m>1 converges to u.

Proof: Under assumption (4.57) and using relation (4.50), it holds that for all

m >0

<—r = (49 <1—¢1-a2)<1.

(8%
(1 +7m)2 — €

2
which implies condition (4.51). Moreover, we have

1= (1 + 'Vm)Za?n

2
(1_05$n) _/Jlm7

e(1—a2)<1—(1+9m)2a2, = €<

which implies condition (4.56). Proposition 7.5 ends the proof. n

Remark 7.7. From a practical point of view, condition (4.57) provides a sufficient
criterion on 7, (or equivalently on 0,,). Note that &, depends on w,, which
depends on the choice of the precision 7,,. Therefore, (4.57) is an implicit condition
on 7,, which suggests an iterative strategy for the control of the condition. A
possible strategy would be to adapt the parameter ~,, during the iterations of the

gradient type algorithm used to compute the w,,.
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8 Numerical example

In this section, we apply the proposed method to the numerical solution of a stochas-

tic steady reaction-advection-diffusion problem.

8.1 Stochastic reaction-advection-diffusion problem

We consider the following steady reaction-advection-diffusion problem on a two-

dimensional unit square domain Q = [0, 1]* (see Figure 4.1):

-V - (kVu)+c-Vu+tau=f in(, (4.58)
u=0 on 0.
First, we consider a constant diffusion x = 1. The advection coefficient ¢ and

the reaction coefficient a are considered as random and are given by ¢ = &¢g and
a = exp(&;), where & ~ U(—350,350) and & ~ U(log(0.1),log(10)) are independent
uniform random variables, and ¢o(z) = (z2—1/2,1/2—x1), x = (21, 22) € Q. We de-
note by =; =|-350, 350 and =5 =]log(0.1),log(10)[, and we denote by (=, B(Z), F)
the probability space induced by £ = (&1,&), with Z = = x Z5 and P the prob-
ability law of £. The external source term f is given by f(z) = Ig,(z) — Ig,(x),
where §2; =]0.45,0.55[x]0.15,0.25] and €2, =]0.45,0.55[x]0.75,0.85], and where I,

denotes the indicator function of €.

CTEERRANN
V' /o \\\\
/ﬂ//)ﬁxxx\
ff?”*xxx
TT¢AAW¢ll
Xﬁwxé Jffj
\\&Ne(////
NS e

Figure 4.1: Example : reaction-advection-diffusion problem.

Let V = Hy(Q) and S = L*(Z, dP;). We introduce approximation spaces Viy C V
and Sp C S, with N = dim(Vy) and P = dim(Sp). Vy is a Q; finite element
space associated with a uniform mesh of 1600 elements such that N = 1521. We
choose Sp = S5 ® S52, where S§! is the space of piecewise polynomials of degree
5 on Z associated with the partition {]-350, 0], ]0,350[} of Z;, and S5 is the space
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of polynomials of degree 5 on =5. This choice results in P = 72. The Galerkin
approximation v € Vy ® Sp C V ® S of the solution of (4.58) is defined by the
following equation?:

/H/Q(Vu -Vv+c-Vuv + aw) dx dPe = /H/Qf v dx dP, (4.59)

for all v € Vy ® Sp. Letting Vy @ Sp = span{p; ® ¢;;1 <i < N,1 < j < P}, the
Galerkin approximation u = Zfil Zle u;;p; ® 1 can be identified with its set of
coefficients on the chosen basis, still denoted wu, which is a tensor

ue X =RY®R" such that Au=0», (4.60)

where b = b* ® 0%, with bf = [, fe; and b§ Jz¥;dP:, and where A is a rank-3
operator such that A = D* @ M* + C* ® Hﬁ1 + R‘” ® H®, Wlth Di = [,V -
Vordr, C fQ pico - Vrdr, RY, = fQ piprdr, M f Vi ()i (y)dPe(y), Hfln =
Sz un;(y ( JdPe(y), n = 1,2. Here, we use orthonormal basns functlons {¢;} in
Sp, so that M¢ = Ip, the identity matrix in R”.

8.2 Comparison of minimal residual methods

In this section, we present numerical results concerning the approximate ideal mini-
mal residual method (A-IMR) applied to the algebraic system of equations (4.60) in
tensor format. This method provides an approximation of the best approximation of
u with respect to a norm || - || x that can be freely chosen a priori. Here, we consider

the application of the method for two different norms. We first consider the natural

canonical norm on X, denoted || - ||2 and defined by
N P
Ioll3 =D > (vi)*. (4.61)
i=1 j=1

This choice corresponds to an operator Rx = Ix = Iy ® Ip, where Iy (resp. Ip) is
the identity in RY (resp. R”). We also consider a weighted canonical norm, denoted
| - |l and defined by

o] = Z Z w(z)vi)?, (4.62)

i=1 j=1
where w : {0 — R is a weight function and the x; are the nodes associated with finite
element shape functions ¢;. This norm allows to give a more important weight to a

3The mesh Péclet number is sufficiently small so that an accurate Galerkin approximation can
be obtained without introducing a stabilized formulation.
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particular region D C 2, that may be relevant if one is interested in the prediction
of a quantity of interest that requires a good precision of the numerical solution in
this particular region (see section 8.2.3). This choice corresponds to an operator
Rx = D, ® Ip, with D,, = diag(w(z;)?, -+ ,w(zy)?).

The A-IMR provides an approximation u € M, (X) of the || - || x-best approxi-
mation of v in M, (X) (that means an approximation of an element in Iy, (x)(u)),
where || - ||x is either || - |2 or || - [|». The set M, (X) is taken as the set C.(X)
of rank-r tensors in X = RY ® R”. The dimension of X is about 75,000 so that
the exact solution u of (4.60) can be computed and used as a reference solution.
We note that both norms are induced norms in RY @ R” (associated with rank one
operators Rx) so that the | - || x-best approximation of v in M,.(X) is a rank-r SVD
that can be computed exactly using classical algorithms (see section 6.1).* For the
construction of an approximation in C,.(X ) using A-IMR, we consider two strategies:
the direct approximation in C.(X) using Algorithm 7 with M,.(X) = C,(X), and a
greedy algorithm that consists in a series of r corrections in C;(X) computed using
Algorithm 7 with M,.(X) = C;(X) and with an updated residual b at each correction.

The A-IMR will be compared to a standard approach, denoted CMR, which
consists in minimizing the canonical norm of the residual of equation (4.60), that
means in solving

min_||Av — b||s. (4.63)
veEM,(X)

This latter approach has been introduced and analyzed in different papers, using
either direct minimization or greedy rank-one algorithms [2,16,51], and is known
to suffer from ill-conditioning of the operator A. We note that this approach corre-
sponds to choosing Ry = A*A and Ry = Iy = Iy ® Ip.

8.2.1 Natural canonical norm || - |5

First, we compare both greedy and direct algorithms for || - ||x = || - ||2, using
either CMR or A-IMR with different precisions §. The convergence curves with
respect to the rank are shown in Figure 4.2, where the error is measured in the || - |2
norm. Concerning the direct approach, we observe that the different algorithms
have roughly the same rate of convergence. The A-IMR convergence curves are
close to the optimal SVD (corresponding to ) for a wide range of values of §. One
should note that A-IMR seems to provide good approximations also for the value

4Note that different truncated SVD are obtained when R¥ is equipped with different norms.
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0 = 0.9 which is greater than the theoretical bound 0.5 ensuring the convergence
of the gradient-type algorithm. Concerning the greedy approach, we observe a
significant difference between A-IMR and CMR. We note that A-IMR is close to
the optimal SVD up to a certain rank (depending on §) after which the convergence
rate decreases but remains better than the one of CMR. Finally, one should note
that using a precision 6 = 0.9 for A-IMR yields less accurate approximations than
CMR. However, A-IMR provides better results than CMR once the precision ¢ is
lower than 0.5.

Direct approach Greedy approach
10° 10°

~ ~ ---§=9.0e — 01
= = § = 5.0¢ — 01
= 1072 = 1072 § =2.0e — 01
= = -0 § = 5.0e — 02
| [ —¢—§ = 1.0e — 02

- = 104 —SVD

10 10
--=- CMR

Figure 4.2: Comparison of minimal residual methods for M,.(X) = C.(X) and

| - llx = || - |]2 Convergence with the rank r of the approximations obtained with

CMR or A-IMR with different precisions ¢, and with direct (left) or greedy rank-one
(right) approaches.

8.2.2 Weighted norm || - ||,

Here, we perform the same numerical experiments as previously using the weighted
norm || - ||x = || - |Jw, with w equal to 10* on D = [0.15,0.25] x [0.45,0.55] and
w=1on Q\ D. The convergence curves with respect to the rank are plotted on
Figure 4.3. The conclusions are similar to the case || - |[x = || - ||z, although the
use of the weighted norm seems to slightly deteriorate the convergence properties of
A-IMR. However, the direct A-IMR still provides better approximations than the
direct CMR, closer to the reference SVD (denoted by 1,,) for different values of
precision 0.

8.2.3 Interest of using a weighted norm

Here, we illustrate the interest of using the weighted norm rather than the natural

canonical norm when one is interested in computing a quantity of interest. For the
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Direct approach Greedy approach
Son T T

s 107 E - §=9.0e—01
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<a <a 6 =2.0e — 01
= 104 = 0-- § = 5.0e — 02
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. -=-=- CMR
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r r

Figure 4.3: Comparison of minimal residual methods for M,.(X) = C.(X) and

|- llx = |l - |lw. Convergence with the rank of the approximations obtained with

CMR or A-IMR with different precisions ¢, and with direct (left) or greedy rank-one
(right) approaches.

sake of readability, we let u,, (resp. us) denote the best approximation of u in C,(X)
with respect to the norm || - ||, (resp. || - ||2). Figure 4.4 illustrates the convergence
with 7 of these approximations. We observe that approximations wu,, and wuy are of
the same quality when the error is measured with the norm || - ||o, while 1, is a far
better approximation than @y (almost two orders of magnitude) when the error is
measured with the norm || - [|,,. We observe that u,, converges faster to u with || - ||,
than uy with || - ||2. For example, with a rank r» = 9, @, has a || - ||,,-error of 10*
while %y has a || - |[z-error of 10%. On Figure 4.5, plotted are the spatial modes of the
rank-r approximations us and wu,. These spatial modes are significantly different
and obviously capture different features of the solution.

Now, we introduce a quantity of interest () which is the spatial average of u on
subdomain D:

1
Qu) = Dl /Du dz. (4.64)

Due to the choice of norm, 1, is supposed to be more accurate than wu, in the
subdomain D, and therefore, (Q(u,,) is supposed to provide a better estimation of
Q(u) than Q(uz). This is confirmed by Figure 4.6, where we have plotted the
convergence with the rank of the statistical mean and variance of Q(u,,) and Q(us).
With only a rank r = 5, %, gives a precision of 10~7 on the mean, whereas u, gives
only a precision of 1072, In conclusion, we observe that a approximation i, with
a very low rank is able to provide a very good approximation of the quantity of
interest.
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8.3 Properties of the algorithms

Now, we detail some numerical aspects of the proposed methodology. We first focus
on the gradient-type algorithm, and then on evaluations of the map A’ for the

approximation of residuals.

8.3.1 Analysis of the gradient-type algorithm

The behavior of the gradient-type algorithm for different choices of norms || - ||x is
very similar, so we only illustrate the case where || - ||x = || - ||2. The convergence of
this algorithm is plotted in Figure 4.7 for the case M,.(X) = Cyo(X). It is in very
good agreement with theoretical expectations (Proposition 5.3): we first observe a
linear convergence with a convergence rate that depends on ¢§, and then a stagnation
within a neighborhood of the solution with an error depending on .

The gradient-type algorithm is then applied for subsets M,.(X) = C.(X) with
different ranks r. The estimate of the linear convergence rate p is given in Table
4.1. We observe that for all values of r, p takes values closer to ¢ than to the the-
oretical bound 24 of Proposition 5.3. This means that the theoretical bound of the
convergence rate overestimates the effective one, and the algorithm converges faster
than expected.

102t T =
= —§=9.0e — 01 |§
= 0 =>5.0e —01 [
2 5 =20e—01 ||
3 o 5 =5.0e— 02 ||
= == = 1.0e — 02
I 10!
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= :

0
10 3 10 15 20 2% 30
k

Figure 4.7: Convergence of the gradient-type algorithm for different values of the
relative precision d, for M,.(X) = Cio(X) and || - ||x = || - [|2-

Now, in order to evaluate the quality of the resulting approximation, we compute

the error after the stagnation phase has been reached. More precisely, we compute
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) 0.90 | 0.50 | 0.20 | 0.05 | 0.01

r=4 10781036 | =~ = =~
r=6 | 0.83 ] 045 | 0.165 | = ~
r=10|0.82 | 042 | 0.183 | = =

r=15|0.84 | 0.47 | 0.189 | 0.047 | =
r=20 | 0.86 | 0.48 | 0.197 | 0.051 | 0.011

Table 4.1: Estimation of the convergence rate p of the gradient-type algorithm
(during the linear convergence phase) for different subsets M, (X) = C,(X), and for

- llx =1 1le-

the value
~ W =l
Yk =
|w = T, x) ()| x

_1’

for £ = 100. Values of 7199 are summarized in Table 4.2 and are compared to the
theoretical upper bound v = 26/(1 — 20) given by Proposition 5.3. Once again, one
can observe that the effective error of the resulting approximation is lower than the
predicted value regardless of the choice of C,.(X).

6 0.90 0.50 0.20 0.05 0.01
20/(1 —26) - - 6.6e-1 | 1.1e-1 | 2.1e-2
r=4 3.3e-1 | 5.6e-2 | 4.9e-3 | 3.5e-4 | 3.0e-5
r==6 3.0e-1 | 6.8e-2 | 1.1e-2 | 8.6e-4 | 8.0e-5
r=10 5.2e-1 | 1.3e-1 | 1.7e-2 | 1.8e-3 | 3.3e-5
r=15 4.9e-1 | 1.1e-1 | 1.5e-2 | 1.0e-3 | 7.5e-5

r =20 6.4e-1 | 1.5e-1 | 1.9e-2 | 1.2e-3 | 7.3e-5

Table 4.2: Final approximation errors (estimated by 7J199) for different subsets
M, (X) = C,(X) and different precisions 6. Comparison with the theoretical upper
bound 2§/(1 — 26).

Now, we focus on numerical estimations of the error ||u — u*||x. It has been
pointed out in Section 5.4 that €, defined in Eq. (4.39), should provide a good error
estimator with effectivity index 7% € (1, (1 — 62)~%/2). For § = 0.2 and M, (X) =
C10(X), numerical values taken by 7% during the gradient-type algorithm are plotted
on Figure 4.8 and are compared to the expected theoretical values of its lower
and upper bounds 1 and (1 — §2)~'/2 respectively. We observe that the theoretical
upper bound is strictly satisfied, while the lower bound is almost but not exactly
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satisfied. This violation of the theoretical lower bound is explained by the fact that
the precision 9 is not satisfied at each iteration of the gradient-type algorithm due to
the use of a heuristic convergence criterion in the computation of residuals (see next
section 8.3.2). However, although it does not provide a controlled error estimation,

the error indicator based on the computed residuals is of very good quality.
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Figure 4.8: Effectivity index 7% of the error estimator é* at different iterations k
of the gradient-type algorithm, with M,.(X) = Cyo(X) and 6 = 0.2.

8.3.2 Application of A° for the approximation of residuals

We study the behavior of the updated greedy algorithm described in Section 6.2.2
for the computation of an approximation y* = A°(7*) of the residual r* during
the gradient-type algorithm. Here, we use the particular strategy which consists in
updating functions associated to each dimension p € I = {1,2} (steps (2)-(3) are
performed two times per iteration). We first validate the ability of the heuristic
stopping criterion (4.44) to ensure a prescribed relative precision 6. Let M = M (J)
denote the iteration for which the condition ef, < § is satisfied. The exact relative
error ey = |ly%, — ¥y /||r*||y is computed using a reference computation of r*, and
we define the effectivity index M, = €!,/epr. Figure 4.9 shows the convergence of
this effectivity index with respect to p, when using the natural canonical norm || - |2
or the weighted norm || - ||,. We observe that A, tends to 1 as p — oo, as it was
expected since the sequence {y¥ },,>1 converges to r*. However, we clearly observe
that the quality of the error indicator differs for the two different norms. When
using the weighted norm, it appears that a large value of p (say p > 20) is necessary
to ensure M, € [0.9,1], while p < 10 seems sufficiently large when using the natural
canonical norm. That simply reflects a slower convergence of the greedy algorithm

when using the weighted norm.
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Canonical 2-norm || - ||2 Weighted 2-norm || - [,
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Figure 4.9: Evolution with p of the effectivity index M, for different 6 at step
k =1 of the gradient-type algorithm with M, (X) = C1o(X) and for the natural

canonical norm (left) or the weighted norm (right).

Remark 8.1. One can prove that at step k of the gradient-type algorithm, when
computing an approximation y%, of r* with a greedy algorithm stopped using the
heuristic stopping criterion (4.44), the effectivity index 7% of the computed error
estimator €* is such that

o (VST L)

where X}, is the effectivity index of error indicator €', (supposed such that § /N, <

1). That provides an explanation for the observations made on Figure 4.8.

Now, we observe in Table 4.3 the number of iterations of the greedy algorithm
for the approximation of the residual 7* with a relative precision §, with a fixed
value p = 20 for the evaluation of the stopping criterion. The number of iterations
corresponds to the rank of the resulting approximation. We note that the required
rank is higher when using the weighted norm. It reflects the fact that it is more
difficult to reach precision ¢ when using the weighted norm rather than the natural

canonical norm.

8.4 Higher dimensional case

Now, we consider a diffusion coefficient of the form r(z, &) = ko+ 3, &ki(x) where

ko = 10, & ~ U(—1,1) are independent uniform random variables, and the functions
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Canonical 2-norm || - ||2 Weighted 2-norm || - ||,
k\é | 0.9 |0.5|0.2|0.05|0.0109]|05]|0.2] 0.05| 0.01
1 1 1 3 7 11 8 21 | 31 35 51
2 1 3 16 27 ) 22 | 14 24 42
3 1 5 11 19 24 4 15 | 24 23 43
4 1 3 11 14 24 8 11 | 19 37 42
) 1 6 7 15 24 6 19 | 23 14 38
6 1 8 8 16 24 3 |12 | 47 | 25 63
7 1 ) 7 17 24 7 14 | 16 29 47
8 1 4 8 16 24 5 12 | 22 21 40
9 1 4 8 16 24 7 | 13| 18 | 36 45

Table 4.3: Computation of A°(r*) for different precisions J and at different steps

k of the gradient-type algorithm, with M, (X) = Cyy (direct approach). The table

indicates the number of greedy corrections computed for reaching the precision o
using the heuristic stopping criterion (4.44) with p = 20.

ri(x) are given by:

r1(z) = cos(mxy), Ks(x) = cos(mxy) cos(mrs),
Ro(z) = cos(mxg), Ke(x) = sin(mxq) sin(masy),
r3(z) = sin(mxy), Kr(x) = cos(may) sin(mxs),
ke(x) = sin(mxs), kg(z) = sin(may) cos(mas)

In addition, the advection coefficient is given by ¢ = £yco, where & ~ U(0,4000)
is a uniform random variable. We denote V = Hy(Q2) and S = L*(Z,dP;) where
(E,B(Z), %) is a probability space with = =] — 1,1[¥x]0,4000[ and P the uniform
measure. Here Vy C V is a Q; finite element space associated with a uniform mesh
of 3600 elements, with a dimension N = 3481. We take Sp = ®5_,S% C S, where S%
are polynomial function spaces of degree 7 on =; with P = dim(Sf}) = 8. Then, the
Galerkin approximation in Vy ® Sp (solution of (4.59)) is searched under the form
u=>nr ZZ:I e Z;Zl(ui,jm..dg)(bj ® (®Z:01p§‘“). This Galerkin approximation
can be identified with its set of coefficients, still denoted by u which is a tensor

ue X =R"® (®i:0RP) such that Au =b, (4.65)

where A and b are the algebraic representations on the chosen basis of Viy ® Sp of
the bilinear and linear forms in (4.59). The obtained algebraic system of equations
has a dimension larger than 10! and its solution clearly requires the use of model
reduction methods.
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Here, we compute low-rank approximations of the solution of (4.65) in the canon-
ical tensor subset C,(X) with » > 1. Since best approximation problems in C,(X)
are well posed for » = 1 but ill posed for d > 2 and r > 1, we rely on the greedy
algorithm presented in section 7 with successive corrections in M, (X) = C(X)

computed with Algorithm 7.

Remark 8.2. Low-rank approximations could have been computed directly with
Algorithm 7 by choosing for M,.(X) other stable low-rank formats adapted to
high-dimensional problems, such as Hierarchical Tucker (or Tensor Train) low-

rank formats.

8.4.1 Convergence study

In this section, low-rank approximations of the solution u of (4.65) are computed
for the two different norms | - ||z and || - ||, defined as in section 8.2. Here, we
assume that the weighting function w is equal to 100 in the subdomain D C €2, and

1 elsewhere.

Since dim(X) > 10!, the exact Galerkin approximation u in X is no more
computable. As a reference solution, we consider a low-rank approximation .t of u
computed using a greedy rank-one algorithm based on a canonical minimal residual

_uref||2

formulation. We introduce an estimation Fj of ”uHu”2

integrations using K realizations {£,}5_| of the random variable ¢, defined by

LS ulér) — wet(Er) 3
LY e

with a number of samples K such that the Monte-Carlo estimates has a relative

based on Monte-Carlo

Fo
EK_

I

standard deviation (estimated using the statistical variance of the sample) lower
than 10~!. The rank of u, is here selected such that EK < 107*, which gives a

reference solution with a rank of 212.

On Figure 4.10, we plot the convergence with the rank r of the approximations
computed by both A-IMR and CMR algorithms and of the greedy approximations
ul, and u!, of the reference solution et for both norms. We observe (as for the lower-
dimensional example) that for both norms, with different values of the parameter §
(up to 0.9), the A-IMR method provides a better approximation of the solution in
comparison to the CMR method. When decreasing d, the proposed algorithm seems
to provide approximations that tend to present the same convergence as the greedy

approximations u} and u;,.
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Figure 4.10: Convergence with the rank of approximations obtained with the

greedy CMR or A-IMR algorithms for different precisions §. On the left (resp.

right) plot, convergence is plotted with respect to the norm || - ||z (resp. || - ||l») and
A-IMR is used with the objective norm || - ||z (resp. || - [|w)-

8.4.2 Study of the greedy algorithm for A’

Now, we study the behavior of the updated greedy algorithm described in Section
6.2.2 for the computation of an approximation y* = A°(r*) of the residual 7* during
the gradient-type algorithm. Here, we use the particular strategy which consists in
updating functions associated to each dimension p € I ={2,--- 10} (steps (2)-(3)
are performed 9 times per iteration). The update of functions associated with the
first dimension is not performed since it would involve the expensive computation

of approximations in a space Z* with a large dimension mN.

In table 4.4, we summarize the required number of greedy corrections needed
at each iteration of the gradient type algorithm for reaching the precision § with
the heuristic stagnation criterion (4.44) with p = 20. As for the previous lower-
dimensional test case, the number of corrections increases as 0 decreases and is
higher for the weighted norm than for the canonical norm. However, we observe

that this number of corrections remains reasonable even for small 9.
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Canonical 2-norm || - ||2 Weighted 2-norm || - ||,
k\6¢ [ 09] 05| 0.2|0.05]0.0109]05]|0.2]0.05 | 0.01
1 1 1 3 6 14 3 12 | 53 65 91
2 1 3 ) 13 24 2 11 | 49 62 91
3 1 3 5 12 17 3 12 | 49 62 91
4 1 3 5 13 26 3 12 | 53 62 91
) 1 3 6 12 24 2 11 | 47 65 89
6 1 3 5 13 27 3 11 | 42 63 88
7 1 3 5 12 27 3 10 | 50 | 65 88
8 1 3 5 12 26 3 10 | 49 60 87
9 1 3 6 12 26 3 13 | 49 65 80

Table 4.4: Computation of A°(r¥) for different precisions § and at different steps
k of the gradient-type algorithm (first iteration r = 1 of the greedy approach with

M, (X) = C;). The table indicates the number of greedy corrections computed for
reaching the precision ¢ using the heuristic stopping criterion (4.44) with p = 20.

8.4.3 Estimation of a quantity of interest

Finally, we study the quality of the low-rank approximations u obtained with both
CMR and A-IMR algorithms for the canonical and weighted norms. To this end, we
compute the quantity of interest Q(w) defined by (4.64). Figure 4.11 illustrates the
convergence with the rank of the variance of the approximate quantities of interest.
Note that the algorithm does not guarantee the monotone convergence of the quan-
tity of interest with respect to the rank, that is confirmed by the numerical results.
However, we observe that the approximations provided by the A-IMR algorithm are
better than the ones given by the CMR, even for large 9. Also, when using the
weighted norm in the A-IMR algorithm, the quantity of interest is estimated with
a better precision. Similar behaviors are observed for the convergence of the mean.

9 Conclusion

In this chapter, we have proposed a new algorithm for the construction of low-
rank approximations of the solutions of high-dimensional weakly coercive problems
formulated in a tensor space X. This algorithm is based on the approximate mini-
mization (with a certain precision ) of a particular residual norm on given low-rank
tensor subsets M,.(X), the residual norm coinciding with some measure of the er-
ror in solution. Therefore, the algorithm is able to provide a quasi-best low-rank

approximation with respect to a norm || - ||x that can be designed for a certain
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Figure 4.11: Relative error with respect to the variance of the reference solution
Q(urer) with the canonical (left) and weighted (right) norms.

objective. A weak greedy algorithm using this minimal residual approach has been
introduced and its convergence has been proved under some conditions. A numer-
ical example dealing with the solution of a stochastic partial differential equation
has illustrated the effectivity of the method and the properties of the proposed algo-
rithms. Some technical points have to be addressed in order to apply the method to a
more general setting and to improve its efficiency and robustness: the development
of efficient solution methods for the computation of residuals when using general
norms || -||x (that are not induced norms in the tensor space X), the introduction of
robust error estimators during the computation of residuals (for the robust control
of the precision ¢, which is the key point for controlling the quality of the obtained
approximations), the application of the method for using tensor formats adapted
to high-dimensional problems (such as Hierarchical formats). Also, a challenging
perspective consists in coupling low-rank approximation techniques with adaptive
approximations in infinite-dimensional tensor spaces (as in [7]) in order to provide
approximations of high-dimensional equations (PDEs or stochastic PDEs) with a

complete control on the precision of quantities of interest.






Chapter 5

(Goal-oriented low-rank
approximation for the estimation of
vector-valued quantities of interest

In this chapter, we address the problem of the goal-oriented low-
rank approximation of the solution of a tensor-structured equation.
We introduce a goal-oriented morm that takes into account the er-
ror associated to some functional-valued (or vector-valued) quantity
of interest we want to estimate. The advantage of controlling the
approximation with this norm is that it can reduce the rank of the
approximation while keeping an accurate estimation of the quan-
tity of interest. However, the computation of such goal-oriented
approzimations requires dedicated algorithms. We first propose an
iterative solver with low-rank truncations of the iterates, where the
truncations are controlled with respect to the goal-oriented norm.
We then propose an ideal minimal residual approach which is sim-
ilar to the one introduced in Chapter 4. Finally, applications in
uncertainty quantification are considered, where the quantity of in-
terest is defined as the expectation or the conditional expectation of
some variable of interest.
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1 Introduction
We consider a linear equation formulated on a tensor product space:

When using low-rank tensor approximation techniques, we look for an approximation
of the solution w in a subset of low-rank tensors M, (X) C X, such as a subset
of Tucker or Hierarchical Tucker tensors. However, obtaining accurate low-rank
approximations require in practice a huge computational effort. Besides, in many
situations, one is not interested in the solution u itself, but rather in some partial
information on u, called a quantity of interest. This quantity of interest can take
the form
s = Lu,

where L € L(X, Z) is a continuous linear application from X to some Hilbert space
Z. Primal-dual approaches can be applied, where an approximation of s is obtained
by solving a dual problem. This approach is used when the quantity of interest s is
a scalar, which corresponds to L € X’ or equivalently to Z = R. The extension of
this strategy to vector-valued or functional-valued quantities of interest is possible.
In that case, the dual variable is an operator and its approximation requires appro-
priate techniques.

The main motivation of this chapter is to propose strategies for the goal-oriented
low-rank approximation of u. The idea is the following. Since only a partial infor-
mation is needed, it should be possible to build an approximation with a very small
rank which still provides a good estimation of the quantity of interest. For this

purpose, we propose to define a goal-oriented norm || - ||x, over the space X which
is such that

lvll%, = lvli% + ol Loll% (5.2)
for all v € X, where || - ||x and || - ||z are the natural norms in the spaces X and Z

respectively, and « is a positive scalar. The idea is that, for a sufficiently large value
of a, an approximation of u with respect to the goal-oriented norm will provide a
controlled approximation of s = Lu. The aim of this chapter is to propose algo-

rithms for the a priori construction of such goal-oriented low-rank approximations.

The outline of this chapter is as follows. Section 2 introduces the natural norms
over the spaces X and Z, and demonstrates the expected benefits of using the goal-

oriented norm. In Section 3, we propose two strategies for the a prior: construction
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of a goal-oriented approximation. The first one consists in using iterative solvers with
goal-oriented low-rank truncations of the iterates. The second one relies on an ideal
minimal residual formulation. Examples of applications to parameter-dependent
equations are presented in Section 4. In particular, we emphasize on the computation
of expectations, or of conditional expectations, which are classical linear quantities
of interest in uncertainty quantification. Finally, numerical results are presented in
Section 5.

2 Choice of norms

In this section we define what we call the natural norms for the spaces X and Z.
Then, we give some properties of the goal-oriented norm defined by (5.2) and we
show the interest of using such a norm with a toy example.

2.1 Natural norms

When considering a tensor Hilbert space X = X} ®...® X, the natural norm ||- || x
is the crossnorm, called the canonical norm. It is induced by the norms over the

spaces X1,..., Xy such that
WP @.. @o?x = [[vWx, ... [0]x, (5.3)

holds for all v € X,,, v € {1,...,d}, where ||-||x, is the norm on the Hilbert space
X,. We denote by Rx : X — X’ the Riesz map associated to || - ||x such that for
all v e X,

ol = (Rxv,v).

where (-, -) denotes the duality pairing. Then we have Rx = Ry, ® ...® Rx, where
Ry, is the Riesz map associated to || - ||x,. Let us note that the inverse of Rx is
given by Ry' = Ryl ® ... ® Ry

A natural norm for the space Z is the one induced by L and || - ||x which is
defined by
Jellz = _jnf ol (5.4

for all z € Z. Here we need L to be surjective (i.e. Z = range(L)).
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Proposition 2.1. The Riesz map associated to the norm || - ||z defined by (5.4)
is

Ry = (LRZLY) ™. (5.5)

Furthermore we have

IL]|x-z = 1. (5.6)

Proof: Since L is assumed to be surjective, the operator LR}lL* 4 — 7 s
invertible, so that we can define Ry = (LRy'L*)™!. We show now that the norm
| - ||z defined by || - ||% = (Rz-,-) satisfies (5.4).

Let z € Z. For any v € X such that Lv = z we have

! ! .y ,
|z]|z = sup <Z,/z> _ M — M < <v/,v>
A PR AT Tl A 17 PO AT e

= [lvllx

Taking the infimum over v € X subject to Lv = z, we obtain ||z||z < inf,ex o= ||v] x-
Moreover, let us consider vy = R}lL*RZz € X. By construction, we have Lvg = 2
so that

inf |Jollx < lvollx = IL°Rzz]x = [|2] 2.
veX,Lv=z

Then we obtain (5.4).
To show (5.6), let us note that (5.4) yields

[Lvllz = inf flwllx < flo]lx
weX,Lw=Lv

for all v € X. Dividing by ||v||x and taking the supremum over v € X, we obtain

|L||z-x < 1. Finally, we fix vg € X and we consider wy = Ry'L*RzLvy € X.

We have

L L L
Ll — sup J0lz 5 Dol _ Ll _
vex [lllx T flwollx ([ Lwvollz
which gives || L||z_x > 1. Therefore we have (5.6). n

Remark 2.2. The choice (5.4) for the norm Z is not mandatory, but it makes the
forthcoming analysis easier. Also, this norm is natural for many applications. To
illustrate this, suppose that X = H*(S2), where ) is a Lipschitz domain, and let
L be the trace operator associated to some part T' of 9. The space Z = H'/?(T")
is the range of L, and the natural norm in H'/?(T") is defined by (5.4).
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2.2 Goal-oriented norm

The goal-oriented norm defined by equation (5.2) is associated to the Riesz map
Rx_, given by

Rx,=Rx +aL"RzL. (5.7)
Indeed, we can write (Rx,v,v) = (Rxv,v) + a(RzLv, Lv) = ||v|%, for v € X. In
the forthcoming sections, we will need the inverse of Rx_. It is provided by the
Woodbury formula

Ry = (Rx +aL*RzL)™"
= Ry — aRY'L*(R;' + aLR ' L") 'LR,
=Ry —aRYL((1+ )R, LR

«

=Ry — - aR;(lL*RZLR;(P (5.8)
Finally, let us note that
[ L]l [ Lol 1
IL|IX,— 7 = sup = sup = -
T ex Pl vex Il + all Lol ( HLUHQZ) 1
su 5
vex lvll%
and since ||L||x_z = 1, we have
1
L = :
IZllxenz = =

Let us assume that we dispose of an approximation v of u with a controlled

relative precision € > 0 measured with respect to the goal-oriented norm, i.e.
lu = vllx, < ellullx,- (5.9)
Provided ||s]|z # 0, we can write

lu—oll%, _ & llulk, _ ollulX/lsl% +«

sl ~ 1+a slZ I+a

— 2
lls = Lvllz < e [ ta (5.10)
15|z 1+«

holds, where C' = |ju||x/||s|lz > 1.

Is — Lol

Isl%

< ILIX, -z

)

so that the relation
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The advantage of using the goal-oriented norm is twofold. Firstly, for large values
of a, the bound £1/(C? + a)/(1 + «) in (5.10) is getting closer and closer to &, so
that the condition (5.9) tends to ensure a relative precision ¢ for the quantity of

interest. Secondly, when considering low-rank approximations v, € M, (X) of u,
we expect the rank r which is necessary for obtaining (5.9) to decrease when «

mcreases.

A simple illustration. To illustrate this second advantage, let us consider a
matrix v € X = R™" = R” ® R® whose entries are the pixels of the picture
given on Figure 5.1(a). When considering the canonical 2-norm for R", the natural
norm on X defined by (5.3) is the Frobenius norm such that [Jull% = >70',_, uf;.
We choose the quantity of interest s € Z as a part of the picture (see Figure
5.1(e)) represented by the red rectangle on Figure 5.1(a). We have Z = R"*"2 and
sij = (Lu);; = uz, g, where T and J are the vectors of the corresponding pixel
indices. Here, the norm on Z defined by (5.4) is nothing but the Frobenius norm
over Rz We consider low-rank approximations of u in the subset of tensors C,(X)
with rank bounded by 7. We solve the minimization problem min,, c¢, (x) ||u — v, || x,
for different values of r and a using an alternating minimization algorithm (see
Chapter 1 Section 3.3.3). The approximations v, and Lv, are plotted on Figure 5.1
for r = 10. Qualitatively, the approximation of the quantity of interest is getting
better when « increases. Table 5.1 also shows that for fixed ranks, the relative
error ||s — Lu.||z/||s||z is decreasing when « increases. However we don’t observe
significant improvements when « > 100. In fact, since LC,(X) = C.(Z), we have
min,, ce,(x) ||v — vl x. /||ullx, = ming cc.(z)||s — s||z/||ul|z for sufficiently large
values of «, so that the approximation v, yields the best possible approximation of
the variable of interest s, &~ Luv, in the low-rank tensor subset C,.(Z).

Of course, for this example, we could have computed directly a low-rank ap-
proximation s, € C.(Z) of s = Lu € Z without using the goal-oriented norm. But
for the intended applications where u is the solution of equation (5.1), s cannot be
computed directly since u is unknown.

3 Algorithms for goal-oriented low-rank approxima-

tions

In this section, we propose algorithms to compute goal-oriented low-rank approx-
imations, i.e. approximations of u in a set of low-rank tensors M, (X) such that

(5.9) holds for a given €. We first present a method based on iterative solvers with
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(d) v, with e = 100.
e -

(b) v, with a = 0. (¢c) v with a = 5.

(e) Quantity of interest

(f) Lv, with a = 0. () Lv, with a=5.  (h) Lv, with a = 100.

S.

Figure 5.1: Goal-oriented low-rank approximation of a picture: representation of
u and of the quantity of interest s (part of the picture corresponding to the red
square in 5.1(a)). The rank for the approximation v, is r = 10.

r=1 r=2>5 r =10 r=20 r =50
a=0 23x1071 [ 1.2x107! [ 89x%x 1072 [ 39x1072 | 1.9 x 10~2
a=1 1.8x1071 | 11x 107! | 87x1072 | 3.4x 1072 | 1.4 x 102
a=5 11x107Y | 6.8x1072 | 4.0x1072 | 21x1072 | 6.8 x 1073
a =10 1.1x107 [ 46%x1072 | 31x1072 | 1.2x1072 | 3.5 x 1073
a=100 | 1.1x107! | 52x1072 | 28%x1072 | 1.1 x 1072 | 3.2 x 103
a=1000 | 1.1x107 | 52x 1072 | 28 x 1072 | 1.0x 1072 | 3.1 x 1073

Table 5.1: Goal-oriented low-rank approximation of a picture:

relative error ||s —

Lv,||z/|lIs||z for different ranks r and weights a.

low-rank truncations using explicit preconditioners. Then, and similarly to [17], we
propose a gradient-type algorithm which relies on an ideal minimal residual formu-
lation. This algorithm can be interpreted as a gradient algorithm using an implicit
preconditioner.
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3.1 Iterative solver with goal-oriented truncations

We propose here a Preconditioned Conjugate Gradient (PCG) for the solution of
equation (5.1). Such strategy as been already proposed in [89]. This algorithm
requires the operator A : X — X’ to be symmetric positive definite (SPD), and
it also requires a preconditioner P : X’ — X which is also SPD. When using
representations of the iterates in a low-rank tensor format M, (X), one needs an
additional truncation step to avoid the representation rank to blow up. We propose
here to define truncations by means of an approximation operator IT%, : X — M,.(X)
such that for any = € X, IIf (z) is a low-rank approximation of x with a relative

precision £ with respect to the goal-oriented norm || - ||x,, i¢.e. such that
TG (2) — 2l x, < elleflx.- (5.11)

The resulting algorithm is summarized in Algorithm 8. Note that II is applied in
steps 4 and 8.

There are different possibilities for the definition of the truncation operator IL,.
Note that in the general case, the goal-oriented norm || - ||x, is not a crossnorm,
meaning that there do not exist norms on the spaces X, such that || - ||x, satisfies
(5.3) (see the structure of Ry, given by (5.7), which is the sum of two terms). As
a consequence, one cannot use methods based on Singular Value Decompositions
(SVD) for the low-rank approximation of a tensor with respect to the goal-oriented
norm (see Chapter 1, Section 3.3.1). Then we propose to use a greedy algorithm
based on rank-one corrections with additional update steps, as described in Chapter
1, Section 3.3.4 (see also Appendix 7).

In some particular situations, the goal-oriented norm can be a crossnorm. This
is the case when considering a norm induced by goal-oriented norms || - ||x, on the
spaces X, see Section 4.2. Then low-rank approximation based on SVD can be
applied for the practical implementation of IIS.

Note that the principle of the PCG is to minimize the error measured with the
norm || - ||4 defined by || - |4 = (4-,-). In other words, the PCG algorithm does not
really minimize the error associated to the goal-oriented norm. Only the truncation
steps are goal-oriented. In the following section, we propose a method which is
based on an ideal minimal residual formulation which aims at minimizing the error

measured with the goal-oriented norm.
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Algorithm 8 Preconditioned Conjugate Gradient with goal-oriented truncation
Require: A : X — X', b € X', a preconditioner P : X’ — X, and a truncation
operator II;, : X — X.
1: Initialize r® = b, 20 = Pr0, p° = 2% and k = 0.

2: while v* not converged do

30 o=t pb) /(0" Apt);

4 uPT =TI (uf + oFph);

5 rktl=b— AuFt

6: Ml = prhtl

BB = (R, ) [ A
8 P = TE (2 + Bph):

9 k=k+1,

10: end while

11: return u”

3.2 A method based on an ideal minimal residual formulation

We propose now a method for the goal-oriented low-rank approximation of v which
relies on an ideal minimal residual formulation. The principle is to use an ideal resid-
ual norm which allows us to reformulate the approximation problem (5.9) without
involving the solution w itself. Then, and similarly to [17] (see Chapter 4), we
propose a gradient-type algorithm for the solution of the resulting minimization
problem. Contrarily to the PCG algorithm introduced in the previous section, this
method does not require the operator A to be SPD.

We assume that A is an operator from X to Y, the dual space of a Hilbert space

Y. This space is endowed with an ideal residual norm || - ||y, such that
[Av = blly; = llu = vllx. (5.12)

for any v € X. The relations
[Avl2, = (Ry!Av, Av) = (A" Ry Av,v),
V], = (Rx,v, ),

hold for any v € X. Then the Riesz map Ry, associated to the norm || - ||y, satisfies
A*Ry'A =Ry, & Ry =A7Ry,A™' & Ry, = AR A" (5.13)

Relation (5.8) provides an explicit expression for R}i, which also provides an explicit

expression for Ry, . Thanks to relation (5.12), the equation (5.9) can be rewritten
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as the following condition on the residual
[Av, = blly; < ellbllvs, (5.14)

which does no longer involve the solution u. However, the norm || - [|y; can not be
directly computed since it requires the inverse of the Riesz map Ry, which is not
available.

We propose now a variant of the gradient-type algorithm introduced in [17]
for computing a low-rank approximation of u verifying (5.14). We assume that Y
possesses a tensor product structure Y =Y, ® ... ® Yy, and we define the low-rank
approximation operators A° : Y — Y such that for any y € Y, A?(y) is a low-rank
approximation of y satisfying

1A% () = yllv, < dllylly. (5.15)
Let {u*}rs0 C X and {y*}1>1 C Y be two sequences defined by

Yy = ARy (Au” - ), (5.16)
W =TI (uf — Ry A*yF), (5.17)

with u® = 0, and where IT¢, is the approximation operator defined in the previous
section (see Equation (5.11)). The resulting algorithm (5.16)—(5.17) can be inter-
preted as a gradient-type algorithm. Indeed, the quantity R;(iA*yk“ in (5.17) can
be interpreted as an approximation (with a relative precision d) of the gradient
(u¥ — u) of the function v — ||(u — u*) —v[|%.. The following proposition gives a
convergence result for this algorithm.

Proposition 3.1. Assuming that 6(1 + ¢) < 1, the sequence {u*};>o defined by
(5.16)—(5.17) satisfies

lu — u*llx, 3

e, ST=oase FOEFeN" (5.18)
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Proof: Let w*™ =u* — Ry A*y*™ and r*¥ = Au¥ — b. For any k > 0 we have

lu =t x, = (1w — ™) = (5 (™) — 0™y,
< Jlu = wlx, + () —

(5-11) k+1 k+1
< u—w"x, + el x,

k+1)

X(y

= lu—w*x, +ell(u —w™) —ullx,
< (14 o) —w ™, +ellullx,

= (1+ )| Ry (Ad* — b) — y* v, + ellul|x.,

5.15)
< O(1+ )| Ry (Au® = by, + ellullx.,
= 0(1 +¢)[lu — u*[|x, + ¢llullx..-

Provided §(1 + ¢) < 1, we obtain by recurrence that

lu = w¥llx, < (6(1+ ) flu —u’|lx, +¢

holds for k > 1. Since u® = 0 we obtain (5.18). .

In the same way as for II;,, we can use a greedy algorithm with additional update
steps for the definition of the approximation operator A°. Denoting r* = Au* — b,
the idea is to minimize the function J : y — ||Ry!r¥ —y||3. over subsets of low-rank
tensors. The solution of this minimization problem does not require the knowledge
of R;jrk. Indeed the corresponding stationarity condition is (r* — Ry. y, y) for any 4
belonging to the tangent space of a subset of low-rank tensors. However, evaluations
of the function J cannot be obtained without knowing R{,alrk. In practice, an error
estimator based on stagnation is used. Therefore, the condition (5.15) may not be
satisfied (indeed, the algorithm may stop before reaching the relative precision 9),
so that the convergence result given by Proposition 3.1 is not ensured. Let us note
that this algorithm is not the only possible algorithm for the definition of A°. One
can for example use an iterative solver where the iteration process is stopped when

the desired precision ¢ is reached.

4 Application to uncertainty quantification

We consider a parameter-dependent equation A(§)u(§) = b(€), where u(§) belongs
to a Hilbert space V. The parameter £ = (£, ...,&y) is a random vector that takes
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values in the parameter set = = =; X ... X &4, with =, C R. We assume that the
components of £ are independent, and that

ueEX=VR5®...0 5,

where for all v € {1,...,d}, S, = Liw (Z,) and p®) is the law of &,. In this section,
we discuss different possibilities for quantities of interest of the form s = Lu, where
L : X — Z is a linear function. Then we detail the structure of the natural norm in
7, and of the goal-oriented norm in X. Finally, approximation based on polynomial
interpolation of the solution map is considered.

4.1 Linear quantities of interest

First we consider the case where we want to compute the expectation of a variable
of interest defined by & — (I, u(§)) for some extractor [ € V’. For simplicity, we
assume that [ does not depend on £. The quantity of interest s € Z =R is

s =E({l,u(f))), (5.19)
which linearly depends on u. For any v € {1 d} we deﬁne the expectation
function e) € S such that for any A € S, ( f A€ Y)(€,) is the

expectation of \. We introduce the linear apphcatlon L deﬁned by
L=lgeV®...0e9, (5.20)

such that for any elementary tensor v = v® @ v @ ... ® v¥ € X with v ¢ V

and v € S, we have
Lo = ([, v (e® oMy (@ @),
= (1,v) E(v(&)) ... E(v'9 (&),
=E((l,v(£)))-
Then L is extended by linearity to X, so that s defined by (5.19) satisfies s =

Lu. Note that L is a rank-one tensor. When considering a parameter-dependent
extractor [(£), the rank of L can be larger than one.

Remark 4.1 (Vector-valued or functional-valued variable of interest).

Assume that we are interested in the expectation of a vector-valued or functional-
valued variable of interest & — [(u(§)) € W, where | € L(V, W) with W a Hilbert
space. For example, l[(u(§)) can be a vector containing several scalar-valued vari-
ables of interest (W is then an Euclidean space), or a function (W is then a function
space). We can also choose [ as the identity operator on V (with W = V'), meaning
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that the variable of interest is the solution u(§) itself. In any case, the quantity
of interest s = E(l(u(£))) belongs to Z = W, and we can write s = Lu with L
defined as in (5.20).

In the case where we want to compute the variable of interest itself, the quantity
of interest s € Z = S1 ® ... ® Sg = L7(Z) is defined by

s: & (Lu(f)). (5.21)
We can write s = Lu with
L=131Vg..@I9 (5.22)

where for any v € {1,...,d}, I"”) denotes the identity operator on S,,.

Now, assume that we want to compute the conditional expectation of a variable
of interest £ — ([, u(&)) with respect to the random variables & = (§,),er, Where
7 C {1,...,d}. The quantity of interest s € Z = ®,¢,S, is defined by

s: &= E((Lu(€))|ér)- (5.23)
We have s = Lu where L is defined by

V=10 ifyer

. 5.24
10— ) iy s (5:24)

L=1Ye.. 1?9 with {
The conditional expectation appears in the expression of the Sobol index! S, =
V(s(&))/V((l,u(§))), which represents the contribution of the random variables &,

to the variance of the variable of interest, see [117].

Remark 4.2. Note that if 7 = (), L defined by (5.24) yields the expectation of
the variable of interest, see equation (5.20). If T = {1,...,d}, L corresponds to the
definition (5.22), meaning that the quantity of interest is the variable of interest
itself.

4.2 Properties of the norms

For any v € {1,...,d}, the natural norm | - ||s, in S, is such that [|A|§ =
(Rs,\, \) = J= A §V 2du™)(€,) for any A € S,. The Riesz map associated to the
natural norm in X is Rx = Ry ® Rg, ® ... ® Rg,, where Ry is the Riesz map

1V denotes the variance.
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associated to || - ||y

We discuss now the structure and the properties of the natural norm of Z, where
L is defined by (5.24) for some 7 C {1,...,d}. Thanks to relation (5.5), we can

write

R,' = LR L,
— (vaz,z><H<Rsl @) e® >(®I )
véT VET
= (W TL0e s, ) @ st (5.25)
véT VET
Note that for any v € {1,...,d} we have
YA - v d y [All e (Ev)
||6(V)||S{/ = sup — < > f 5 M (5 ) S sup # S 17
€S, ||>\||s AES, ||)‘||L ) E) AES, ||)‘||Li(y>(:u)

and

(v)
f )‘ él/ dﬂ (fu) ">

1.

le®]|s, = sup
xes, Al 2, @)

Then |le,||s; = 1, so that relation (5.25) provides the following simple expression for
the Riesz map Ry:

1
Rz = —+ X Rs,. (5.26)
. &
As a consequence, the natural norm for Z is such that ||Lv||z = HlHV,lHLvHLz( (=)

for any v € X, where =, = X,¢, X, and pu(” = ®,¢,u®. Up to the constant ||I||;/,
this is the usual norm of L2, (Z-).

Finally, let us consider the case where the quantity of interest is defined by
(5.21), or equivalently by (5.23) With T ={1,. d}. For any elementary tensor
v=v02vWe.. v ecX, withv® eV and v € S, and according to (5.26),

we have

loll%, = lv]% + allLolZ,
= WO ME, - o DNE, + allll? oY oG, - @3,
= (Jo 21 + alltlly7 (L o2 ) oD, -l S,
o ©2,

where || ||y, can be interpreted as a goal-oriented norm on V. As a consequence, the

norm || - ||x, is a crossnorm which is induced by the norms || - [|v,, || - lsys- -5 || - || s,-
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4.3 Approximation of u(¢) by interpolation

In practice, the computation of the quantity of interest requires an approximation
of the solution map. In this section, we consider a polynomial interpolation of
& — u(§). We interpret the collection of the solution evaluations at the interpolation
points as a tensor which is the solution of a tensor-structured equation. Then we

address the question of the natural norms for the approximation of this tensor.

Remark 4.3. Interpolation is not the only possibility for the approximation of
u. For example, we could have considered a spectral stochastic Galerkin approxi-
mation (using polynomial approximation space). The proposed goal-oriented low-
rank approximation method also applies in this framework.

For the sake of simplicity, we assume that V' is the euclidian space R™ of di-
mension n (A(§) is a n-by-n matrix). For any v € {1,...,d}, we consider the
Lagrange polynomials ¢\", ..., ") of degree p, — 1 such that ¢\") (&) = 6;; for any
1 <i,5 < p,, where €L, ... P are the interpolation points. Here we choose the
Gauss points, meaning that & is the j-th root of a polynomial of degree p, which
is orthogonal (with respect to the scalar product of S,) to any polynomial of degree
strictly less than p,. We consider the multivariate interpolation u of u defined by

W)=Y w [[e ) (5.27)

=1 ig=1 v=1
where w;,_;, = u( il, e 2"’). The tensor u satisfies
Au=b, ueX =R"QR"®...® R, (5.28)

where A is the block diagonal operator that contains the matrix A(£5, .. ., fcild) on the

(i1, .. .,iq)-th term of the “super” diagonal, and b the vector containing b(£I', .. ., ff)
on its (iy,...,4q)-th component. Note that problem (5.28) is an algebraic version of

problem (5.1).

In the following, for any v € X, we denote by v € X the polynomial function
defined by (5.27) where we replace u by v and u by v. We show how to compute
Lv, starting with the case where L is defined by (5.20). For any elementary tensor
v=vO®. . @v¥in X, with v(? € R* and v(*) € R, we have

p1 Pd
V0 (Z vgwgp) ©... (Z v§j>w§j>> | (5.20

i1=1 ig=1
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so that we can write

P1 Pd
L= (1.vO) (zvgwwgm) (zvgjxed,m) |
i1=1 ig=1

= (I, v (WD vy (W@ vD) = Ly,

where L € X' is defined by L = [ @ M @ ... ® w@, with w® € (RP). For the
sake of simplicity, we consider now that w® € RP* is a vector, and that the duality
paring (-, -) is the canonical scalar product of R?¥. Then wfy) f:y @b L) dp®(€,)
is the weight associated to the Gauss point £. The generalization to the case where
L is given by (5.24) is straightforward. The space Z is given by Z = ®,¢.RP and
the application L : X — Z is

M =r, ifver

5.30
10— iy g (5.30)

L=V . «IY9 with {

where [, is the identity matrix of size p,. Then the quantity of interest Lv € Z is

Li =Y (Lu); Qv

€L, VET

given by

where Z, = x,.{1,...,p,}.
Now we address the question of the norm in X. We propose to define || - ||x such

that the relation HVHX = ||v]|x holds for any v € X. Given an elementary tensor
v=v9D®...®@v® and thanks to (5.29), we can write

1B = IV HH Z Vi,

— (Rov®, v H / Sovue £)) (&),
= (Ryv®.v H 3 v O @) (6)d (6),
o B =R )i s ’
= (Ryv ﬁ R,v" = (Rxv,V).

Here, the Riesz map Rx associated to || - ||x is given by Rx = Ry @ R1 ® ... ® Ry,

where for v € {1,...,d}, R, is the Gram matrix associated to the polynomial basis
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{@/}Y), . ,w,(,':)}. The advantage of using the Gauss points for the interpolation is
that this basis is orthogonal. Indeed, the quadrature formula » 7", wli”) f(&F) for
the approximation of fEV f(&)du™) (&) is exact when f is any polynomial of degree
(v)

less than 2p, — 1. Since for all 1 < 4,5 < p,, the polynomial wgy)w-

;s of degree

2(p, — 1), we can write

(€ (€)dnP(6) =Y w e e (€h) = 3 w0 kdin = w6
v k=1

k=1

[1]

As a consequence we have R, = diag(w®). In particular, the computation of the
inverse of Rg, is straightforward.

To conclude this section, we note that the natural norm in Z (defined by (5.4)
when replacing || - || x by || - ||x and L by L) satisfies the relation

weX weX weX
Lw=Lv Lw=Lv Lw=Lv

for any v € X. Then we can write
[ Lu — Lvl|z < |[Lu — Lif|z + || Lt — L[|z < [Ju — ullx + [[Lu — L],

so that the error on the quantity of interest || Lu— Lv|| 7 is bounded by the sum of the
interpolation error |ju—u|| x and the approximation error |[Lu—Lv||z. This suggests
that it is not necessary to compute an approximation v of u with a precision (on the
quantity of interest Lu) lower than the interpolation error. Also, this justifies the
use of the goal-oriented norm for the space X since, up to the interpolation error,

the error ||[Lu — Lv||z controls the precision on the quantity of interest.

5 Numerical experiments

5.1 Iterative solver (PCG) with truncations
5.1.1 The cookie problem

Consider the boundary value problem

—V - (k(§)Vuex(§)) = f on €, (5.31)
Uex (€) = 0 on S

The diffusion coefficient (&) is equal to 1 on 4 U €y, and to & on the domain
Q; for © € {1,...,8}, see Figure 5.2. Here, £ = (&,...,&) is a random vector
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with independent components which are log-uniformly distributed on [107!,10'].
The source term f is equal to 1 on {29 and zero elsewhere. We consider a finite
element approximation space span{¢i,...,¢,} C Hi(Q) of dimension n = 2413,
where {¢1,...,¢,} are piecewise linear functions associated to the mesh given on
Figure 5.2. The vector u(§) € V = R"™ containing the coefficients of the Galerkin
approximation u”(§) = D7 u; (€)@ of uex(€) is the solution of the linear system
A(&)u(€) = b. The matrix A(€) is given by A(€) = (A + Ag) + 320, &A,;, with
(Ai)pg = Jo, VOV oy, and b, = [, ¢, We define the norm of V such that [[v]|y =
||vh||H3(Q) for any v € V, where v" = >  v;¢;. As a consequence, Ry is the
matrix such that (Ry),, = [,V$,V¢, The quantity of interest is defined by
s: & (l,u(§)) which is the mean value of the solution over the domain €;:

1
] Jo,

560 (L u(e)) u(€).
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Figure 5.2: Geometry and mesh of the cookie problem.

Following the methodology presented in Section (4.3), we consider a polynomial
interpolation of u(§) on a tensor-structured interpolation grid using p = 10 interpo-
lation points in each dimension, see (5.27). The tensoru e X =R"@R’ ®@... @ RP
containing the evaluations of the solution at the interpolation points is the solution
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of problem (5.28). The operator A is given by

A=(A+A4)RI®.. [+AD;®...01
+A4,I0D,®...01

+A3®I®...9 1® Dy,

with D, = diag(&l, ..., £P), where £ is the i-th interpolation point on the dimension
v. The vector b is given by b=0® c® ... ® ¢, where ¢ € R is a vector with all
components equal to one. The quantity of interest is then Lu, with L defined by
(5.30) with 7 = {1,...,8}.

We consider here low-rank approximations of £ — u(¢) in the Tensor Train for-
mat, meaning approximations with bounded ¢-ranks for ¢t € {{1},{1,2},...,{1,...,8}},
see Chapter 1, Section 3.2, Equation (27). As mentioned in Section 4.2, the goal-
oriented norm is here a crossnorm, so that we can use a SVD algorithm for the
practical implementation of I15. The algorithms proposed in [107,108] can be ap-
plied by taking into account the fact that we are using the goal-oriented norm.

5.1.2 A posteriori goal-oriented approximation

In order to assess the advantage of using the goal-oriented norm, we study here the a
posteriori goal-oriented low-rank approximation of the tensor u. We first compute
an approximation u,s of u which is sufficiently accurate to serve as a reference
solution. Such approximation is computed by Algorithm 8 (PCG) with e = 107°
(using the natural norm || - ||x for the truncations), where the preconditioner P is
defined by

P=A¢ "'"0l®..®I, (5.32)

with € = E(¢) = (0.5,...,0.5), and I the identity matrix of size p = 10. Then
we compute the goal-oriented low-rank approximation IIZ (uef) of us. Table 5.2
shows the t-ranks of II¢ (u,ef) for different values of a and €. Note that the ranks
increase when ¢ decreases, which was expected since we demand more precision on
the approximation. Also, we observe that for large values of «, the ranks are getting

smaller, which confirms the interest of using the goal-oriented norm.
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e=10""1 e=10"7 e=10"3 e=10"1%

[ 0 | 10 | 100 | 1000 0 10 | 100 | 1000 0 10 | 100 | 1000 0 10 | 100 | 1000
t= {1} 9 9 6 1 27 21 14 9 52 49 37 24 81 e 61 51
t={1,2} 8 8 5 1 25 | 20 14 8 49 | 46 34 22 73 | 70 60 50
t=1{1,2,3} 7 7 4 1 19 | 15 11 7 39 | 37 28 18 64 | 60 54 43
t={1,...,4} | 6 6 4 1 15 | 12 9 6 31 | 29 21 15 56 | 52 43 36
t={1,...,5} 5 5 3 1 11 8 6 5 23 21 15 11 49 43 33 28
t={1,...,6} 4 4 2 1 7 6 4 4 14 14 10 8 33 27 20 17
t—{l,...,7} 3 3 2 1 5 4 3 3 8 8 6 5 15 13 10 9
t= {1, .. ,8} 2 2 1 1 2 2 2 2 3 3 3 3 4 4 4 3

Table 5.2: Cookie problem: t-rank of the a posteriori goal-oriented low-rank ap-
proximation TIZ (u,ef) of u,er for different values of o and e.

5.1.3 Truncated iterative solver

Now, we consider the Algorithm 8 (PCG) with goal-oriented truncations. Figure 5.3
shows the convergence curves for different values of a and €. In all cases we observe a
first convergence phase, and then a plateau which corresponds approximately to the
precision €. The convergence curves are slightly deteriorated for large values of «,
see for example the oscillations of the curve o = 100 and € = 107!, and the plateaus
which are slightly higher when « increases. This indicates that the performances of

the proposed algorithm deteriorate (moderately) for high values of .

100 ¢ 5 100
Jo-t A

1072

1073

104 104

(a) a=0. (b) a = 100. (¢) a = 1000.

Figure 5.3: Cookie problem: evolution of the relative errors on the solu-

tion |[ues — uf||x, /|| uet||x, (continuous lines) and on the quantity of interest

| Luges — Lu®||z/|| Lz (dashed lines) with respect to the iterations for different
values of o and e.

Figure 5.4 shows the t-ranks of the iterates u* for different values of a with a pre-
cision € = 1073 (Figures 5.4(a),5.4(b) and 5.4(c)) and € = 10~* (Figures 5.4(d),5.4(e)
and 5.4(f)). We observe that in the first iterations the ranks increase. Then the
ranks decrease and converge. Note that for large o the ranks are significantly smaller,
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which illustrates the benefits of using the goal-oriented norm.

— t=1  t=3 t=5—1t=7 — t=1  t=3 t=5—1t=7 — t=1  t=3 t=5—t=7
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(a) e = 10_3, a=0. (b) e = 10_3,04 = 100. (c) e= 10_3,a = 1000.
—t=1  t=3 t=5—1t=7 —t=1 t=3 t:s—t:7‘ —t=1  t=3 t=5—1t=7
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/ \ | |
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/// - ) /5.
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(d) e=10"%a=0. (e) e =107% a = 100. (f) e = 1074, a = 1000.

Figure 5.4: Cookie problem: t-ranks of the iterate u* during the PCG iteration
process, for e = 1073 and € = 1074

5.2 Ideal minimal residual formulation

5.2.1 Benchmark Opus

We consider now the benchmark OPUS already presented in Chapter 2, Section 5.2.
The parameter-dependent linear system A(&)u(€) = b(€) of size n = 2.8 x 10? re-
sults from the finite element discretization of an advection-diffusion equation which
models the cooling of two electronic components. Four random parameters are con-
sidered: a geometrical parameter, a thermal conductance parameter, the diffusion
coefficient of the components, and the amplitude of the advection field. The vec-
tor & € R* which contains these parameters is a random vector with independent
log-uniform components. The variable of interest is here defined as the mean tem-

perature of the two electronic components which correspond to the subdomain ;¢
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(see Figure 7 of Chapter 2). We have
1 h
£ (Lul@) = o [ @),
¢ JQic

where u"(£) = Y7 u;(€)¢; is the Galerkin projection of the PDE solution on
the finite element approximation space span{¢i,...,¢,}. We consider the con-
ditional expectations of (l,u(§)) with respect to the variables & = (&,),e, for
T E {{1},{1,2}, {1,2,3}}, see (5.23). Here, we will compute these quantities of
interest separately (i.e. one computation for each 7). Note that it is also possible
to consider a unique quantity of interest which is a vector containing these three
quantities of interest. However, we don’t investigate this possibility here.

Similarly to the cookie problem, we consider the polynomial interpolation of u(§)
defined by (5.27) with p = 20 interpolation points in each dimension. The tensor u
belongs to X = R" ® RP ® ... ® RP, and is the solution of the algebraic equation
Au = b, see (5.28). For each value of 7, the quantity of interest is then Lu, with
L defined by (5.30). The Riesz map Rx is defined as Rx = Ry @ Ry ® ... ® Ry,
where for v € {1,...,4}, R, is the diagonal matrix containing the weights of the
interpolation polynomials associated to the dimension v, see Section 4.3. For the
sake of simplicity, Ry is the identity matrix of size n (meaning that the norm of
R™ is the canonical norm). Note that the inverse of Rx can be easily computed, so
that, thanks to (5.8), the operator Ry, defined by (5.13) can be explicitly computed.

We consider here low-rank approximations in the following tree-based tensor
subset
HI(X) = {x € X :rank,(x) <1, t €T}, (5.33)

where T is the unbalanced tree given on Figure 5.5. We refer to Chapter 1, Section
3.2, for more information about this tensor format. For the approximation operators
I15, and A2, we use a greedy rank-one algorithm with update of the core tensor. We
refer to Appendix 7 for a detailed presentation of the algorithm. When using such
algorithm, the ¢t-rank of the resulting approximations is bounded by the number of
greedy iterations. In the following and for simplicity, the “rank” of a tensor resulting
from the approximation operators I, or A’ refers to its largest t-rank for t € T
(which is in practice the number of greedy iterations). Finally, as mentioned in
Appendix 7, the rank of the approximation is bounded by 20 for computational
reasons (this is due to the update phase of the core tensor, which involves the
solution of linear systems whose sizes scale in O(m?3) where m is the number of

greedy iterations).
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PN

(d—1,d}
N

{d—1} {d}

Figure 5.5: Unbalanced tree.

5.2.2 A posterior: goal-oriented approximation

We study here the a posteriori goal-oriented approximation of the tensor u. Here
again, we first compute a reference solution u,.. To do that, we consider the Galerkin
projection of u(£) on a reduced space which is the span of 300 snapshots of the so-
lution randomly selected. The error in the norm || - ||x (estimated by a Monte Carlo
method on the set of interpolation points) of this approximation is lower than 107¢,
which is considered sufficiently small in the present context. This model order re-
duction makes possible the numerical computation of this Galerkin approximation
at each interpolation point with a reasonable computational time. The tensor U,
is defined as the set of these evaluations.

Then we compute goal-oriented low-rank approximations I (u,.f) for different
values of o and . The relative errors associated to these approximations are plotted
on Figure 5.6. We see that the curves are shifted down when « increases. Also,
the relative errors for the quantities of interest (measured with the norm || - ||z)
are comparable to relative errors for u,; with respect to the goal-oriented norm.
Besides, we observe on Figures 5.6(b) and 5.6(c) that the errors cannot be lower
than a certain bound (see the dashed black curves), even for very large values of a.

To explain this, let us note that when a > 1, we can write

||uref—u7‘||xa ||Luref_Lur||Z

min —— %~ min
weHI(X)  [|Uret|x, u, €M (X) | Lttt z
Lt —
— min [er — 5.2 (5.34)

sreLHT(X) || Litte|z

We understand that the quantity (5.34) (which does not depend on «) corresponds to
the bound that we observe. To show that, we compute the low-rank approximation
of Lu € Z = ®,RP in LHI(X) = HI(Z) using the same greedy algorithm.
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The dashed black curves of Figure 5.6 are the relative errors (measured with the
norm || - ||z) associated to these approximations. Note that for 7 = {1}, we have
LHT(X) = Z, so that the error (5.34) is zero. In other words, for any r, there
exists a tensor u, € HI(X) which exactly reproduce the quantity of interest. This
is why the erros given on Figure 5.6(a) are decreasing for large values of «, even for

a rank-one approximation.

T
—a=0
— a=1 i
—a=10 {
——a=100 ||

T
—a=0
—a=1 i
—a=10 {
——a=100 ||

~ —a=1000 |4 —{——a=1000 [

(a) 7 ={1}. (b) 7 ={1,2}. (c) 7={1,2,3}.

Figure 5.6: Benchmark OPUS: a posteriori goal-oriented low-rank approximation
of uyer. Plot of relative errors with respect to the ranks of I1¢ (u,ef). The Figures are
associated to the quantities of interest given by (5.23) for different set 7. Continuous
lines: relative error on u,s measured with the goal-oriented norm || - ||x,. Dotted
lines: relative error on Lu,, measured with the norm || - ||z. Black-dashed lines:

relative error (with the norm ||-||z) for the low-rank approximation of Lu,ef computed
in LHI(X).

5.2.3 Gradient-type algorithm

We consider now the gradient-type algorithm proposed in Section 3. Here, we present
the results obtained for the quantity of interest (5.23) associated to 7 = {1,2}. Sim-
ilar results have been obtained for the other sets 7.

We run the gradient-type algorithm for different values of a and ¢, and the pa-
rameter ¢ is fixed to § = 107!, Figures 5.7(a), 5.7(b) and 5.7(c) give the relative
errors for the quantity of interest. We observe a first phase of linear convergence
and then a stagnation phase, as predicted by the convergence results (5.18). We
note that for large values of «, the levels of stagnation correspond to the prescribed

precision €. The ranks? of the iterates {u*},>; are given on Figures 5.7(d), 5.7(e)

2We recall that the rank of u® refers to max;er rank; (u®).
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and 5.7(f). We observe that in the first iterations, the ranks are constant and equal
to 20. This indicates that the relative precision ¢ is not reached (we recall that
for computational reasons, we do not authorize ranks larger that 20). But after
some iterations, the ranks are decreasing and then stabilizing around a value which
(roughly) matches the one given on Figure 5.6(b). For example, with o = 10 and
e = 1072, the rank of the a priori approximation is 10 (see Figure 5.7(e)), and the
rank for which the a posteriori approximation achieves a relative error lower than
e is around 9 (see Figure 5.6(b)). Furthermore we observe that the ranks of the
approximation (at convergence of the gradient algorithm) decreases for large values
of a, see for example the curves ¢ = 1072 of Figures 5.7(d), 5.7(e) and 5.7(f).

But it is important to emphasize on the bad behavior of the gradient-type algo-
rithm for large values of a.. Indeed, we observe that the rate of convergence seriously
deteriorates when « increases. This can be explained by the fact that the iterate y*
never reaches the relative precision d, as it should (see Section 3.2). According to
Table (5.3), the ranks of y* remain constant and equal to the maximal value 20. This
reflects the fact that the low-rank approximation of the residual Ry (Au* —b) (see
equation (5.16)) with respect to the norm |- ||y, is a difficult problem for large values
of . However, even if the relative precision d cannot be reached, we still observe
a linear convergence of the gradient-type algorithm. But the corresponding rate of
convergence is so small that we can not obtain the goal-oriented approximation in

a reasonable computational time.

k=1 k=5 ]| k=10 | k=20 | k=40 | k=60 | k=90 | k=120
o [e=10""1 12 15 13 15 14 16 15 14
I e=10"2 13 13 15 13 16 14 15 16
S| e=10"3 12 14 16 14 17 13 14 16
Sl[e=10"1 20 20 20 20 18 20 20 18
Il| e=10"2 20 20 20 19 20 20 19 20
3| e=10"3 20 19 20 20 19 20 20 20
S [e=10""1 20 20 20 20 20 20 20 20
T e=10"2 20 20 20 20 20 20 20 20
5 L e=10"3 20 20 20 20 20 20 20 20

Table 5.3: Rank of the iterate y* with the iterations, for 7 = {1, 2}.
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(d) Rank of u*, with o = 0. (e) Rank of u¥, with a = 10.  (f) Rank of u”*, with a = 100.

Figure 5.7: A priori goal-oriented low-rank approximation of u using the gradient-

type algorithm, see Section 3. Evolution with the iterations of the relative error

|Lu — Lu*||z/||Lul|z (Figures 5.7(a), 5.7(b) and 5.7(c)), and of the rank of the
iterate u* (Figures 5.7(d), 5.7(e) and 5.7(f)), for 7 = {1, 2}.

6 Conclusion

In this chapter, we have proposed different strategies for the goal-oriented low-rank
approximation of the solution of a tensor-structured equation. The basic idea is to
use a goal-oriented norm for the definition of the approximation.

We first proposed an iterative solver with goal-oriented low-rank truncations of
the iterates. The numerical results showed a significant reduction of the ranks of
the approximation. However, this algorithm is not really designed to minimize the
error with respect to the goal-oriented norm.

For the ideal minimal residual formulation, the numerical results showed that
the proposed gradient-type algorithm is able to compute a priori the goal-oriented
low-rank approximation. However, for large values of «, this algorithm becomes
impractical due to its slow convergence. A possible explanation is that the problem

of the low-rank approximation of the residual (see equation (5.16)) becomes ill-
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conditioned when « increases. In order to understand that, let us note that thanks
to relations (5.13) and (5.7), the Riesz map Ry can be written as:

Ry =Ry + (A L*)Ry(LA™).
Using the notation r* = Au* — b, we have
R;jrk € R{,Olrk + range(Q),

where () denotes the so-called dual variable defined by Q = A™*L* < A*Q) = L*.
Note that @ is a linear operator from Y to Z’. Therefore, for large values of «, the
approximation problem y**! ~ R;,alrk involved in (5.16) corresponds somehow to

the approximation of the dual variable, which can be a difficult problem.

To conclude, we showed that the use of goal-oriented norms is promising for the
low-rank approximation when linear quantities of interest are considered. However,
dedicated preconditioning strategies are still needed for the efficient computation of

the approximation.

7 Appendix: practical implementation of the ap-

proximation operators

In this appendix, we give a possible algorithm for the practical implementation of the
approximation operators II¢, and A°. The tensor product space H = H; ® ... ® Hy
denotes either X or Y, the norm || - ||z is the corresponding norm || - ||x, or || - ||v.,
and e refers either to € or to 0. We consider here approximation in the Hierarchical
format H (H) defined by (5.33). Given x € H, the goal is to compute x, € HI (H)
such that ||z — x| g < e||z||u-

An element z, € H}(H) such that ranky,(z,) < r, for all v € {1,...,d}, and

rankg 4 (2,) <7l forall v e {1,...,d — 1} can be written as
T1 Td
T, = Z . Z iy iy xﬁj’ ®...Q xl(-j), (5.35)
=1 ig=1
r{ Ta_1
: _ 1 (2 (d-1) (d)
with  a;, i, = Z . Z Wiy ey Dy iks Vg g1 gy Vg1 i (5.36)

ki=1  kg_1=1

where a,{”), 2™ are 1, elements of the space H,, and the tensor a*) belongs to

1 XTy X1y (

the algebraic space S, = R"> with r§ = r§ = 1 by convention). The tensor
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a is called the core tensor in the Tucker representation (5.35). Expression (5.36)
corresponds to a representation of a in the Tensor Train format.

We propose a greedy algorithm with update of the core tensor a for the low-rank
approximation in the H (H)-format of an element x € H. The idea is to build a
sequence {z™},,>¢ of low-rank tensors such that ||z — 2™ g = 0, and to stop
the iteration process when a relative precision e > 0 is achieved, meaning when
|z — 2™||g < ellz||g. The initialization is 2° = 0. At each iteration, we compute

the best rank-one approximation of x — 2™ !:

w™ € arg min ||:13 — ™ —wlly,
weCy(H
where C;(H) = {wV @ ...@w® : w™ € H,}. This minimization problem is solved
using the Alternated Least Square (ALS) algorithm. Then we set 2™ = ™! +w™,
which is stored in the H(H)-format. Note that 2™ linearly depends on the tensors
a). We adopt the notation 2™ = 2™ (a'V, ..., al®) for simplicity. At each iteration,
the ALS Algorithm 9 is then used to improve the current approximation by opti-
mizing the parameters a) . The resulting algorithm is summarized in Algorithm
10. As a consequence, after m iterations, rank;(xz™) is bounded by m for any t € T'.
Then, we will say that 2™ is of rank m, although it is not the tree-based rank of x™.

Algorithm 9 Update of the core of xm

Require: » € H, 2™ = 2™(aV, ..., a D) € HT(H), tol (in practice tol = 10*3)
1: Initialize stag =1, 2}, = 2™ and ay = a(lé =a forall v € {1,...,d}

2: while stag > tol do
3: forvr=1toddo

4: Solve
aly),  argmin||lz — 2™ (all),, ..., ali,D 0 a7 al) e (5.37)
aWes,
5 end for
6:  Set a < (a5, .., alD)
7. Compute stag = [|xgj; — x|l m /|25l 2
8 Set aly, < ., and aglg — a, for all v € {1,...,d}
9: end while

10: return
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Algorithm 10 Greedy low-rank approximation
Require: v € H, e, M

1: Initialize 2° =0, err =1, m =1

2: while err > e and m < M do

3:  Compute w™ € argmin ||z — z
weC1(H)
Set 2™ = ™"t 4+ w™

4
5. Update the core of 2™ using Algorithm 9
6

m—1 _ wHH

Compute the error err = ||z — 2| g /||z||u
7 Setm=m+1
8: end while

9: return z™

Let us note that the update of the core tensor given by Algorithm 9 requires the
solution of minimization problem (5.37), which is to find a'), € S, such that

(Ru (33 - xm(agzle)wv s ’av(wye;l)v av(zue)wv agj”? s 7a£>7c)l)) ) =0 (5.38)
holds for all 7 in the vector space {2™(a\, . .., alew”,a®), ag'ljj b ,aé‘lg), av e

S,} € H. When v € {2,...,d — 1}, this corresponds to the solution of a linear
system of size dim(S,) = m?, which increases rapidly with m. Then in practice, we
limit the number of iterations to m < M = 20. As a consequence, the algorithm

may stop before achieving the requested relative precision e.
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