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Introduction

The discovery of the superconducting behavior of mercury at low temperature in 1911
by Kamerlingh Onnes [1] forerunned the rise of a new field of research in physics aiming
at understanding the emerging properties of quantum many-body systems. It was among
the first of a continuously growing list of materials to exhibit unexpected and puzzling
properties at low temperature due to strong quantum correlations between the constituent
particles. Other paradigmatic examples include the superfluid phase of liquid “He dis-
covered in 1938 [2, 3] and the fractional quantum Hall effect first observed in 1982 [4, 5].
The deep understanding of these systems is generally strongly hindered by the absence
of generic theoretical or numerical methods to solve the associated quantum many-body
problems and hence requires considerable inputs from the experimental side. Indeed, it
took almost 50 years to figure out what was the underlying mechanism allowing for super-
conductivity and provide a model that could explain quantitatively its features. However,
this so-called “conventional” theory proposed by Bardeen, Cooper, and Schrieffer (BCS)
in 1957 [6] was later proved unable to explain the properties of a new class of super-
conductors discovered in 1985 [7] that exhibited anomalous high critical temperatures, a
mystery that remains to this day.

In parallel with these discoveries in condensed matter, progress were made in the
study of light-matter interaction and the development of laser technologies, following the
path of the seminal works of Kastler and Brossel on optical pumping in the 1950’s [8]. It
then became possible in the 1980s to cool and trap atomic vapors down to low tempera-
tures using the radiation pressure of laser beams and designed magnetic fields [9]. This
eventually led to the experimental breakthroughs of the production of Bose-Einstein con-
densates (BEC) with alkali atoms in 1995 [10, 11] followed by degenerate Fermi gases in
1999 [12]. Since then, ultracold gases have emerged as a versatile platform for studying
quantum phases of matter [13]. Indeed, such systems offer an unprecedented degree of
control of various parameters essential for their study. Among them, a first important
feature is the possibility to create trapping potentials of various shapes for the atoms: har-
monic, box-like, periodic or disordered potentials. Second, the interatomic interactions
are short-ranged and can be characterized by a single parameter at low temperature, the
s-wave scattering length which is almost freely tunable by means of the Feshbach res-
onances. Finally, the atoms can be coupled to artificial gauge fields that can mimic the
effect of a magnetic field on electrons. With these tools, one can realize a quantum system
that has all the essential ingredients to be strongly correlated and exhibits the emergent
properties observed in condensed matter, predicted for some exotic systems such as neu-
trons stars [ 14, 15] and quark-gluon plasmas [16, 17], or yet to be discovered.

7
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Many-body physics with cold atoms

Up to now, several classes of many-body systems have been realized and investigated us-
ing cold atoms. One major trend is the study of atoms in periodic potentials mimicking
the ion-crystal lattice structure of solid materials experienced by electrons. This allows
in particular for the exploration of the rich physics of the so-called Hubbard model [18].
One important feature is the existence of the Mott insulating phase when the on-site re-
pulsive interactions are sufficiently strong [19]. This was observed for both fermionic
and bosonic species [20, 21, 22]. For the latter case, a quantum phase transition to a su-
perfluid state when varying the interaction strength was also demonstrated [20]. Many
recent experiments have now access to the single atom resolution and can explore fur-
ther the phase diagram of such systems[23, 24, 25, 26, 27, 28]. Important goals are
the observation of antiferromagnetic phase and the elusive d-wave superfluid phase that
should be present in the phase diagram of the repulsive 2D Fermi Hubbard model [29] or
the realization of topological superfluids by implementing spin-orbit coupling or artificial
gauge-fields [30, 31, 32, 33].

Another direction, is the investigation of the bulk properties of homogeneous strongly
correlated gases. Here, interactions between atoms are tuned by the means of Feshbach
resonances. For an ultracold two-component Fermi gas, one can explore the so-called
BEC-BCS crossover [34], where by changing the interactions from weakly to strongly
attractive, the system smoothly interpolates between a superfluid of Cooper pairs to a
Bose-Einstein condensate of tightly-bound molecules. In between, for infinite scattering
lengths, the gas enters the unitary regime, which is a paradigmatic example of strongly
correlated system with fascinating properties such as scale invariance and a high critical
temperature for superfluidity. The strongly interacting Bose gas is also of high interest
as it could bridge the gap between ultracold vapors and superfluid liquid *He. However,
the lifetime of the gas is strongly reduced due the enhancement of inelastic losses close to
resonance [35, 36, 37]. It results from few-body exotic physics, namely the Efimov effect,
which states the existence of a infinite log-periodic set of three-body bound states [38].
Hence the open question of the stability and the nature of the degenerate unitary Bose
gas. The recent realization of homogeneous Bose [39] and Fermi gases [40] has opened
up new routes to study these correlated gases and might enable the observation of exotic
phases such as the long predicted FFLO phase [41, 42].

In 2014, during my first year of PhD, our group demonstrated the first realization of
a mixture of Bose and Fermi superfluids using ultracold vapors of “Li and Li. In the
following years, we have investigated various aspects of the mixture focusing mainly on
its superfluid properties and its stability with respect to inelastic decay. Before going
to the outline of this thesis, I give a short overview of those two compelling topics that
illustrates the richness of quantum few-body and many-body physics.

Probing superfluidity with cold atoms

One of the remarkable properties a quantum many-body system can exhibit at low temper-
ature is superfluidity. Abstractly speaking, it arises for interacting systems for which the
associated density matrix operator exhibits off-diagonal long range or quasi long-range
order, meaning that the system possesses a phase coherence over macroscopic distances.
This is the case for Bose-Einstein condensates, as it was revealed by matter-wave inter-
ference experiments [43, 44, 45], but also for two-dimensional (2D) systems, where as
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initially predicted by Beresinkii, Kosterlitz, and Thouless (BKT) [46, 47], a transition to
a superfluid phase with quasi long-range order exists despite the impossibility of con-
densation at finite temperature in 2D. The BKT transition was indeed demonstrated for
both interacting 2D Bose and Fermi gases [48, 49]. The phase coherence (and hence the
superfluidity) can be mitigated by a deep optical lattice or a disordered potential leading
respectively to a Mott insulator [20] and Anderson localization [50, 51].

Superfluidity manifests through a collection of spectacular effects mainly related to
flow properties of the system. Probably the most defining one is the existence of a super-
fluid fraction (equal to the fluid density at zero temperature) that is not put into motion
by shearing force using a moving external potential. Indeed, in the spirit of the Hess and
Fairbank experiment performed with superfluid liquid helium [52], a strongly interacting
Fermi gas was shown to remain at rest in a slowly rotating container [53]. Moreover, quan-
tization of the circulation in the superfluid implies that for increasing rotation frequencies,
angular momentum will only be transferred to the system by the nucleation of quantized
vortices, which will form a regular hexagonal Abrikosov lattice due to their mutual repul-
sion [54]. Vortex lattices were observed for Bose gases [55, 56, 57] and two-component
Fermi gases in the BEC-BCS crossover [58, 59], demonstrating unambiguously the su-
perfluidity of the strongly interacting Fermi gas at low temperature.

The absence of shear viscosity also allows for persistent currents. Experiments done
with a rotating BEC in a ring trap indeed showed that metastable currents could last for
more than one minute only limited by the lifetime of the sample [60, 61]. As shown
by Landau [62], the frictionless nature of the flow stems from the existence of a critical
velocity below which a moving impurity cannot deposit energy in the superfluid. The
observation of such a critical velocity was reported for Bose gases both in 3D [63, 64] and
2D [65] and for the interacting Fermi gas in the BEC-BCS crossover [66, 67].

Finally, another hallmark of superfluidity is the existence of a second sound, an en-
tropy wave in which the superfluid and the non-superfluid components oscillate with op-
posite phases. The second sound was directly observed in a unitary Fermi gas [68]. The
measurement of its speed allowed for the extraction of the superfluid fraction as a function
of temperature providing another benchmark for many-body theories.

Cold atom setups offer the unique possibility to prepare ultracold mixtures of different
atomic species or atoms in different internal states that can exhibit simultaneous super-
fluidity. An interesting prospect is then to investigate how the features mentioned above
generalize to such superfluid mixtures and what kind of dynamics are possible. First in-
vestigations on the dynamics of Bose-Bose superfluid mixtures showed strong non-linear
and dissipative effects such as the generation of dark-bright train solitons due to a weak
miscibility of the two components [69, 70]. The dynamics is expected to be even richer
for spinor condensates which exhibit a vectorial order parameter [71, 72, 61].

Inelastic losses in cold atoms

A very specific feature of cold atom systems is that they are actually metastable and are
subject to inelastic losses that can strongly limit their lifetime. This originates from the
formation of deeply-bound molecules during the collisions of three bodies or more. As
such, a natural approach to estimate the inelastic loss rate is to solve the associated quan-
tum few-body problem. For three identical bosons, the existence of an Efimov scattering
channel, leads to enhanced inelastic losses when going toward resonant s-wave interac-
tions as mentioned before. This property was actually used to reveal the existence of the
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Figure 1: Sketch of the two experiments performed using our mixture of Bose and Fermi
superfluids (shown as a small and large ellipsoid respectively) and presented in this thesis.
Left figure: Counterflow experiment, where an oscillatory relative motion is created by
exciting the dipole modes of both clouds. Right figure: Measurement of the three-body
recombination in a strongly correlated system. Each inelastic collision leads to the loss of
three particles due to the large released binding energy.

elusive Efimov trimers by the observation of resonant loss peaks associated to their merg-
ing with the three-body scattering continuum [73, 74, 75, 76]. In contrast, equal-mass two
component Fermi gas were shown to be extremely stable close to resonance due to Pauli
repulsion [77, 78, 79, 80]. For mixture of different atomic species, the few-body prob-
lem exhibits even more richer features, in particular the Efimov effect is also predicted to
occur for fermionic systems in presence of light impurities [81, 82, 83].

However, in a many-body ensemble, inelastic collisions are affected by correlations
with surrounding particles and hence cannot be conveniently described using a few-body
framework. A striking example is the reduction of the inelastic losses at the condensa-
tion threshold for a Bose gas as predicted in [84]. When the gas is fully condensed the
reduction amount to a factor 3! due to a complete indiscernability of the colliding bosons
as demonstrated in [44]. In a strongly interacting gas, the correlations between atoms be-
come highly non trivial and understanding the behavior of inelastic losses is a compelling
problem connected to many-body physics. Indeed, recent experiments done on the uni-
tary Bose gas have observed unusual fractionnal scalings in density for the inelastic loss
rate [37, 85].

Outline of the thesis

In this thesis, I will present some of the results we obtained with our °Li-"Li mixture
as well as studies done in parallel to these works that enrich our understanding and give
perspective to the phenomena investigated experimentally. In a first part (chapter 3 and
4), 1 address mainly the topics of energy exchange and mechanisms of dissipation in a
counterflow of superfluids. In a second part, I consider the problem of inelastic losses in
a strongly correlated gas (chapter 6, 7 and 8).

e The first chapter is dedicated to a presentation of the basic notions and properties of
interacting cold gases. We start by discussing the two body problem, to introduce
the scattering length, the zero-range model and the Feshbach resonances. We then
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review the three-body problem and the Efimov physics, which will be useful for
chapter 5 and 6. Finally, we presents some known results on the thermodynamics
of interacting Bose and Fermi gases, which will be used multiple times throughout
this work.

The second chapter presents the experimental setup that we use to produce our dual
Bose-Fermi superfluid. We describe the different steps to achieve double degener-
acy using the two lithium isotopes “Li and Li. The final trap consists in a harmonic
cigar-shaped trap where the small BEC of “Li is immersed in the Fermi superfluid of
SLi, see Fig. 1. An adjustable bias magnetic field allows us to tune the interactions
between the fermions and to explore the BEC-BCS crossover.

The third chapter describes a superfluid counterflow experiment. The dynamics
is initiated by exciting the dipole modes of the two clouds and letting the system
evolve, as depicted in the left panel of Fig. 1. In a first part, we describe the dynam-
ics at low relative speed, where the motion is long-lived and shows at most weak
dissipation. We observe a coherent energy exchange between the two superfluids
that can be captured theoretically using a sum rule approach and interpreted in terms
of coupled oscillators. In a second part, we investigate the dynamics for faster rel-
ative motion and identify a threshold for dissipation. We measure the associated
critical velocity in the BEC-BCS crossover. The extracted values are surprisingly
high and close to theoretical predictions derived for ideal systems [86].

The fourth chapter presents the results of a numerical simulation of two counter-
flowing BECs that we have performed to get a better understanding of the counter-
flow experiment results. We investigate the dynamics for various relative velocities
and coupling between the condensates. For low relative velocity , the motion of the
clouds is accurately described by the same sum rule model used for the experimen-
tal data. For larger relative velocity, we identify two mechanisms of dissipation.
One of them corresponds to the simultaneous generation of elementary excitations
and exhibits a well defined activation threshold despite the oscillatory motion.

Chapter 5 is a short review on universal contact relations that relates various observ-
ables of a many-body system to two key quantities, the two-body contact parameter
(also known as Tan’s contact) and three-body contact parameter that describe short-
range correlations in the system.

Chapter 6 introduces the physics of three-body recombination and provides a the-
oretical framework to predict the loss rate in various regime and in particular for
strong interactions. We show that the loss rate can be expressed in terms of the
contact parameters that can themselves be computed using the equation of state of
the gas.

Chapter 7 describes two studies of the inelastic losses in the dilute unitary Bose
gas. In a first part, we present a model taking into account both three-body re-
combination and evaporation to describe the atom losses and temperature dynamics
in a dilute unitary Bose gas. It allows us to do a quantitative measurement of the
three-body loss rate and the method is applied to results obtained by our team (with
Li) and Chen Chin’s group at Chicago (with !33Cs). It demonstrates the universal
behavior of the dynamics and confirm the 1/72 scaling of the loss rate measured
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in [36], where 7' is the sample temperature. In a second part, we study theoretically
the effect of three-body losses and interactions on the momentum distribution of a
homogeneous unitary Bose gas in the dilute limit. We compare it to the results at
JILA on a gas of 85Rb [37].

Chapter 8 presents present a study of three-body recombination in our ultracold
Bose-Fermi mixture, see right panel of Fig. 1. Using the framework introduced in
chapter 6, we expect the decay rate to be proportional to the Tan’s contact of the
Fermi gas. We probe the recombination rate in both the thermal and dual superfluid
regimes. When the interactions between fermions become resonant, we show that
the loss rate is proportional to nj/ ® where n 7 1s the fermionic density. This unusual

exponent signals non trivial two-body correlations in the system.



Chapter 1

From few to many

The versatility of ultracold atomic ensembles to study quantum many-body physics mainly
lies in the simplicity and large tunability of the interactions between atoms. In this chapter,
we review central concepts used to describe interactions and correlations in cold atomic
systems. First, we start with the cornerstone of any interacting model, the two body-
problem. Then we describe the rich physics that emerges when a third particle is added.
Finally, we provide known results on the thermodynamical properties of interacting Bose
and Fermi gas. These different properties and theoretical tools will prove useful to un-
derstand the physics of inelastic losses in strongly correlated systems or the dynamics of
counterflowing superfluids that will interest us in the following chapters.

1.1 Two-body problem

The starting point for any interacting many-body theory is the modeling of interactions be-
tween the particles. In this section, we will describe the dominant interaction mechanisms
for lithium atoms. They can be simplified to a more practical interacting “potential”, the
pseudo-potential which is parametrized by a single parameter, the scattering length. Fi-
nally, we will see, that this scattering length can be tuned to any arbitrary value by the
means of Feshbach resonances.

1.1.1 Interacting potential

As for others alkali atoms, two lithium atoms will mainly interact via an isotropic van der
Waals interaction coming from their induced dipole. This gives the well-known —Cj /7°
attraction law at long distances. The range of this interaction is given by the van der Waals

length
1 (mCs\
beawr = 5 ( hf) , (1.1)

which is of the order of a few nanometers for alkali atoms.

On the contrary, at short distances, typically the atomic scale, atoms will experience a
strong electron-exchange repulsive barrier [87]. As a result of the large range difference
between the two contributions, the combined interaction potential, as sketched in Fig. 1.1,
supports many vibrational bound-states (generally a few tens). Their binding energy can

13
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Vyaw(r) (au)

r(a.u.)

Figure 1.1: Schematic representation of a Van der Waals potential with associated bound
states energies (red-dashed line).

be order of several hundred Kelvins and their typical size denoted R, is smaller than [,y '
The presence of bound states allows for inelastic collisions when three atoms are within
a distance R.. We will discuss this process in more details in chapter 6.

In dilute gases where [,q, < n~1/3, with n the atomic density, we can expect that
both inelastic collisions and elastic collisions should be rare events. We will see that the
wave-like nature of atoms at low temperature can actually strongly enhance interactions
but also potentially increase the deeply-bound molecule formation rate.

1.1.2 Scattering theory

The next step is to investigate how two atoms scatter’. In the center of mass frame, for
two atoms of mass m, the following Schrodinger equation has to be considered

{-%Ar + V(r)] U(r) = E¥(r), (1.2)

where V' 1s the interacting potential.
For negative energies I/ < 0, we should recover the bound states mentioned in the pre-
vious section. For £/ > (, solutions are scattering states that we can search with the

asymptotic form
) eikr
U(r) ~ e**+ fi(n) , (1.3)
7—00 T

where n = r/r and f}, is the scattering amplitude.
The scattering states can be expanded onto the basis of partial spherical waves indexed by
[ the associated angular momentum quantum number. A centrifugal barrier term of order
I?h?/mi?,,, 2, mK strongly suppress partial waves with [ > 0 at low temperature and the
scattering is thus purely s-wave. Hence, in the low-energy limit, the scattering amplitude
is isotropic and takes the form

—1

) T e (14

'The shallowest bound state can however have drastically different binding energy and size as we will
see in the following sections.
2An in-depth description of scattering theory for cold-atom systems can be found in [88].
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where a is the (s-wave) scattering length and r. the effective range. Both parameters
depend on the precise shape of the interacting potential. In the limit .k < 1, only the
knowledge of a single quantity, a, is needed to describe the scattering. Thus we can use a
simplified interaction potential provided that it gives the same scattering length.

The differential scattering cross-section can be readily computed *#

do 9

10 = @P = e (1.5)
Consequently, atoms can be seen as having an effective size of order a and the regime of
strong interactions is achieved whenever na® > 1. As we will see later in some “reso-
nant” situations a can be orders of magnitude larger than /,4,, leading to the possibility of
strong interactions in a dilute system, where n =/ > [, 4.

In the following we will investigate the behavior of the scattering length a in two impor-
tant examples.

A Van der Waals potential

A simple way to describe the hard-core repulsion and the Van der Waals attraction at large
distances is given by the following potential:

_ 6 3
V(r):{ Ce/r® ifr>b (1.6)

00 ifr<b

where b is the size of the hard-core potential. For this simple model we have the exact
expression for the scattering length [87]

a=a[l—tan(® — 37/8)] , (1.7)

where a = 0.956(,4,, and

d = /Oo dr/m|V (r)|/h = 212, /b . (1.8)

Hence, we see that a should have the same order of magnitude as /,4,, but can be enhanced
(or diminished) to extremely large (low) values via the tangent term in eq. (1.7), where
the short-range part of the interaction comes into play.

The effective range is given by [89]

re = 2.92a (1 — 2% +2 (9)2) : (1.9)

a

Here again, the magnitude of the effective range is essentially given by /,4,,. However, we
can notice that the effective range 7. will diverge whenever the scattering length a — 0.

3For indistinguishable particles, the (anti-)symmetrisation of the wave function imposes do = | fi,(n) +
efr(—n)|2dQ with e = 1 for identical bosons and ¢ = —1 for identical fermions. It leads to the famous
result that identical fermions do not interact via a s-wave channel, do = 0.

*For a — 00, o will reach its maximal value 47 /k? (87 /k? for identical bosons).
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A box potential

The divergence of the scattering length is associated to the apparition of new bound state
pulled in from the continuum. This can be readily seen with the example of an attractive
box potential of size b:

0 ifr>»b
Vir) = ) 1.10
") {—vh (3)2 ifr <o (110

mb2 \ 2

This potential supports a bound state whenever v > 1 and a new bound state appears for
v =, = (1 + 2k)?, k € N. Away from those discrete values, the binding energies are
of the order ~ —h?/mb? and the dimers extent are proportional to the box potential size
~ b, see Fig. 1.2. These bound-states can be used to model the deeply bound dimers of
alkali atoms, by taking b = R,.

By computing the low energy scattering state & — 0 which has the asymptotic form
1 — a/r at large distance r, we can compute the scattering length a, it reads

- tan(v/v)) (1.11)

“ ( IRVA%

which shows a periodic resonant enhancement each time a new bound state appears. In
this case, it can be shown that the newly appeared bound state has a size which diverges
as

(r) ~ a/2, (1.12)
’U‘)UZ
see Fig. 1.2, and the binding energy
E, ~ —h*/ma®. (1.13)
’U*HJ;:

In the zero-range limit, a/b — oo, the weakly-bound dimer wave function simplifies to

the simple expression
—r/a
e
U(r) = . 1.14)
(x) rv2ma (

The properties of the weakly bound state along with the associated divergence of the
scattering length are universal. It will occur for any potential provided that it decreases
sufficiently fast (and applies in particular to the potential mentioned in the previous sec-
tion).

1.1.3 Pseudo-potential

The zero-range limit of (almost) any two-body problem will converge toward the same
universal limit®>. This universal limit can be described exactly using a simple model, the
pseudo-potential. It is defined as

h2
— —AW(r) = BY(r). (1.15)

3If the two-body potential vanishes fast enough.
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Figure 1.2: Bound-state wavefunctions for different trap depths v of a box potential. Red
curve: Weakly bound state, v = 1.1, a ~ 8.90 b. Blue-dashed curve: Deeply bound state:
v = 3, a = 1.16 b. Green-dot-dashed curve: Weakly bound state in the zero-range limit
with a = 8.90 b.

forr #£ 0.
In addition, the relative wavefunction should have the following behavior at short dis-
tances

r—0 r oa

1 1
U(r) o~ A(———) . (1.16)
The pseudo-potential is thus a zero-range potential and its effect is solely contained in the

Bethe-Peierls boundary condition (1.16).
In momentum space, it leads to the high-momentum behavior

1

V() ~ o (1.17)

The scattering amplitude is
-1

ﬁ:§+m‘

(1.18)

Hence we can identify a as the usual scattering length and the effective range is r. = 0.

For positive a, there is a halo-dimer with energy Fj, = — nf; and wavefunction

e—r/a
Y(r) = . 1.1
(r) ona (1.19)

1.1.4 Feshbach resonance

Along their simple description in terms of a single quantity, the scattering length a, an-
other feature of the interactions in many cold-atom systems is their large tunability by
the use of the so-called Feshbach resonance. It allows one to increase the scattering
length to values far beyond the interparticle spacing and hence to reach strongly interact-
ing regimes. An extended description of the physics behind Feshbach resonances can be
found in [90, 88]. Here, we will restrict ourselves to a fairly short but synthetic description
of its mechanism and give its important properties.
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Figure 1.3: Schematic representation of two coupled channels that can give rise to a
(magnetic) Feshbach resonance. The energy difference between the continuum threshold
of the open channel and the bound-state of the open-channel, §, can be tuned using a
magnetic field thanks to the different magnetic moments of the two channels. As § goes
to 0, the bound-state becomes resonantly coupled to the open-channel diffusive states and
lead to a divergence of the scattering length.

To begin with, we have to consider at least two interacting potentials through which
the two atoms can scatter. For alkali atoms, those are played by the singlet and triplet
potentials, V and V; respectively. Both potentials have the same Van der Waals tail at
large distance but can strongly differ at short distance. They can be added to form a
(electron) spin dependent potential

1 S1.S9
V(r) = 1 V() +3Vilr) + (Vi) = Vo(r)) 232
Another ingredient is the possibility to shift one potential respectively to the other. In
the case of magnetic Feshbach resonances, this is done by applying constant external
magnetic field. The primary effect will be a spin-Zeeman interaction

(1.20)

Hz = Ves1.B + v.s2:.B . (1.21)

Hence, the degeneracy between the triplet states is lifted while the singlet state energy is
not affected. The relative energy between triplet and singlet channels can thus be tuned
by changing the magnetic field. More generally, this will be possible every time the
channels have different magnetic moments. The channel having the lowest energy at
infinite spacing is then called the entrance or open channel, the others are said to be
closed. Indeed, at low temperatures, atoms will only emerge from the entrance channel,
as the others are not energetically accessible (since the energy difference results from
hyperfine and Zeeman contributions = mK).

The last ingredient needed is a coupling between the open and closed channels. It
is actually already present in the case of magnetic Feshbach resonances. Indeed, the
hyperfine interactions (but not only) will lead to electronic eigenstates that are not fully
spin-polarized. The initial incoming state is not a pure triplet and is thereby coupled to
the closed channels.

Then, a Feshbach resonance occurs when the bound molecular state in the closed
channel energetically approaches the scattering state in the open channel, see Fig. 1.3.
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The magnetic resonances can be described using the following expression

AB
CL(B) = Qpg (1 - B——_BO) y (122)

where ay, is the background scattering length in the absence of coupling, B is the reso-
nance position, and A B its width.

The minimal description of a Feshbach resonance relies on a two-channel model and
a natural question to ask is the role of the closed channel on the effective description of
scattering between two atoms. This is characterized by the resonance strength parameter

lVW
Spes = (1.23)

7/.*

where r* is an intrinsic length scale that is inversely proportional to the coupling strength
of the resonance [90]. It allows to classify Feshbach resonances into two limiting cases.
For s,.s > 1, the resonance is open-channel-dominated, the scattering state projection
onto the closed-channel resonant bound state is very small over the full width of the
resonance. Hence, the scattering of atoms can be effectively described by a single chan-
nel model. This type of resonances are also called broad resonances and usually have a
large width AB. The effective range r. remains small, ~ /4, and interactions can be
accurately described by the universal limit. As an example, for the well-known broad
resonance in 5Li near 832 G, the resonance strength is s,.; ~ 59 and the closed-channel
fraction®~ 107* [90, 91] . The other limiting case, S,.; < 1, is the closed-channel-
dominated resonance, or narrow resonance. The closed-channel admixture is negligible
only for a fraction of the resonance width. A single channel description of scattering is
generally not possible. Furthermore, strong inelastic collisions occurs as the resonantly
coupled bound state can decay easily to a deeply bound state.

1.2 Three-body problem

The next step toward the study of many-body systems is the three-body problem. Indeed,
novel physics already appears when a third particle is added. With three atoms, an infinite
sequence of universal three-body bound states called Efimov trimers can arise and have
dramatic consequences on the many-body system. Also, the three-body problem is of
great importance when dealing with molecule formation, since the process need at least
three particles close to each other. In this section, we will review mainly the unitary
case (|a| = 00), where numerous analytical results were obtained. In particular, we will
uncover the Efimov physics which plays a central role in strongly interacting Bose gases.
Extended details on the three body problem can be found in the review [92] and in the
thesis of F. Werner [93].

®In the two-body case we expect the closed-channel fraction to be exactly zero at resonance. The
measured finite value comes from correlations with the many-body ensemble, see the Section 5.
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1.2.1 Setting up the framework

As for the two-body problem, we have to solve a Schrodinger equation which now in-
volves three particles, and can be readily expressed in the center of mass frame

h2
— (A, +A,) + V(r, p)] U(r,p) = EV(r,p), (1.24)

where we have introduced the Jacobi coordinates

r = r9—1Ig (1.25)
2 ry + I‘2>
= —(r3— , 1.26

r;, 1 € {1,2,3} being the three particles coordinates and V" is the sum of the three two-
body potentials.

1.2.2 Zero-range model

Now, in the zero-range limit, we can remove the interacting potential whenever r # 0 or
+r/2+ (v/3/2)p # 0 and use a Bethe-Peierl condition (1.16) for each pair of atoms with
potentially three different scattering lengths.

In the following we will only consider two specific cases that are relevant for the next
chapters:

-Three identical bosons, which implies the particle-exchange condition

By|W) = ), Vi, j (1.27)

where f%-j transpose particles 7 and j.
-Two spin-up fermions (z = 1 and 3) and a spin-down fermion (¢ = 2), which imposes
the condition

Pyg|¥) = —| W) . (1.28)

For both cases, due to their exchange symmetry one can only use a single Bethe-Peierl
condition

vr) (-1 ) Al (1.29)

1.2.3 Efimov’s ansatz

Let us first discuss the unitary case, |a| = oo. It is convenient to introduce the hyper-
spherical coordinates (R, 2). The hyperradius is:

r2 + p?

R = 5

(1.30)
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by construction, it will vanish whenever the three particles get close to each others. €2 is
a set of three (hyper)angles Q = (o, 7, p) with’

« = arctan (f) (1.31)
p
p = = (1.32)
T
= P, (1.33)
P

With this new set of coordinates, the Schrodinger equation (1.24) can be rewritten as

2
- QH—AR\II(R, Q) = EU(R,Q), (1.34)
m

where Ag is the Laplacian operator on the hypersphere

1 0? 10 1 9
AR_RQ <8R2+R0R+R2TQ>R , (1.35)
and T, is an operator that contains all the hyperangular dependence of the Laplacian (in
a similar fashion as the angular momentum operator for the usual spherical Laplacian).
In the absence of any length scale (i.e. unitarity with |a| = c0), the problem is separable
into a hyperangular and a hyperadial problem as shown by Efimov [94]. The three-body
wavefunction can be written as

F(R)
RQ

U(R,Q) = H(9) | (1.36)

where F' and ¢ are respectively solutions of the hyperradial and hyperangular problems.

1.2.4 Hyperangular problem

The hyperangular problem is an eigenvalue problem with boundary conditions. L.e, ¢; .,
are the eigenfunctions of the hyperangular part of the Laplacian operator:

Todimn() = =52 drmn(€2) . (1.37)

The boundary conditions given by the Bethe-Peierl condition eq. (1.29) and by imposing
that W should be finite at p = 0 lead to a quantization of s,, ;. The eigenvalues are solution
of a transcendental equation [93] and can be indexed by two positive integers [ and n,
where [ is the quantum number associated to the total relative angular momentum of the
three particles. For the fermionic case, all s,,; are strictly positive. For the bosonic case,
in the [ = 0 channel (called Efimov channel), there exists a pure imaginary eigenvalue,
50,0 = 1sp ~ 1 x 1.0062, while all the others are shown to be strictly positive. Values for
the lowest channels are listed in Table 1.1 (coming from [93]). As we will see in the next
section, s; , pilots the behavior of the three-body wavefunction at short distances.

"In terms of differentials we have d®rid®rod®rs = (3/2)>/2d°CR°dRA°Q and d°Q =
2sin? (200)dod?d? p.
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Three bosons Three fermions

n Sin [n Sin
0]0]i-1.0062 0] 0] 2.1662
1| 4.4653 1| 5.1273
10| 2.8639 10| 1.7727
1| 6.4622 1 | 4.3582

Table 1.1: s;, values in the “lowest” channels for the two discussed systems, taken
from [93].

1.2.5 Hyperradial problem

From equations (1.34, 1.35, 1.37), we see that F' is solution of the following equation

1 2 omFE
— F'(R) - = F'(R) + 3];—’217(3) = ZLEF(R). (1.38)

It can be seen as a Schrodinger equation for a fictitious particle living in two dimensions,
where R is the distance to the origin and 312,” /R? is an effective isotropic potential. We
thus see that depending on the sign of s%’n, the effective potential can be either repulsive
or attractive and supports bound state (called Efimov trimers), see Fig. 1.4.

Universal channels

For s;, > 0, the three-body problem is universal. There only exist diffusive states de-
scribed by a Bessel function F(R) = AJ,,  (kR), where k* = 2mFE/h?, and with the
following asymptotic behavior at short distances

~ Si,n
F(R) ol (kR)®t | (1.39)
and long distances
F(R) ~ AelFF 4 Be kR (1.40)
—00

Efimov channel

For sy, £ > 0 solutions of the hyperradial problem are linear combinations of Bessel
functions:
F(R) = AJis,(kR) + BJ_is,(kR) . (1.41)

For R — 0, F(R) ~ R** has a singular behavior (oscillations with diverging fre-
quency). For the three-body Efimovian problem to be hermitian, one has to introduce an
additional boundary condition [95, 93], using a new quantity, the three-body parameter

Rt:
F(R) o sin {soln (g)} , (1.42)
- t

which can be seen as imposing a node of the wavefunction at R = R,;. The introduc-
tion of this new parameter can be seen as a loss of universality, a is not the only relevant
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Figure 1.4: Schematic representation of the attractive effective potential in the Efimov
channel and associated universal bound-states (red dashed lines). The blue-shaded area
shows the region where the Efimov scenario breaks-down due to the short-range physics
that cannot be neglected anymore. The geometric factor which relates the different energy
levels, A2, is set to 2 for pratical convenience.

length scale for interactions in the zero-range limit. ?; depends on all the details of the
two- and three-body potentials. Suprinsingly, it seems that for most Efimov resonances
experiments, R; has a universal behavior, R; = 8.9(4)l,qy [96].

The most interesting consequence of an Efimov channel is that it supports infinitely-many
three-body bound-states (trimers) while two-body bound states are absent (at least at uni-
tarity). Moreover, the absence of a length scale associated to the attractive potential (due
to the particular —2 exponent) leads to a peculiar universal spectrum. Indeed, Efimov
showed that two successive energy levels are connected via a geometric relation [38]

Ey,

=3 (1.43)

En+1 =
with A = e™/#0 ~ 22.7.
The boundary condition (1.42) will set the absolute positions of the levels. The spectrum
is not bounded by below which should lead to a collapse of the wave function, as initially
discovered by L.H. Thomas [97]. However, in realistic systems, the number of different
trimers is finite due to both lower and upper bounds for their sizes.The nth Efimov trimer
extent scales as A\". For large binding energies, the trimer size becomes comparable to
the range of the two-body potential ~ [,q4y, in this case the short-range approximation
is no longer valid and the Efimov scenario breaks down. For low binding energies, the
trimer size becomes larger than interparticle distance ~ n~'/3 and will thus be affected
by the interactions with surrounding atoms. In practice the number of accessible trimers
is small® ~ In(n="3/l,4)/In(22.7) < 3.

1.2.6 Finite scattering length

In the previous sections, we gave results on the unitary three-body problem. Most of them
relied on the use of Efimov anzats (1.36). For finite scattering length, the separability into

8For heteronuclear systems having large mass differences, there also exist an Efimov channel and the
scaling parameter can be drastically smaller, e.g. for °Li-174Yb,, A ~ 4.04.
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Figure 1.5: Efimov spectrum as a function of inverse scattering length. The Efimov
trimers energy levels (blue curves) connect to the continuum threshold for negative a
(and will lead to resonant three-body losses, see next chapter). For positive a they con-
nect to the weakly-bound dimer level (red curve). The outer-shaded area represents the
short-range physics dominated region where the Efimov scenario breaks down. The inner-
shaded area shows the region where Efimov trimers are larger than the interparticle dis-
tance and interactions with other surrounding particles have to be taken into account.

a hyperangular and a hyperradial problem is no longer valid in the entire space. However,
one can still apply its results in the universal sector, when r, < R < a. Consequently,
there still exists universal trimers away from unitarity but their number is reduced as |a| is
now a new upper bound for their size, see Fig. 1.5. By dimensional argument, the energy
of the trimers takes the form

hQ

E, = —m—Rthn(Rt/a) : (1.44)

where the function f,, should obey the following scaling

falz) = fola/A") /X" (1.45)

for F, to be scale invariant. More generally, quantities involving a/R; will also share this
scale invariance property that usually translates as a log-periodic behavior, f(x) = f(\x),
signaling the underlying Efimov physics.

1.2.7 Adding more bodies

A natural question is to wonder whether there is an Efimov effect for systems involv-
ing more than three particles. Indeed, the existence of several infinite ladders of N-body
bound states would lead to the introduction of as many N-body parameters which could
limit the universal properties of the zero-range limit for interactions in a many-body en-
semble. It was rapidly conjectured after Efimov discovery that no such effect was possible
for more than three identical particles [98], however the general proof, if true, is still an
ongoing work.

Recently, in the case of identical bosons, it was demonstrated that no Efimov effect
was possible for four or more bosons [99]. Indeed, the introduction of a three-body param-
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eter is expected to render all N-body problems well defined’. However, the unbounded by
below Efimov trimers spectrum suggests that without introducing in the model a cut-off
at short distance, the N-bosons system is at most meta-stable (Thomas collapse [97]).

For a spin 1/2 fermionic systems, there are no general results obtained for the N-body
problem, but it was shown that a three-body Efimov effect could occur when the mass ratio
between 1 and | is above some critical value, m+/m,; ~ 13.607 [81]. A four-body Efimov
is also predicted to occur for a small mass ratio window 13.384 < m4/m; < 13.607 [82].
However, for equal-mass fermions ensemble, no Efimov effect is predicted to occur at any
level'.

Consequently, it seems that except in some particular systems or conditions, the inter-
actions in a many-body ensemble in the zero-range limit can be accurately described by
the scattering length a and, in presence of an Efimov channel, a three-body parameter R;.

1.3 Universal thermodynamics of the many-body prob-
lem

From the previous sections, we can conclude that in the vicinity of a Feshbach resonance
and at low temperature it is possible to produce a many-body ensemble whose properties
are universal, i.e they do not depend on the microscopic details associated with their con-
stituent atoms. The equation of state and all thermodynamic quantities solely depends on
a few variables: the density n, the temperature 7', and the scattering length a and possi-
bly the three-body parameter R;. Hence, they can be directly compared to predictions of
many-body theories as the Hamiltonian is completely determined. In this section dealing
with the many-body problem, we illustrate this universality by quickly reviewing known
results on the thermodynamical properties of the Bose and Fermi interacting ensembles
and in particular on their equation of state. We will explore the effect of increasing in-
teractions in bosonic systems, leading to the celebrated Gross-Pitaevskii equation, the
Lee-Huang-Yang corrections, and the unitary Bose gas. Finally, we will describe the
rich physics involved in the low temperature interacting Fermi gas, with its asymptotic
regimes, the molecular Bose-Einstein condensate, the Barden-Cooper-Schriefer super-
fluid, and the unitary Fermi gas. But, to begin with, we will provide some results for
non-interacting gases.

1.3.1 Ideal gases

The physics of a uniform ensemble of non-interacting identical particles at a tempera-
ture 7' is dictated by the comparison of the only two length-scales available, the mean
interparticle distance n~'/3 and the thermal de Broglie wavelength

(1.46)

which is a measure of the average size of a matter-wave packet. When )\, > n~!/3,

wave-packets start interfering and quantum effects are expected to occur. Equivalently,

9Universal N-body bound states are still possible, e.g. four-body bound states resonances were observed
in the vicinity of the Efimov resonances [100].
10Yet, it is still mathematically unproven in three dimensions [101].
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one can define a temperature scale,

hQ
n= 2771]{3

(3m2n)*/® (1.47)

which is exactly the same definition as the Fermi temperature 7,, = 7.

Quantum effects will occur whenever 7'/T,, < 1. At high temperature (or low density),
the occupation number of each energy state (labelled by \) is small (< 1) and can be
described by a Boltzmann distribution

N)\(ﬂ = 1/kBT> /L) = e_’g(e)\_ﬂ) , (148)
where 1 is the chemical potential. This leads to the the well-known equation of state
n\d = et (1.49)

On the contrary, at low temperature, the quantum nature of the particles and in particular
their exchange symmetry cannot be neglected.

Identical bosons

For identical bosons, we have

1
eB(GA_Mb) —1 ’

Nap(B, ) = (1.50)

with the constraint z;, < MAin[e »] (set to 0 in the following) for NV, ; to be always positive.

For a 3D-uniform system, [V, bosons in a volume V', by assuming that all the states are
weakly populated we have the equation of state

npAs, = Lizjo(e™) (1.51)

The equation predicts an upper bound for the phase-space density and is reached when

= 0 and all excited states are fully occupied. However, in this limit, the occupation
number of the ground state is diverging and can be macroscopically populated. Hence,
any additional particle will accumulate in the fundamental state leading to the famous
Bose-Einstein condensation at low temperature/high density !'. This occurs below the
transition temperature given by

1 2wh? (N,
ch - T (_b

2/3
~0.697, , 1.52
’ (L23/2(1))2/3 mka V > 0 69 ( )

The ground state occupation number N, reads

3/2
N, = N, (1 — (%) ) . (1.53)

This textbook scenario for condensation was actually verified recently using 8"Rb atoms
in a quasi uniform 3D potential [39].

""The occurence of Bose-Einstein condensation depends on the trap geometry and dimensionality. For a
uniform system, it occurs in 3D at finite temperature and in 2D at 7" = 0 but not in 1D.
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Identical fermions

For identical fermions, we have instead
1

NA,f(/BaN) = 6’3(6/\7“) + 1 )

and by definition it can only take values between O and 1. There is no phase transition at
low temperature, but a smooth evolution toward a Fermi sea, where all low-energy states
are occupied until there is no particle left to place.

AtT' = 0, the chemical potential is equal to the Fermi energy

Hy = Ef = ]CBTF s (155)

(1.54)

and all states below E; are occupied, while the others are empty. And finally, for 7" # 0
we have the equation of state

ngAy, = —Lig(—e™) . (1.56)

The uniform ideal Fermi gas was also recently studied experimentally in [40]. Using spin
polarized Li atoms in a uniform trap, they directly observed the appearance of a Fermi
surface and the saturation of low-energy states at low temperature.

1.3.2 Interacting bosons

If we now include interactions, we have a new length-scale in our toolbox, the scatter-
ing length @ '>. A new dimension can be explored in the phase diagram and can be

parametrized by na® or equivalently 1/kra where kp is the Fermi wave-vector kp =
(3m2n)1/3,

Mean-Field regime

For na® < 1 and T < T, interactions can be treated in the mean field approximation
and atoms condense in the same macroscopic state. Contrarily to the non-interacting case,
the condensate wavefunction ¢(r) is density dependent and is described by the celebrated
Gross-Pitaevskii equation:

R _, 4rha

n<r>) o(r) = uo(r) | (1.57)

where V is the trapping potential and n = N|¢|*.
For a uniform system, the chemical potential . is now shifted by the interactions

= gn. (1.58)

where g = 47h*a/m.

The total energy density is then
1
€= §gn2 . (1.59)
The condensate is thus mechanically unstable if a < 0, since its energy decreases with
increasing density. Along with its time dependent version (see chapter 4) the Gross-
Pitaevskii equation sucessfully described all the results of early experiments on Bose-
Einstein condensates, such as the density profiles of the cloud [102, 103] or the properties

of vortices in rotating condensates [55, 56, 57].

12 And of course, for large scattering length, we have R; which comes into play.
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Beyond Mean-Field corrections

For increasing interactions, quantum fluctuations of the low-energy Bogoliubov modes
start depleting the condensate'?. The associated corrections to the zero-temperature equa-
tions of state reads

= gn (1 + %W—F 4(47 — 3v3)(In(na®) + D)na® + ) : (1.60)
where the first term is the mean field term, the second term was first calculated by
Lee, Huang, and Yang (LHY) in the 50’s [104] and the next terms were calculated later
on [105]. The LHY correction was quantitatively checked in several experiments [106,
107, 108]. The constant D was shown to be non-universal and to depend log-periodically
on the three-body parameter R; and is thus the first signature of emerging Efimov physics
when increasing interactions'®. This chemical potential corresponds to the following en-
ergy density

1, 128 8 , 1\
== 1 Vna® + — (4w — In(na®) + D — = | na®+ ...} . (1.61
€= 5gn ( +15ﬁ na +3(7T 3\/§)(n(na)+ 3>na + ) (1.61)

The unitary Bose gas

The unitary case (@ = o0) is a paradigmatic example of strongly correlated bosonic sys-
tems, and still represents an important theoretical as well as experimental challenge in
cold atom systems. The stability and the precise nature of the degenerate unitary Bose
gas 1s still an open theoretical problem and under intense investigation, e.g. for recent
results see [109, 110, 111, 112].

By dimensional analysis, at unitarity and zero temperature, since the only length scales
remaining are the density n and the three-body parameter R;, we expect the equation of
state to be of the form

2

pn=EMYPR)Ep = f(nl/?’Rt);—m(Bﬁzn)Q/?’ : (1.62)
where ¢ is a dimensionless log-periodic function for which only theoretical upper-bound
or estimates are available [113, 114]. Up to some numerical function, we recognize here
the equation of state of an ideal Fermi gas, all the effects of interactions are encapsulated
in £. However, this “simple” picture of the degenerate unitary Bose gas is most probably
strongly modified by the presence of resonant three-body recombination processes. At
high temperatures, the unitary problem becomes tractable, rigorous approaches and exact
results are available and some of them will be presented in chapter 7.

1.3.3 Interacting fermions: The BEC-BCS crossover

We now turn to the case of a balanced gas of fermions, in which the two spin-state are
equally populated. Contrarily to the Bose gas, the interacting Fermi gas is stable for large
values of the scattering length, positive and negative. At 7' = 0, fermions of opposite

BIndeed, even at T = 0, an interacting Bose gas is not fully condensed, to leading order the non-
condensed fraction scales like vna3.

141t has also an imaginary part to account for three-body recombinations toward shallow two-body bound
states [92].
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spins will pair up leading to the superfluidity of the ensemble. However, upon changing
1/kra over the range from —oo to +o00, the nature of the pairing changes dramatically
from a weak coupling BCS-type to molecular binding. Thus by tuning the interactions,
the state of the fermionic gas interpolate between a molecular BEC and a BCS superfluid.
In between, it crosses the unitary limit where the scattering length drops out and the prop-
erties of the gas become scale invariant. This realises the so-called BEC-BCS crossover
proposed early by Leggett [115], Nozieres and Schmitt-Rink [116] and confirmed by sev-
eral recent theoretical approches [34], a fixed-node Monte-Carlo simulation [117] and
experiments [118, 119]. In addition, the equation of state of the unitary Fermi gas at finite
temperature is precisely known thanks to several experiments [120, 121].

BCS superfluid

In the regime of small negative scattering lengths 1/kra — —oo, the fermions are weakly
attracted to each-other and will form an ensemble of phase-coherent Cooper pairs. How-
ever, the energy contribution of the BCS pairing in the superfluid phase ~ A?/E; where
A ~ e~7/%krlal i the pairing gap, is exponentially small. Hence, the ground state energy
of the BCS-superfluid is mainly given by

€ = —TLEF 14 —k’Fa+

3 10 4(11 — 2In(2))
5 97 2172

(kpa)® + ) : (1.63)

where the first term is the energy of the ideal Fermi gas, the second is a mean-field shift
and the next term was obtained by Galitskii, Lee and Yang in the 50’s, in the context
of repulsive hard-sphere fermions [122, 123]. The generalization of this expansion to
attractive interactions was shown recently in [124].

Molecular BEC

In the regime of small positive scattering lengths, opposite-spin fermions are strongly
attracted to each other and form tightly bound dimers of size ~ a and binding energy
—h?/ma?. The dimers are composite bosons that condense at low temperature and can be
described by a Gross-Pitaevskii equation for small scattering lengths. Consequently, the
ground state energy reads
h? 1 128

€= —Wnd + Egdnd <1 + m nd(cda)3 + > 3 (164)
where ng = n/2 is the dimer density, g4 = 27h*cqa/m and cqa ~ 0.6a is the dimer-
dimer scattering length [77]. The first term is the binding energy density followed by the
mean-field term and the LHY corrections [125].

Unitary Fermi gas

In the unitary limit, the scattering length drops out as a scaling parameter and we retrieve
relations that are analog to the ideal Fermi gas. All the complexity of the interacting
system is thus encapsulated in a few universal numerical constants. Indeed, the energy
density can be expanded as

€= nEp(§———+..). (1.65)
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The numerical constant £ is the Bertsch parameter and was measured with high precision
in[121], £ = 0.376(4). The other numerical constant { was extracted via the measurement
of the equation of state in the crossover [118] and yields ( = 0.93(5). A more precise
measurement was done by performing a local Bragg-spectroscopy experiment and gives
¢ = 0.87(3) [126]. The analytical or numerical calculation of those two parameters repre-
sent a challenging problem as they cannot be obtained by standard perturbative methods
due to the lack of small parameters in the system. A review of the various theoretical
and numerical approaches used for their calculation can be found in [34]. ( is directly
related to the unitary two-body contact (5, a fundamental quantity that will be introduced
in chapter 5. In chapter 8, we will exploit this relation to demonstrate a new method to
measure  using few-body losses.

When varying the temperature, the unitary Fermi gas undergoes a superfluid to normal
phase transition as observed in [120, 121]. The transition temperature was found to be
T. ~ 0.167. We will exploit this unusual large value to produce a fermionic superfluid
by evaporating ®Li atoms at resonance.
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Producing a dual Bose-Fermi superfluid

In this chapter, we describe the experimental apparatus that we use to produce a quantum
degenerate mixture of Bose and Fermi gases. The current setup results from almost 20
years of continuous upgrading, repairing, and maintenance work starting from 1997. As
the experiment is already described in great detail in the thesis of G. Ferrari[127], F.
Schreck [128], L. Tarruel [129], S. Nascimbene [130], and I. Ferrier-Barbut[131] and no
major changes were made in the past few years, we will provide here a short overview of
the experiment and solely focus on the technical aspects which are useful for the rest of
this mansucript.

2.1 General description

The general scheme of the setup is similar to many cold atom experiments. The overall
idea is to cool a vapor of atoms down to quantum degeneracy via laser cooling and evapo-
rative cooling. In our case, we use the two stable isotopes of lithium: the bosonic “Li and
the fermionic °Li. A hot vapor beam (500 °C) is produced by heating lithium in an oven
and letting the gas escape through a tube. The jet is slowed down by a Zeeman slower.
The atoms are afterwards captured and further cooled (~ mK) in a magneto-optical trap
(MOT) in the glass cell, see Fig.2.1. Once the MOT is fully loaded (40 s), we elevate
magnetically the atoms to an appendage of the glass cell. At this stage, the atoms are
trapped in a strongly confining magnetic trap and sympathetic cooling is applied: The
SLi atoms are cooled by thermal contact with evaporating “Li atoms. This cooling step
(~ 50 1K) allows us to load efficiently the atoms in an optical dipole trap. Finally, we
apply a second evaporative cooling step at high magnetic field in order to exploit a broad
SLi Feshbach resonance. This time, "Li is sympathetically cooled by °Li. At the end
of the evaporation ramp we reach a typical temperature of 100 nK and both °Li and “Li
clouds are in the quantum degenerate regime.

2.2 The lithium atom

2.2.1 Atomic structure

Lithium is the lightest alkali element. A single electron occupies the outer shell and its
atomic structure is thus quite simple. A schematic representation of the ground state and
first excited states level structure for both isotopes is shown in Fig.2.2. The Li ground
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Figure 2.1: Schematic representation of the main parts of the experiment in the glass cell
region. The yellow arrow indicates the atomic jet coming from the oven and the Zeeman
slower assembly. The purple coils (MOT coils) and the three pairs of beams (large red
beams) realize the magneto-optical trap. In the upper part of the cell, the appendage,
atoms are first trapped in a loffe-Pritchard trap, created by the four loffe bars (brown bars),
the pinch curve coils (green) and the Feshbach coils (blue). The final trap is composed of
an optical dipole trap (red beam centered on the appendage) and a magnetic confinement
provided mainly by the pinch-curve coils. The large bias field needed to go to the 832 G
Feshbach resonance is provided by the Feshbach coils (blue). The offset coils (yellow)
allow for rapid change of the bias field.
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Figure 2.2: Energy level structure of the two Lithium isotopes, °Li and “Li. The transitions
used for cooling and repumping for the MOT and the Zeeman slower are indicated in grey.

state is of 2s nature, while the first excited states is of kind 2p. The splitting between
the s and p states of the outer shell is large for alkali atoms and the associated transition
(called the “D-line”) lies in the visible and near infrared region. For lithium the 2s — 2p
transition is in the visible red spectrum, A\;; = 671nm. The degeneracy between the
22Py ), and 2% Py, states is lifted by the spin-orbit coupling and leads to a fine-structure
splitting of ~ 10.05 GHz. Hence, the D-line splits into two subfeatures: the D; and Dy
lines associated with the 22515 — 22P, )5 and 22512 — 22P; 5 transition respectively.
Incidentally, the isotopic shift for 2s — 2p transition is also equal to ~ 10.05 GHz so that
the D; line of 7Li is extremely close to the D, line of °Li. Hyperfine coupling splits the
different atomic levels even further. However due to a natural linewidth of I' ~ 5.9 MHz,
the hyperfine states of the 2% P; > manifold cannot be completely resolved, see Fig. 2.2.
In Fig. 2.3, we show the magnetic field dependence of the energy levels of the 225
manifolds for both isotopes. In the following, we will label the associated states |is) with
1 = 1,2, ... starting from the lowest energy state at high field and the index s refers to the
isotope (s = b for “Li and s = f for °Li). Since we will use the states |1;) and |2) to
produce a strongly interacting Fermi gas, they can be seen as the two states of a two-spin
component Fermi gas, hence we will also use the common notation: | 1) = |2¢) and

| 4) = [1p).

2.2.2 Feshbach resonances

Lithium is characterized by a large number of Feshbach resonances that can be exploited
to produce and study strongly interacting ensembles. In Fig.2.4, we show the different
resonances relevant for the different experiments discussed in this thesis. We use the large
Feshbach resonance between the |1;) and |2;) states at 832.18 G [132] to produce a Fermi
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Figure 2.3: Magnetic field dependence of the energy levels of the 225; , manifold of °Li
and "Li.

superfluid. The state |1;,) possesses a borad Feshbach resonance at 738.2 G which was
previously used by our team to study the unitary Bose gas [36]. This state cannot be used
to produce a BEC near the fermions Feshbach resonance, since it has a negative scattering
length in the mentioned magnetic field region. In order to reach Bose condensation and
superfluidity for the "Li cloud, we use the state |2;,) which has mostly a positive scattering
length in the region of the fermions Feshbach resonance. However, this state features two
resonances, a narrow one at 845.5G and a broad one at 893 G[74], which deteriorate
the stability of the mixture in their vicinity. The scattering length between bosons and
fermions is featureless at high magnetic fields and equals to 40.8 ay and is independent of
the discussed spin states. This small scattering length value ensures that the two clouds are
weakly coupled: Phase separation is only expected to occur for vanishing boson-boson
scattering length, which in practice should happen (at low temperature) for magnetic fields
lower than 720 G or in the vicinity of the zero-crossing near 845 G.

2.3 Laser system

Our laser system follows the MOPA (master-oscillator - power-amplifier) scheme. We use
master lasers for frequency references and a series of injection-locked slave diodes and
tapered amplifiers to amplify the total optical output power. We work with high-power
laser diodes (Hitachi HL6545MG), with a maximal output power of 120 mW. At room
temperature, the spectrum is centered around 660 nm, and the diodes need to be heated
up to 70°C to be able to reach lithium D-lines at ~ 671 nm. The diodes are thus mounted
inside thermally isolated boxes and need to be regularly replaced due to their reduced
lifetime.

We use external cavities in Littrow configuration for the master laser in order to sta-
bilize their frequencies and reduce the modes linewidth. They are locked using saturated-
absorption spectroscopy on the D; and D, lines of °Li and the D, line of "Li. We generate
the different frequencies required for the experiment using several acousto-optic modula-
tors. Optical power amplification is done by injection locking a dozen of slave diodes and
using two tapered amplifiers'. All the different optical stages are decoupled from each

I'The tapered amplifiers (TA) provide a larger power amplification than diodes (up to 500 mW), however
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Figure 2.4: Magnetic field dependence for the different scattering lengths involved in our
system.

other by means of optical fibers. This results in an optical power loss of 20-50% after
each fiber, but minimizes the consequences of alignment drifts and therefore realignment
work. The locking of the different diodes is monitored using three Fabry-Perot cavities.
The first one is used to check the locking of the master diodes. The two others are for the
locking of the MOT and Zeeman slower beams and also provide a useful reference for the
beams alignment.

2.4 Loading the dual magneto-optical trap

2.4.1 The atomic beam source

The atomic beam is produced by heating a reservoir containing several grams of lithium
(with natural isotopic abundance). The reservoir is connected to the rest of the vacuum
chamber via a small tube that collimates the jet of atoms. The bottom of the reservoir is
heated up to 400°C, the entrance of the collimation tube to 510 °C and its end to 190 °C.
In this configuration, lithium is liquid at the bottom of the reservoir and a sufficient atomic
flux leaves the oven. In principle, lithium cannot solidify in the tube and the temperature
gradient allows lithium droplets to get back to the reservoir thanks to a temperature de-
pendent surface tension. From time to time, the tube gets clogged and further heating (up
to 600 °C ) of the tube allows us to evaporate the undesired liquid. In order to guarantee
an ultra-high vacuum in the main chamber, the atomic beam goes through two differential
pumping stages before reaching the Zeeman slower, see Fig.2.5.

the only 671 nm chips available on the market have an output mode which is highly non-gaussian and their
output power tends to decrease rapidly with time (down to 250 — 300 mW). Their replacement takes far
more time than for diodes, as the beam shaping optical stage has to be redone entirely each time.
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Figure 2.5: Overview of the vacuum system
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2.4.2 The Zeeman slower

The oven produces a jet of atoms with a mean velocity of 1700 m.s™!. The MOT will only
capture atoms with velocities less than the capture velocity ~ 50m.s~!. Therefore, we
use a Zeeman slower which is a specific combination of counter-propagating bi-chromatic
beam and a designed magnetic field in order to reduce the average atomic velocity. After
each photon absorption event, the atom gets decelerated and quickly moves out of reso-
nance due to the Doppler effect. This effect is compensated by the spatially-dependent
magnetic field along the trajectory of the atoms provided by the coils. Indeed, the en-
ergy levels of the atoms are shifted by the Zeeman effect and the magnetic field is finely
tailored so that the Zeeman shift constantly compensates the Doppler shift. Our Zeeman
slower is in a spin-flip configuration consisting of two coils with opposite sign current, see
Fig. 2.5, so that in between the two the magnetic field becomes zero and reversed, which
avoids to have resonant light with the cold trapped atoms. The magnetic field between
both ends goes from 800 G to -200 G and the Zeeman slower has a capture velocity of
about 1100 m.s~ ! [129].

Two laser beams are used to slow down °Li and "Li atoms (called principal beams).
They are tuned to the Dy : F' = 3/2, mp = 3/2 — F' = 5/2, mp = 5/2 and D, :
F =2 mp=2— F' =3, mp = 3 transitions respectively and shifted by —400 MHz
to compensate the Doppler effect at the magnetic field zero crossing (v ~ 250m.s™1).
The SLi principal beam slightly deteriorates the slowing of “Li due to the “Li-D; ®Li-D,
coincidence, which finally forces a trade-off between the °Li and “Li flux. Two repumper
beams are also necessary for the zero crossing region for the two following reasons: First,
due to the narrow hyperfine structure of the 22 P/, manifold, the open transitions Ds :
F=3/2— F =3/2and D, : F = 2 — F' = 2 are excited and the atoms can fall
in the 225, ;2 F'=1/2 and F' = 1 states. Second, there is no adiabatic following near
the zero crossing and atoms can flip to the “wrong” m g states. We use the transitions
Dy :F=1/2— F =3/2and Dy : F =1 — F’ = 2 for 5Li and "Li respectively, also
shifted by -400 MHz in order to repump these depolarized atoms.

2.4.3 Magneto-Optical trap

The next step is to trap the slow atoms of the beam and further cool them down in a
magneto-optical trap (MOT). It consists of three pairs of circularly polarized counter-
propagating laser beams as depicted in Fig. 2.1 and a magnetic field gradient provided by
one pair of coils. As a result, the atoms feel a combination of restoring and friction forces
that trap them in the vicinity of the zero magnetic field region.

We use the Dy : ' =3/2 - F' =5/2and Dy : F' =2 — F’ = 3 lines as cooling
transitions for the °Li and “Li MOT respectively, similarly to the zeeman slower. We also
need strong repumping beams to avoid loosing atoms that fall in the 225, 2 F=1/2and
F = 1 states. For this purpose we utilize the lines D, : F' = 1/2 — F’ = 3/2 and
Dy : F =1 — F' = 2 of 5Li and "Li respectively. The cooling beams are red-detuned
by dgp ~ —61I for °Li and §;p ~ —7T for "Li, and the repumpers beams by dgg ~ —3T
for SLi and d;gr ~ —5.5T for "Li. Each beam has a 1/¢? diameter of 1.5cm and a peak
intensity of about 2mW/cm? (The on-resonance saturation intensity of the D; and D,
lines are I,; = 7.6 mW/cm? and I,,; = 2.5 mW/cm? respectively). The applied magnetic
field gradient at the MOT is 25 G/cm.

In these conditions, we are able to load the dual-MOT in 40 s and it typically contains
several 10° "Li atoms and 10® °Li atoms at a temperature of approximately 3 mK. In com-
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parison, a single-isotope MOT can have twice as many atoms (by switching off the other
MOT beams). In particular, the °Li cooling beams enhance the light-assisted inelastic
collisions in the “Li MOT, and we tune its power to have a good balance between the two
isotope numbers.

Once the dual-MOT is fully loaded, we perform a compressed-MOT phase. The cool-
ing beams are brought closer to resonance (dgp = —1.51" and o;p = —51") and the
repumping light intensities are ramped to zero in 8 ms. This results in all atoms being
pumped in the lowest hyperfine manifold and a reduced temperature of 7' ~ 600 K. We
do not reach a temperature as low as the Doppler temperature T, = Al'/2kg = 140 uK
mainly because of the unresolved hyperfine structure of the 2Py, states and multiple
photon scattering processes.

2.5 Magnetic trapping

2.5.1 Optical pumping

In order to trap magnetically the atoms, we perform an optical pumping step to transfer
them into the the fully polarized states |6s) = |F' = 3/2,mp = 3/2) and |8;,) = |F =
2, mp = 2) of the second lowest hyperfine manifold (see Fig.2.3). These states are low
field seeking states, i.e their energy increases with increasing magnetic field. In addition,
the two states are stable with respect to spin-exchange collisions.

To perform the optical pumping, we turn off the CMOT and illuminate the atoms with
a combination of two circularly polarized beams in presence of a weak magnetic field
(10G) during 300 us. The first beam is tuned to the Dy : ' = 1 — F’ = 2 transition
and pumps the “Li atoms in the F' = 2 manifold. The second beam is tuned close to the
Dy :F=2—F =2and Dy : F =1/2 — F’ = 3/2 lines. It achieves both the
hyperfine pumping for °Li F' = 1/2 — F = 3/2 and the Zeeman pumping for "Li, since
|81, is a dark state in our scheme.

2.5.2 Lower magnetic trap and transfer to the appendage

After the optical pumping, we quickly turn on a quadrupole trap (within 2 ms) using the
MOT coils (resulting in a magnetic field gradient of 200 G.cm™! at 300 A). The atoms not
in states |6¢) and |8},) are lost by spin-exchange collisions and/or expelled by the magnetic
trap. The overall efficiency of the optical pumping and magnetic trapping loading is
typically 50% for “Li atoms and 30% for 5Li atoms.

Next, we transport the cloud in the appendage of the cell: We simultaneously ramp up
the current in the Feshbach coils and ramp down the current in the MOT coils in 500 ms
so that the magnetic trap center is progressively elevated to the appendage. The cloud is
transported over 6 cm and during the transfer approximately 50% of the atoms are lost,
mainly due to collisions with the walls of the appendage.

Atoms are then transferred from the quadrupole trap to a loffe-Pritchard trap [133]: A
strong magnetic radial confinement is provided by four bars placed near the appendage,
a pair of coils (the pinch-curve coils) create a curvature along the axial direction, and
finally another pair of coils (Feshbach coils) create an adjustable bias field (and only a
small curvature). This creates a cigar-shaped harmonic trap with a non-zero minimum
which avoid Majorana losses [134].
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2.5.3 Doppler Cooling

In the Ioffe trap, the cloud has an initial temperature of 7" ~ 3 mK. The collisional cross-
section is cancelled at momenta corresponding to a temperature of 6 mK and is still weak
at 3mK [128]. Hence, to start evaporative cooling with better conditions (i.e. a larger
collisional rate) we perform an additional Doppler cooling on “Li atoms. We send on the
cloud a circularly polarized light beam red-detuned to the transition Dy : F' = 2, mp =
2 — F' = 3, mp = 3 at the corresponding bias field felt by the atoms (500 G). The beam
will solely cool the atoms lying at the center of the trap and in the axial direction. The
anharmonicity of the trap and at some point the elastic collisions will lead to a thermaliza-
tion of the cloud in all spatial directions. This cooling procedure is repeated twice, with a
stronger confinement and a smaller detuning the second time. As a result, the cloud has a
temperature of 300 K, with a loss of 25% "Li atoms, and the collisional rate is increased
by a factor of ~ 16.

2.5.4 REF evaporation

The last step performed in the loffe-Pritchard trap is a radio-frequency evaporation of the
Li atoms. Evaporative cooling consists in removing the hottest atoms of the cloud so that
the mean energy per particle is reduced and the phase-space density is increased [135].
The evaporation cannot be done with °Li atoms as they can neither collide via s-wave
channel since they are spin-polarized in the |6¢) state, nor via higher partial wave channels
as they are already inhibited by the low temperature of the sample (The p-wave threshold
for Li is ~ mK). 5Li atoms are instead cooled by thermal contact with the “Li atoms that
can be efficiently evaporated.

Here, the loffe-Pritchard is highly compressed and the bias field is maintained to a low
value (5 G). A radio-frequency field blue-detuned with respect to the transition |1;,) — |8y,)
(803.5MHz at B = 0) is sent on the cloud. As a result energetic "Li atoms are transferred
to the high-field seeking state |1;,) and expelled from the trap. Thanks to the smaller
isotope hyperfine splitting of the 225, state of °Li (228.2 MHz), the RF-knife essentially
only affect “Li atoms.

The RF-knife frequency is ramped from 1050 MHz down to 840 MHz in 22s. Typical
final numbers are Ng = 2.5 x 10% and N; = 0.5 x 10° at a temperature 7' = 10 uK
which correspond to a peak phase-space density of ~ 10~ for SLi atoms. These numbers
strongly depends on the initial numbers of both species and in practice we adjust them by
varying the population balance between the two MOT clouds.

2.6 Hybrid magnetic-optical trap

The Ioffe-Pritchard trap does not allow for an independent adjustment of the magnetic bias
field and trap confinement. Hence, in order to profit from the 832 G Feshbach resonance
of Li where we can perform a second evaporation to quantum degeneracy, we load the
atoms in a hybrid-magnetic optical trap resulting from the combination of a focussed
1073 nm beam and a axial magnetic curvature + bias field created by the pinch-curve and
the Feshbach coils.
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2.6.1 Trap description

The dominant effect of a far-detuned light beam on an atom is a shift of its energy levels
proportional to the beam intensity (known as light shift or Stark shift) [136]. If the beam is
red-detuned, the shift is negative for atoms in their ground state and they will be attracted
by maxima of intensity. For lithium atoms, if the fine structure splitting of the 22 P state
is negligible with respect to the laser detuning, the dipole potential created by a beam is
well described by the equation :

3nc? T

Ugip(r) = Z_wSZ (r),

2.1

where c is the speed of light in the vacuum, wy is the bare frequency of the atom’s transi-
tion with linewidth I', A = wy, — wy is the laser detuning and /(r) is the intensity profile.
For a gaussian TEM; mode we have the profile

I(r) = ——e 2 /wl)?, 2.2)

with P is the laser power and w(z) = wp+/1 + (2/zr)?, where wy is the beam waist
and zr = mw?/\ is the Rayleigh length. In the vicinity of the beam focus, r < w, and
z < zR, the dipole potential is harmonic. For an atom of mass m it reads

1
Ugip = —Up + im(wfﬁ + w?2?) (2.3)

with Uy = 3¢2I' P/w3| A |w? the potential depth, and w, = /4Uy/mw?, w, = w,.\/v/2mwy
the radial and axial trap frequencies respectively. Hence, the trap and therefore the clouds
are highly elongated in the axial direction as depicted in Fig. 2.6.

In the experiments described in chapter 3 and 8, the beam waist is wy = 27(2) um and
wo = 36(3) pm respectively. Typical frequencies at high power (7 W) are w,. ~ 27 x7kHz
and w, ~ 27 x 40Hz .

To increase the axial confinement at low optical power, a magnetic curvature is added
using the pinch-curve coils and the Feshbach coils. For low-field seeker states, a magnetic
minimum is superimposed to the beam waist while for high-field seeker states we create
a saddle point with a maximum in the axial direction. Thanks to this magnetic confine-
ment, the trap is highly harmonic in the axial direction (see section 2.9.3). Typical axial
frequency provided by the magnetic curvature is w, = 27 X 20 Hz. In first approximation,

the two lithium isotopes see the same trapping potential so that their trapping frequencies
differ by a factor \/mz/mg = /7/6.

2.6.2 Trap loading

We load atoms initially in the Ioffe-Pritchard trap to the dipole trap at relatively high-
power? (7 W). Thanks to similar aspect ratios, the transfer between the two traps can be
done efficiently with solely 20% atom loss.

2We observe increasing losses in the dipole trap when loading at higher power (thus higher density),
probably due to dipolar losses in the state |8y). The associated loss rate coefficient Ly = 1.05(10) x
10~ cm? /s was measured in [137].
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2.6.3 Mixture preparation

In order to exploit the Feshbach resonance at 832G and to have a stable mixture of Bose
and Fermi superfluid, we need to transfer the atoms in the states |1¢) = |F' = 1/2,mp =
1/2) and |2¢) = |F = 1/2,mp = —1/2) for °Li and in the states |2;,) = |F = 1,mp = 0)
for “Li, see Fig. 2.3.

This is done by doing several radio-frequency transfers using the adiabatic passage
technique. Atoms are dressed by a strong radio-frequency field whose frequency is varied
across the transition resonance between the two involved levels. For slow enough fre-
quency sweep, the atoms follow adiabatically the dressed state to eventually end up being
in the target level.

The technique is repeated for three times. First at low field to do two transfers:
|8b> — Hb) = ‘F = 1, mrp = 1> and |6f> — |].f> = |F = 1/2,mF = 1/2> using
a fixed frequency RF radiation of 827 MHz and 240 MHz respectively and ramping the
bias magnetic field from 13 G to 4 G in 50 ms. Then, before crossing the Feshbach res-
onance at 750 G of the |1},) state, we perform a third transfer |1,) — |2;,) at 656 G with
a RF radiation whose frequency is swept from 170.9 MHz to 170.7 MHz in 10 ms. The
typical efficiency of those transfers is 90% and is limited by decoherence effects due to
atoms collisions, trap inhomogeneities or field fluctuations. Remaining atoms in the initial
states |8,) and |6;) are expelled by the magnetic curvature that is now trapping high-field
seeker states. |1;,) atoms are lost by three-body recombination when crossing the 738.2 G
Feshbach resonance.

Finally, a |1¢) — |2¢) mixture is prepared by a doing a RF transfer at 835 G, the RF is
swept from 76.25 MHz to 76.3 MHz. By varying the RF power or the sweep velocity, we
can adjust the spin mixture according to the Landau-Zener formula:

Py=1—e 7%/ (2.4)

where P, is the transition probability, {2 is the Rabi frequency of the RF radiation and
w = dw/dt is the frequency sweep velocity. To obtain a 50/50 mixture we typically do a
5 ms sweep implying a Rabi frequency of €2 ~ 27 x 600 Hz.

2.6.4 Evaporation at 835 G

As soon as some °Li atoms are transferred in the |2;) state, evaporative cooling is engaged.
The collision rate between opposite spin fermions is extremely large (~ 10 kHz) thanks to
a unitary limited scattering cross-section. As we have g5 > Y67 > 777, Where ;; is the
collision rate between particles of type i and j, "Li atoms are essentially sympathetically
cooled by the evaporating °Li atoms. The initial atoms numbers are typically Ng = 2x 10°
and N; = 3 x 10° at a temperature 7' = 45 uK and a trap depth Uy ~ 180 uK (P = 7TW).
The trap depth is lowered exponentially with time. For our coldest samples, we go as low
as Uy = 1L.5puK (P = 60mW) in 3s. After waiting 1s at constant trap depth, both
clouds are thermalized and final numbers are typically Ny = 3 x 105, N; = 4 x 10* and
the temperature is 7" o~ 80 — 100 nK: both clouds are quantum degenerate. We provide
in section 2.8 several evidence that both clouds are actually superfluid and a frictionless
counterflow between the two clouds will be demonstrated in chapter 3. The mixture shows
a good stability at low temperature with a typical lifetime of ~ 5— 10 s and will be studied
in detail in chapter 8.
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Figure 2.6: Schematic representation of the clouds trapped in the optical dipole trap. The
arrows show the two different imaging directions. After passing through the clouds, and
several optical components, the imaging light is collected on a camera shown as a grid.

2.7 Imaging

2.7.1 Absorption imaging

All the observables associated with the atomic clouds such as the temperature and atom
numbers are obtained by imaging the atoms either in-situ (i.e when trapped) or after a
time-of-flight expansion. Imaging of the atomic clouds is done by absorption imaging.
A resonant probe is sent along a given direction (in the following examples the y-axis)
on the atomic cloud that will partly absorb it. The intensity profile I(x, z) of the probe
after passing through the cloud is recorded on a camera, see Fig.2.6. In order to cancel
the inherent spatial inhomogeneity of the probe beam, a second image Iy(z, z) is taken
without the atomic cloud. For a probe with small intensity / < I, according to the
Beer-Lambert law the two intensity profiles are related by the formula

I(z,2) = Iy(x, z)e 0 ] Wn@v:2), (2.5)

where ¢ is the absorption cross-section and n the cloud’s atomic density. Hence, the ratio
of the two intensity profiles gives a direct access to the simply integrated density profile
of the cloud.

For a resonant light beam with a narrow linewidth, the absorption cross-section reads
o = 6m(\/27)2C where C is the Clebsh-Gordan coefficient associated to the absorp-
tion transition and light polarization. However, we cannot rely on this theoretical value
to count our atom numbers, inasmuch as several experimental imperfections can reduce
drastically this cross-section. In particular, the imaging light linewidth is comparable to
the atomic natural linewidth. Therefore, the absorption cross-section is measured experi-
mentally, see section 2.9.3.

2.7.2 Imaging directions

In the appendage, the clouds can be imaged along two directions: Along the axial direc-
tion (the z-axis), parallel to the magnetic field direction and along a radial direction with
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Figure 2.7: Examples of simply integrated density profiles 7 obtained by absorption imag-
ing. Here, the images are taken at 817 G after a full evaporation at 835 G. The two spin
states of the fermions are imaged along the y-direction after a short time-of-flight expan-
sion of 500 us. The bosons are imaged along the z-direction after a longer time-of-flight
expansion of 4.5 ms.

a o polarization and 7 polarization respectively in order to address the transitions listed
in next section.

In the axial direction, the optical resolution is about 10 um and cannot be used for
in-situ imaging (the typical radial sizes for the clouds is 5-10 um ). However, thanks to
the integration along the long axis of the clouds, this direction allows for the detection of
small atoms numbers even after a long time-of-flight expansion.

In the radial direction, the resolution is ~ 5 um. Again, we cannot resolve the in-
situ spatial distribution of the clouds along the radial direction. By integrating over the
remaining transverse direction, we retrieve accurate (doubly integrated) density profiles

n(z) = [dzdyn(z,y, z).

2.7.3 Imaging transitions

At low bias field (i.e to image atoms early in the sequence) we use the transitions
Dy: F=3/2 —F =5/2 (2.6)
Dy: F=2 —F =3, (2.7)

to image °Li atoms and “Li atoms respectively.
At high field, we use the closed transitions

Dy : mJ:—l/Q,m1:1 —>mJ/:—3/2,mp=0, (28)
Dy: my=-1/2m;=0 —mypy=-3/2,mp=—1, (2.9
DQ: mJ/=—1/2,mp=1/2 —>mJ/=—3/2,m1/:—1/2, (210)

to image the states |1¢), |2¢), and |2,) respectively.

2.7.4 Double and triple imaging sequences at high field

In order to have access to both boson and fermion density distributions, the clouds are
imaged sequentially. For the counterflow measurements presented in chapter 3, we image
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Figure 2.8: Examples of doubly integrated density profiles 7 corresponding to the images
shown in Fig. 2.7 taken at 817 G after evaporation at 832 G. Left figure: quasi-in situ den-
sity profiles for the | 1) (red line), | |) (orange line) states, and the difference (purple
line). The plateau at the center of the difference profile (red region) indicates pairing be-
tween atoms with different spins, which corresponds to the superfluid region of the cloud.
For smaller spin-imbalance, the superfluid core is larger. Right figure: Density profile of
the bosons after time-of-flight (4.5ms) showing an almost pure Bose-Einstein condensate,
the condensed fraction is superior to 80%, which corresponds to an upper-bound tem-
perature of 120 nK. In the inset we show a typical in-situ boson density profile at higher
temperature showing the bimodal signature of an emerging condensate. By fitting the
thermal fraction by a gaussian we extract a temperature of 580(25) nK in agreement with
a measured condensed fraction Nggc/Ny, = 0.25(4).

the bosons and one state of the fermions in-situ along the radial direction using 50 us
imaging pulses separated by 10 ps. If we are interested in both fermionic spin states in situ
density distribution we use a sequence of three imaging pulses. Both spin component of
the fermionic gas are imaged in situ in the radial direction and the bosonic cloud after time
of flight in the axial direction, see examples of images in Fig.2.7. To avoid heating that
can modify the density profiles, we use 10 s pulses separated by 10 us at low intensities
I/l = 0.06 for the fermions. In any cases, reference images (providing ;) are taken
20 ms later.

2.8 Evidence for superfluidity

By analyzing the density profiles obtained by absorption imaging such as the ones shown
in Fig. 2.7, it is already possible to infer that both clouds are superfluid at the end of the
evaporation.

2.8.1 Bose gas

Superfluidity in the Bose gas is signaled by the Bose-Einstein condensation which due to
the interactions is described by a Thomas-Fermi profile. For a doubly integrated profile,
it reads

1

2
nBec(2) = Mo (ub — §mbw§,bz2> , (2.11)
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where the central chemical potential reads

b -\
myw
[y, = 7" (15NBEcabb ;L b) . (2.12)

with @, = (wz,bwf’b)l/ 3, app the boson-boson scattering length, and Nggc the number
of condensed bosons. Hence, the cloud has an axial extent given by the Thomas-Fermi
radius Rrp . = 2u/muw?y, (@and Rrpy, = RrpzpWsb/Wrhb)-

In Fig.2.7, the bosons are imaged after a long time-of-flight expansion. Thanks to
its hydrodynamic behavior, the BEC density distribution is modified by simple scaling
factors and is thus described by a Thomas-Fermi profile with time dependent Thomas-
Fermi radii. For a free expansion of duration ¢, the transverse radial Thomas Fermi radius
of an elongated BEC reads [138]:

RTF,r,b<t> = RTF,r,b<O>\/ 1 -+ (w,nbt)?. (2.13)

In our experiment, the expansion is done in the presence of a magnetic curvature, but its
effect is negligible (few percents difference for a typical 5 ms time-of-flight). In Fig. 2.8,
we show a doubly integrated profile of bosons after time-of-flight. We extract a radial
Thomas-Fermi radius of 40 yum meaning an in-situ radius of 3 um in the radial direction
and 85 pum in the axial direction (see left panel of Fig. 2.8).

In terms of temperature, as there is no visible thermal fraction, we can only give
an upper-bound for the cloud temperature. In a harmonic trap the condensed fraction
p = Nppc/N, follows the equation

T 3
=1- 2.14
p (ﬂm>’ (2.14)

where the transition temperature reads

N, \ V3
kT, = hio, (—) . (2.15)
¢(3)
Typically, the thermal fraction is no longer resolved for condensed fractions higher than
80 %. Hence, we get a conservative upper bound temperature of 120 nK. At higher temper-
ature, we can extract the temperature directly from the thermal fraction using a Gaussian
fit (a polylog fit would give similar results). In the inset of Fig. 2.8, we show a Bose gas in
situ density profile at intermediate temperature with a recognizable bimodal structure. By
fitting the thermal wings we extract a temperature of 580(25) nK, and a condensed frac-
tion of 0.27(4)% in good agreement with the prediction of equation (2.14): p = 0.30(4).

2.8.2 Fermi gas

Superfluidity of the strongly interacting Fermi gas can be inferred via several arguments.
First, for a balanced unitary Fermi gas in a harmonic trap, the critical temperature was
found to be T,y = 0.19 Ty, [139, 121] with kgTr), = Epj, = hax(3N¢)'/? the Fermi
temperature of the trapped Fermi gas. For typical fermion numbers N; = 3 x 10° and
trapping frequencies w,y = 18Hz and w,y = 500Hz, we get a transition temperature
1. = 150 nK which is above the typical upperbound temperature given by the condensate
fraction of the Bose gas (120 nk).
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Another evidence can be seen on the imbalanced Fermi gas such as in figs.2.8. At
low temperature, for small enough imbalance (i.e below the Clogston-Chandrasekhar
limit [140, 141]), the cloud is composed of three different concentric layers (shown as
three different colored regions in Fig.2.8). At the core, the opposite spin fermions are
paired and form a superfluid phase. Then, the second layer is a normal phase containing
both spin states but with a strong imbalance, so that the minority atoms dressed by the
majority form a gas of polarons. Finally, the outermost layer contains all the remain-
ing majority atoms and forms an ideal Fermi gas. This structure can be directly seen on
doubly integrated profiles thanks to the local density approximation. Indeed, under this
assumption one can relate the local pressure P along the symmetry axis of the cloud to its
doubly integrated density:

mw?
2
Hence, using the Gibbs-Duhem identity 0P/Ju = n we get the local density along the
symmetry axis

P(z,r=0) = n(z). (2.16)

n(z,r=0) = _er 2 o (2.17)

In the superfluid core, the density of the two fermionic spin states are equal ny = nj so
that we get the following equation for the doubly integrated densities:

d(ny —ny)
dz

Therefore, full pairing of atoms in the core region is signaled by a plateau in the doubly
integrated profiles. This is what is observed on the difference profile shown in Fig. 2.8.
The superfluidity of paired atoms was demonstrated by observing vortices solely in the
core region when the Fermi gas was put in rotation [59]. Furthermore, the observation of
a well defined plateau implies that the temperature of the cloud is significantly below the
transition temperature 7. ¢, as for intermediate temperature the superfluid can be slightly
polarized [ 142]. Finally, the superfluid core size is given by the plateau length: in Fig. 2.8,
the radius is 110 yum. For small imbalance, the radius is typically 300 yum. Finally, at
unitarity and zero temperature, the balanced Fermi gas has a Thomas-Fermi profile:

=0. (2.18)

1

5/2
ne(2) = ngg (/,,Lf - §mfwifz2> , (2.19)

where the chemical potential reads iy = \/EEp,.

2.9 Final trap calibrations

2.9.1 Magnetic field calibration

The precise knowledge of the magnetic field is essential for a fine tuning of the various
different scattering lengths describing interactions in the system. As one of the Feshbach
coils was replaced in 2015, we describe in this section its calibration at high-fieldt. We use
the resonance frequency of the hyperfine transition |1,) — |2;,) whose field dependence is
known with great precision. At high field, the transition frequency is typically 175 MHz
and has a field dependence of ~ 40 kHz/G. In practice, we measure transitions with a
typical linewidth of 4 kHz, implying an upper bound for the magnetic field stability of ~
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Figure 2.9: Bias field as a function of current in the Feshbach coils. The bias field is
measured by looking at the radio-frequency resonance between the states |1;,) and |2;,) as
shown in inset. A linear fit (orange line) to the different bias field measurements (black
squares) gives a slope Bpias/ Ireshbach = 2-301(2) G/A.

0.1 G (see inset Fig. 2.9). Because of the large width of “Li and °Li Feshbach resonances,
this precision is more than sufficient in our experiments. By repeating the measurement
for different currents in the Feshbach coils, we can calibrate the coils, see Fig.2.9. A
linear fit gives a slope Bpias/ Ireshbach = 2.301(2) G/A.

2.9.2 Trap frequency calibration

In order to characterize the trapping potential we measure the associated frequencies by
exciting the dipole mode of a cloud. This also allows us to check the harmonicity of the
trap which is essential for the counterflow experiment described in the next chapter.

In the axial direction, we profit from the small position difference between the two
curvature minima of the optical potential and the magnetic field. By slowly increasing the
optical power, the cloud is adiabatically displaced toward the optical potential minimum
and a sudden decrease of the power to its initial value will then make the cloud oscillate
in the trap. In virtue of the Kohn’s theorem, if the trap is harmonic the oscillations should
last forever. In Fig.2.10, we show two examples of dipole-mode oscillations. Measuring
the oscillations over numerous periods allows for the extraction of the trap frequency with
a high precision. Furthermore even for amplitude larger than the cloud size, no damping
is visible over 1 s which validates the harmonic approximation in the axial direction.

In the radial direction, we excite the dipole mode by abruptly turning off the optical
dipole trap for a short period of time (500 us), the slight displacement induced by the
anti-trapping magnetic curvature and the gravity is enough to initiate radial oscillations
of the cloud. In order to amplify the oscillations amplitude, we image the cloud after
a time-of-flight (which typically increase the amplitude by a factor of 3). Depending
on the isotope used and the temperature of the cloud, the oscillations can exhibit a fast
damping or long-lived oscillations. In the case of a pure "Li BEC, there is no damping
for amplitudes similar to the cloud sizes of the two isotopes (8 ym amplitude while the
fermions radial size is 10 um). In contrast, the oscillations of a fermionic superfluid show
a strong damping rate as it experiences more easily the anharmonicities of the trap due to
its larger radial extent (10 pm while the Bose gas has a typical radial extent of 3 ym).
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venient method is to excite the cloud dipole mode by briefly shutting off the YAG laser.

This induces oscillations of few micrometers amplitude in one of the radial directions. To
amplify this movement, we measure the cloud position after time-of-flight. On the left

figure we show the oscillations of the fermionic cloud showing a strong damping rate. On
the contrary, oscillations of the “Li BEC show at most a weak damping (right figure).
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2.9.3 Number calibration

Finally, as aforementioned, the experimental absorption cross-section of the atoms usu-
ally differs from the ideal theoretical estimate. In order to accurately count the atoms
numbers, the cross-section is calibrated experimentally. At low temperature, the density
profiles of our clouds are described by Thomas-Fermi profile and the extent of the clouds
is thus related to their total atom number. Hence, provided the magnetic field and the
trap frequencies are well known, we can calibrate the cross-section so that the total atom
number obtained by integration of the density profil corresponds to the one obtained by
measuring the Thomas-Fermi radius. For bosons in the state |2;,) we use the equation
(2.11), we find a correction a., = 2.8(5). For the fermions in the states |1;) and |2;), we
use the equation (2.19) and we find o, = 1.9(5).

2.10 Conclusion

In this chapter, we have given an overview of the experimental setup that allows us to
bring °Li and “Li vapors down to quantum degeneracy. While it is a rather complicated
(and capricious) machine, it is largely compensated by its quite unique features:

e The tunability of interactions for both isotopes using their various broad Feshbach
resonances. A direct consequence is the ability of producing new type of mixtures,
such as our dual superfluid Bose-Fermi mixture that will be investigated in the next
chapter.

e The possibility to use the “Li BEC to probe locally the strongly interacting Fermi
gas which allows for a measurement of its temperature, equation of state and local
two-body correlations as previously used in [139] and demonstrated in chapters 3
and 8 respectively.
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Chapter 3

Counterflowing mixture of Bose and
Fermi superfluids

The discovery of superfluidity goes back to 1938 when two teams in Oxford led by J.F
Allen and A.D Misener and in Moscow led by P. Kapitsa reported the anomalous hydro-
dynamic behavior of liquid “He below 2.17 K[2, 3]. The fluid was showing no visible
viscosity and could flow without friction through very small apertures. In analogy to the
superconductors, Kapitsa baptised this type of intriguing fluid, a superfluid. It was soon
conjectured that despite the strong interactions between “He atoms, superfluidity was re-
lated to Bose-Einstein condensation [143, 144]. The missing piece of puzzle connecting
superfluidity to superconductivity was found in 1970 when the team of D. Osheroff, D.
Lee, and R. Coleman managed to observe the superfluid behavior of liquid *He below a
transition temperature of 2.49 mK [145]. Here, as *He atoms are fermions with attractive
interactions, superfluidity arises via the Cooper pairing mechanism like for electrons in a
superconductive metal as predicted by the BCS theory in 1957 [146, 6].

After those two discoveries of the superfluidity of bosonic *He and fermionic >He, the
idea of studying a Bose-Fermi superfluid mixture rapidly emerged [147, 148]. However
because of strong interactions between the two isotopes, *He-*He mixtures contain only a
small fraction of 3He (typically 6%) which, so far, has prevented attainment of simultane-
ous superfluidity for the two species [149, 150]. With the advent of ultracold gases in the
90’s, new possibilities to study superfluidity became available. In particular, it allowed for
the study with unprecedented control of the phase coherence of these quantum fluids [43],
the superfluid to Mott insulator transition [20], the Berezinskii Kosterlitz Thouless tran-
sition in reduced dimensions [48] or the BEC-BCS crossover[151, 78, 152]. Mixtures
of degenerate gases were also produced such as Bose-Bose superfluid mixtures [153] or
Bose-Einstein condensate immersed in a Fermi sea [128].

In this chapter, in the spirit of the historical experiments done on superfluid liquid
helium, we describe the first observation of a counterflow between Bose and Fermi super-
fluids using our °Li-"Li mixture. The counterflow is created by exciting center-of-mass
oscillations. At low amplitude, the oscillations exhibit extremely low damping and a
coherent energy exchange is observed between the two superfluids. These results can
be captured within a sum-rule approach and interpreted in terms of a coupled-oscillator
model. We then show how friction arises when the relative velocity between the Bose and
Fermi gas is increased. A sharp onset of dissipation is observed above a certain critical
velocity v, that we measure in the BEC-BCS crossover. Our results are compared to the
Landau criterion for superfluidity [154] and its generalization to a superfluid mixture [86].

51
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300 ms

Figure 3.1: Center of mass oscillations of the two superfluids (°Li top, “Li bottom) after
being initially displaced from the trap center. In first approximation, the clouds oscillate
at frequencies that differs by a factor \/% They thus progressively acquire a relative
motion and get out of phase after ~ 4.5 periods. For an initial displacement of 100 pm,
the maximal velocity between the two clouds is 1.8 cm/s.

The experiments have been described in great details in the thesis of I. Ferrier-Barbut [131],
and M. Delehaye [155], to which we refer the interested reader. Therefore, we will delib-
erately focus on a simple description and emphasize the aspects that connect to the next
chapter.

3.1 Creating a counterflow of Bose and Fermi superfluids

The full experimental sequence to cool our °Li-“Li mixture down to double degeneracy is
described in chapter 2. For the final cooling step, we start with ¢ Li atoms in a balanced
mixture of their two lowest hyperfine states |1¢) & |2¢) and “Li atoms spin polarized in
the second lowest state |2;,). The clouds are confined in a strong optical dipole trap, and
by lowering the trap depth in the vicinity of the °Li Feshbach resonance we perform an
extremely efficient evaporation and the clouds reach the dual degenerate regime. Typical
final atoms numbers are N; = 3 x 10% and N}, = 4 x 10* at a temperature 7' ~ 80nK
which is significantly below the critical temperatures for superfluidity of both gases, see
section 2.8.

Contrary to liquid *He-*He experiments, the Bose-Fermi interaction in our system is
weak (aps = 40.8a() and ensures that the superfluid mixture is stable with respect to phase
separation. However, this also means that the effect of the interspecies coupling is difficult
to see directly on the density profiles (and even more if the profiles are doubly integrated)'.
As we will see, the small coupling between the two superfluids can be actually probed by
counterflow experiment.

We create a relative motion between the two superfluids by exciting the center of
mass oscillations of the two clouds, a scheme used previously for the study of mixtures
of Bose-Einstein condensates [69, 156], mixtures of Bose-Einstein condensates and spin-
polarized Fermi seas [157], spin diffusion in Fermi gases [158], or integrability in one-
dimensional systems [159]. The oscillations are initiated by displacing the clouds from
the trap center in the axial direction where the confinement is mostly magnetic and highly

'For example, the fermion central chemical potential j is typically 20 times larger than the interspecies
mean-field interaction term gpeny,, with g = 27h%ang /mys and mps = mypme/(my, + mg). Hence, the
deviation from the fermion density profile without interspecies coupling is typically a few percents.
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Figure 3.2: Example of low amplitude oscillations of the center of mass of the two super-
fluids (blue circles: bosons, red circles: fermions) taken at 835 G. Solid lines are fit to the
data using the equations (3.7,3.8).

harmonic. At high field, both isotopes are in the Paschen-Back regime and have the
same energy dependence with magnetic field so that both clouds feel the same trapping
potential in the axial direction. As a consequence, due to the different atomic masses of
the two clouds, the trapping frequencies are related by* we/w;, = \/% ~ 1.08. Hence,
as depicted in Fig. 3.1, after being displaced by the same quantity, the clouds oscillate
in the trap and progressively acquire a relative motion. The relative velocity reaches
its maximal value after ~ 4.5 periods. For an initial displacement of 100 yum, we have
typically vrel max = 1.8cm/s. The cloud positions are monitored during up to 4s, which
represents ~ 60 periods of oscillations and we can determine the oscillations frequency
with a typical precision of Aw/w < 2 x 1072,

3.2 Low amplitude oscillations: Coherent energy exchange

For a small initial displacement (typically < 100 um), contrary to the large damping
observed in the Bose-Bose mixtures [69], we observe long-lived oscillations of the Bose-
Fermi superfluid mixture. They can extend up to 4 s with no visible damping, see fig (3.2)
and our measurement is solely limited by the lifetime of the mixture. Furthermore, the
oscillations of the mixture exhibits two features not observed in absence of one of the
two isotopes. First, the “Li oscillation frequency @, is downshifted by several percent,
while the °Li frequency @y is almost unchanged. At unitarity (832 G), we measure @, =
15.00(2) and @r = 16.80(2), while the associated bare trapping frequencies are wy, =
15.27(1) and wy = 16.80(50). Second, we observe an amplitude modulation on the bosons
oscillations at a frequency ~ (wf — @y,)/2m, which implies a coherent energy exchange
between the two superfluids.

2Because of a slight deviation from the Paschen-Back regime for ”Li this ratio is 1.10 instead of 1.08.
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3.2.1 Frequency shift

The small frequency shift observed for the boson oscillations comes from a modification
of its confinement due to the interactions with the fermions. The Bose gas can be seen as a
mesoscopic impurity immersed in the Fermi superfluid. Hence, the bosons see an effective
potential which is the sum of the trapping potential '(r) and the mean-field interaction
gvine(r), where ny is the total fermion density, g = 2wh%aps /My , and My = &:ﬁf
is the Li/"Li reduced mass. In first approximation we can neglect the back action of the
bosons on the fermions, so that within the local-density approximation the density of the
fermions is given by ng(r) = ngo)(,uf —V(r)), where n§0) () is the stationary equation of
state (EoS) of the Fermi gas. Due to its small size Rrpp ~ 0.35R1r ¢, the BEC probes

mainly the central density of the fermions. We can thus expand n¢ around r = 0, and we

get
dn(o)
1—glof<df ) ] 3.1)
K r=0

The effective potential is still harmonic and to first order the associated frequency is given

by
. 1 dn9
Op ~wp |1 — =g ! . (3.2)
2 dpus 0

The chemical potential of a unitary Fermi gas reads

Vet = guene(0) + V(1)

2

h
e = 52—W(3w2nf)2/3. (3.3)

Hence, in the weakly coupled limit the frequency shift is

5wb _ Wp — C:)b _ 13]€F7habf7 (34)
W, Wy, TmEs/4

where kpj, = /2hm;wi(3N;)'/? is the Fermi momentum of a non-interacting harmoni-
cally trapped Fermi gas. For our experimental parameters krj, = 4.6 x 10°m™", eq (3.4)
predicts a value wy, >~ 27 x 14.97Hz, in very good agreement with the observed value
15.00(2) Hz.

3.2.2 Amplitude modulation

To further understand the observed dynamics of the superfluids, it is necessary to include
the back action of the bosons on the fermions. Experimentally, we remark that the initial
displacement of the trap only excites the dipole modes of the cloud so that the underlying
effective model should be a two-level system. In the absence of interspecies interactions,
the two levels are the two dipole modes which get dressed when the coupling is turned
on. Hence, the observed amplitude modulation on the boson oscillations comes from a
beating between the two dressed modes. This modulation is a priori also present on the
fermions but is smaller due to a larger inertia of the cloud N¢myg > Nymy,.

The observed center of mass oscillations of the mixture can be recovered using a
phenomenological coupled oscillator model :

MeZ = —Kezp — Kipe(2e — 2p), (3.5)
Myz, = —Kpzp — Kpe(zp — 2), (3.6)
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where M;, = Nymy, (M; = Nymy) is the total mass of the “Li (°Li) cloud, K}, = Myw?
(K¢ = M;w?) is the spring constant of the axial magnetic confinement, and Ky is a
(weak) coupling constant describing the mean-field interaction between the two isotopes.
To recover the correct frequency shift (eq. (3.2)), we take Ky = 2K bi&

If we now solve these equations with the initial condition z¢(0) = 2,(0) = d, the
beating between the two dressed modes is parametrized by two factors p = N},/N; and
_2m,_dwy [ oyr experiment, both factors are small and we can take the limit

Em = mp—ms wp

P, em <K 1, so that we get

2(t) = d[(1—emp)cos(@st) + pey, cos(wpt)], (3.7)
2(t) = d]—ep cos(wpt) + (1 + &) cos(wpt)] , (3.8)

with @f ~ w.

The predictions of egs. (3.7, 3.8) agree well with experiment (Fig. 3.2). In particular, the
amplitude modulation on the bosons oscillations is given by &,,,. Thanks to the large mass
prefactor (= 14) in its expression, ¢, has a typical value of >~ (.25 at unitarity and it
explains the observed amplitude modulation. This stems from the almost resonant bare
frequencies of the two oscillators which allow for an efficient energy exchange despite a
weak coupling.

3.2.3 Sum-rule approach

We can actually recover the equations (3.7, 3.8) within a fully quantum formalism, using
a sum-rule approach [160, 161, 162]. The full derivation is given in appendix A. The
sum-rule method is a variational approach that relates the properties of collective excita-
tions (here the dressed dipole modes) to equilibrium properties of the system that can be
computed using the local-density approximation. The principal result is that the squared
frequencies of the two eigenmodes are given by the extrema of the following function

(V)

S ‘\Ij>_>k—<\lf|,/\/l]\1/)’

(3.9)

with k& = m,w? the (species independent) spring constant, ¥ = (uy,, uy) is a 2-dimensional
vector expressed in the basis of the two bare dipole modes and M is an effective mass
operator given by

Na 0{za)
Mas = /m N, ob; (3.10)

with (z,) the mean displacement of species « when the trapping potential of species [ is
shifted by a quantity bge,. The extrema of S can be obtained by a diagonalisation of M.
Assuming 0, (z,) < 1, we get to first order

- Ny 0
wf = Wr (]_ — ﬁ]: ézl:>) >~ Wy, (311)
- 0(z
Oy = wh (1 — g—b‘?) : (3.12)

The associated eigenmodes are the dressed dipole modes, and by expressing the initial
condition over this eigenmode basis, one recovers the equations (3.7, 3.8).
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Finally the crossed susceptibility term 0y, (z1,) can be calculated using the local-density
approximation

m(r) = ) () = V() = guni(r)), (3.13)
ne(r) = n?” — Vi —be.) — gomp(r)). (3.14)
To first order in g, we readily get
0 0
Hev) ., koot / PLL (3.15)
8bf Ny a,uf aﬂb

Assuming that the Bose gas is much smaller than the fermionic cloud , we can approxi-
mate this expression by

O(z)  kge [On” / s ,onY
o~ d'rz"———. 1
8bf N b 0 J 253 _ " 0 123 (3 6)

The integral can be calculated exactly, assuming a usual Thomas-Fermi distribution, so
that we get the simplified expression

(0)
) bt (a&) . (3.17)
r=0

Oby Opug

Hence, we recover the expression for the frequency shift given in equation (3.2).

3.2.4 Frequency shift in the crossover

Equation (3.2) allows us to predict the frequency shift of the Bose gas in the whole BEC-
BCS crossover. More precisely, the frequency shift obeys a universal scaling

% = kF,habff ( ! ) . (318)
Wh ke nag

where the function f is computed numerically using the zero temperature EoS of the
interacting Fermi gas measured in [107] and is shown as a blue solid line in Fig. 3.3.

In addition to the unitary limit (1/kp;, = 0) where f(0) = 13/77£%/4, the two other
asymptotic limits for the frequency shift can be understood easily. In the far BEC limit,
the Fermi gas forms a molecular BEC whose size decreases with ag so that the mean field
interaction seen by the bosons increases. In the mean field regime, we have Ong/Jus =
2mgaqqmh?, where aqq = 0.6ag is the dimer-dimer scattering length [77]. Thus, we get

lim  F(1/kepan) = 619 (3.19)

l/kFyhaff—ﬂ)O kF,haﬁ

Hence the frequency shift increases when going toward the BEC limit’.
In the far BCS limit, the equation of state of the Fermi gas becomes that of a non-
interacting Fermi gas and leads to the same frequency shift as at unitarity provided we
set{ = 1:

. 13

lim f(1/kp nag)

)
l/kpyhaff—>—oo 77T

(3.20)

3However, we expect deviations from this mean-field result as the boson-dimer scattering length ayq
will differ from its mean-field expression apq = 2ays in the deep BEC limit [163]. In our experiment, for
the interaction parameter region we covered, the maximal deviation in frequency shift remains small < 7%.
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Figure 3.3: Relative frequency shifts for the bosons center of mass oscillations in the
BEC-BCS crossover. The red circles are the experimental measurements, error bars rep-
resents 1-sigma uncertainty on the frequency measurment and the value of k. Solid line
is the model (eq. (3.18)) calculated using the EoS measured in [107]. The dashed line is
the asymptotic frequency shift predicted in the BCS limit.

Therefore, we expect the frequency shift to reach a constant value in the BCS limit.

To verify these predictions, we repeat the counterflow measurement for different magnetic
field ranging from 780G to 860 G where 1/kpnag spans the interval—0.4,+0.8. The
comparison is plotted in Fig. 3.3, and shows an excellent agreement between experiment
and our model.

This demonstrates that precision measurements of collective modes of an impurity
(the bosons) are a sensitive dynamic probe of equilibrium properties of a quantum many-
body system. In chapter 8, we will also show that this same impurity can be also used as
a probe for local quantum correlations in the many-body system by means of three-body
recombinations. Finally, an interesting prospect that will be explored in the next chapter
is to test if the sum rule model is also capable to describe the dynamics of two oscillating
superfluids for stronger interspecies coupling.

3.3 Large amplitude oscillations: Friction and critical ve-
locity

For small initial displacements of the clouds, we observed long-lived oscillations of their
center of mass as expected in virtue of the frictionless flow property of superfluids. In
sharp contrast, for amplitudes larger than a critical value the BEC oscillations are rapidly
damped until a steady state regime is reached, as shown in Fig. 3.4. To extract the damping
rate, we fit the data using equations (3.7, 3.8) with phenomenological time-dependent
amplitudes d,, given by

dy(t) = (14 dpe ™), (3.21)
de(t) = (14 e )d. (3.22)
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Figure 3.4: Example of center of mass oscillations taken a unitarity (832 G) with large
initial displacements (200 m). The oscillations are first rapidly damped until the relative
velocity is lower than a critical relative velocity. Following oscillations are undamped.
Solid lines are fit to the data using equations (3.7, 3.8) with time dependent amplitudes
(egs. (3.21, 3.22)).

Repeating the measurement for different initial displacements, hence different maximal
relative velocities (estimated using the fits), we observe a well-defined threshold above
which damping arises, see fig 3.5. We extract the associated critical velocity with a simple
ad-hoc fit

e = AO(v — v.) ((v — v.) JvR)P, (3.23)

where © is the Heaviside function and vp = /2kgTy /my is the Fermi velocity.

There is currently no theoretical model that provides a value for the exponent p. Never-
theless, a x? test shows that for most of our data, the best fits are obtained for p ~ 1 .
Hence we fix p to one and we estimate the uncertainty on v, by allowing p to vary between
0.5 and 2. At unitarity we find v, = 0.4210%5vp. As we will see in the following section,
the critical velocity can be seen as a threshold for the creation of elementary excitations
in the dual superfluid.

3.3.1 Simple and generalized Landau criterion for superfluidity

Another aspect of superfluidity predicted by Lev Landau [164], is the existence of a criti-
cal velocity above which an impurity moving through the superfluid starts to feel a friction
force and its kinetic energy gets dissipated.

In the simple situation imagined by Landau, a microscopic impurity of mass m is mov-
ing trough an homogeneous superfluid at a constant speed. The first step for dissipation of
the kinetic energy of the impurity is the emission of a single elementary excitation in the
superfluid. Initially, the impurity has a velocity v and a kinetic energy mv?/2. After the
emission of an elementary excitation of momentum p and energy ¢(p), by conservation
of the total momentum, the new velocity of the impurity is v — p/m. Hence, by en-
ergy conservation the momentum of the elementary excitation has to fulfill the following
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Figure 3.5: Damping rate for the BEC oscillations as a function of the maximal relative
velocity between the superfluids and for three different interaction regimes. The solid
lines are fit using equation (3.23) with p = 1.

equation

p?
vp=g + e(p). (3.24)

Since v.p < vp, this equation admits solutions only if the velocity is above the Landau
critical velocity :

2
5m T €(P)

2m (3.25)
p

v, = Min
p

In the limit of an infinite mass impurity, the critical velocity takes the simple expression

Ve = I\/En {E(pﬁp)} ) (3.26)

The critical velocity can then be obtained graphically by finding the minimal slope possi-
ble among all the lines joining the origin (0,0) to a given point of the dispersion relation
(p, €(p)). The homogeneous weakly interacting Bose gas has a convex dispersion relation
and is linear at low momenta

€p = PCp. (327)
p—0
Hence the critical velocity is just the sound velocity

Ve = cp = 1 | L212 (3.28)

mpy

The case of the interacting Fermi gas is more complicated as it possesses two excita-
tion branches: the bosonic collective excitations linear at low momenta and the gapped
fermionic quasi-particles excitations. The value of the critical velocity depends on the
precise shape of the two dispersion relations that actually strongly vary in the BEC-BCS
crossover. A calculation of the fermion critical velocity was done in the limit of infinite
mass impurity in [165] and was extended in [86] for any mass. In the BEC limit and up to
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unitarity, the critical velocity is given by the sound velocity of the Fermi gas

0
Ves = o = | =2 (3.29)
’ ms Onf

which can be computed using the EoS. On the BCS side of the resonance, the collective
excitations merge into the pair-breaking continuum and the critical velocity is given by

the fermionic branch "
1
e = /A )| (330)
me

where A; is the gap parameter. For a finite mass impurity, the region where the critical
velocity is given by the sound velocity is larger and can extend on the BCS side. Hence,
the critical velocity is expected to be maximal around unitarity with a value close to the
unitary sound velocity ~ 0.36hkp /m;.

In order to describe our experiment, the Landau criterion for superfluidity, eq. (3.25),
has to be generalized to counterflowing superfluids. This extension was done in [86]
where the method to calculate the new critical velocity is actually very similar to the
case of a finite mass impurity. The minimal process for dissipation is the creation of
one excitation in each superfluid with opposite momenta*. Hence, energy conservation
implies

e(—p) + en(p) + pv =0 (3.31)

where ¢; is an effective dispersion relation of the Fermi superfluid [86] and the term p.v
is the Doppler shift of the excitation of momentum p in the BEC.
Consequently, the generalized critical velocity is

ve = Min (M) . (3.32)
P p

According to [86], around unitarity and on the BEC side, the critical velocity is then the
sum of the sound velocities
Ve = Cp + . (3.33)

In [166], it was shown that in the hydrodynamic approximation, this critical velocity
corresponds to the appearance of a dynamical instability in the counterflowing superfluids
where excitations grow exponentially with time. They also calculated the reduction of the
critical velocity when the interspecies coupling is increased”. Furthermore, it can also be
shown that the friction force between the two superfluids is directly proportional to the
dynamical structure factor of the fermionic superfluid [167].

“Two fermionic excitations in the Fermi superfluid if it involves breaking a pair, which is the dominant
mechanism on the BCS side.
>The reduction of the critical velocity is driven by the parameter

2
e = —bf (3.34)
ChCf

2 [y, ng Opy, Opg
= —— . 3.35
Cbt my Mg 8nf 671]0 ( )

For e,¢ = 0, the critical velocity is ¢, +cr and goes to 0 when €,¢ — 1, which corresponds to the mechanical
instability of the mixture (phase separation). In our experiment, we have e,¢ ~ 107! — 1072, and the effect
of the coupling on the critical velocity is negligible.

where
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Figure 3.6: Critical velocity of the dual Bose-Fermi superfluid in the BEC-BCS crossover.
Red circles: Experimental points obtained using the fit given by eq. (3.23) with p set to
1. Error bars are the variation of v. when changing the power p from 0.5 to 2. Red
dot dashed line: Sound velocity of the Fermi gas calcultated from its equation of state
[168, 107]. Blue bars: calculated sound velocity of the Bose gas. Green squares: sum of
the calculated sound velocities.

3.3.2 Critical velocity in the BEC-BCS crossover

In Fig. 3.6, we show the critical velocity extracted from the measurement of the oscilla-
tions damping rates in the BEC-BCS crossover. We compare them to the predictions of
egs. (3.28, 3.29, 3.33) using the central sound velocities for elongated superfluids ¢,y ¢
obtained by integration over the transverse degree of freedom®. &, does not depend on
1/kpag but rather on the associated magnetic field. It contributes typically to 20 — 25%
to the sum of the sound velocities and is clearly excluded as being the threshold for dis-
sipation in our system. Instead, our data is compatible with a threshold for dissipation
given by the fermionic sound velocity ¢; (i.e. the Landau criterion for a “rigid” impurity
moving in the fermionic superfluid ) or the sum of the two sound velocities ¢, + ¢.

Despite the uncertainity of our measurements, this agreement is remarkable inas-
much as previous measurements of the fermionic critical velocity were systematically
significantly lower than Landau’s prediction [171, 67]. In these studies, the friction was
probed using a stirring laser beam that moves through the whole cloud including its non-
superfluid part. In addition, the beam creates strong density modulation that allows for
high-order process to be excited. Those factors limit a direct comparison to the ideal setup
imagined by Landau [172].

®For a polytropic equation of state y1 o< n” and provided p > hw,., the 1D sound velocity is

YW 1

— = 3.36
T im Rl (3:30)

For a BEC in the Thomas-Fermi regime, this gives ¢ = ¢/+/2 [169]. For a unitary Fermi gas or in the BCS
limit ¢ = ¢/+/5 [170]
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In our case, the BEC probes mainly the central density of the fermionic cloud thanks
to its small size. Additionally, the critical velocity is always first reached when the centers
of the clouds coincide as the ratio v,¢/c; is maximal in that position’. Furthermore, the
weak repulsive coupling between the two superfluids ensures that vortex shedding or the
generation of higher order excitations are strongly inhibited. Nevertheless several other
factors are expected to affect the onset of dissipation in our system:

e The confinement in the radial direction induces a back-bending of the dispersion
relation [173, 174]. This effect is expected to lower the critical velocity by a factor
(p/hw,)/3. However, the associated high-frequency modes are localized on the
edges of the cloud and due to the different sizes of our superfluids, the generation
of those modes in the Fermi superfluid should be inhibited by their weak overlap
with the BEC.

e The Landau criterion is a priori only valid at 7' = 0. The thermal fluctuations
tend to smear out the onset of dissipation and therefore reduce the apparent critical
velocity as demonstrated in [172]. This could explain the lower critical velocity
observed on the BEC side of the resonance (780 G) where enhanced inelastic losses
heat-up the cloud (see chapter 8).

e The oscillatory motion of the impurity is also expected to blur the threshold as it
allows to create excitations at any speed. This effect is present in [67] where the
stirrer has a circular motion and was shown to be an important reduction factor for
the apparent critical velocity [172]. In the next chapter, we will look at how the
non uniform motion affects the generation of excitations in a system similar to our
counterflowing Bose-Fermi mixture.

Estimating the order of magnitude of these effects on the critical velocity is rather diffi-
cult, especially for the strongly interacting Fermi gas, but could potentially improve the
agreement with the predicted value for our mixture v. = ¢}, + ¢; (at unitarity and on the
BEC side).

3.4 Conclusion

In this chapter, we presented experimental results on our counterflowing superfluids. The
counterflow is created by exciting the dipole modes of the two clouds. For small initial
displacements the oscillations are long-lived, providing a strong evidence of the superflu-
idity of our Bose-Fermi mixture. By carefully analyzing the BEC oscillations we observe
a frequency shift and an amplitude modulation that demonstrate a coherent energy ex-
change between the two superfluids. The measured frequency shifts are well described
by a sum-rule model and allow us to probe the EoS of the Fermi gas in the BEC-BCS
CroSsover.

In a second part, we studied the oscillations at larger amplitude and observed an onset
of dissipation characteristic of the generation of excitations in the system as predicted

"Indeed, for a polytropic equation state yf o< n{ and an oscillatory motion z(t) = ZyCos(wt), using

the LDA we have ) ) -
v(2) _ v(0) 1 —2°/Z5 (3.37)
(2?0 1-22 Ry, |

which is maximum for z = 0 when Zy < Rtp ,.
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by the Landau criterion for superfluidity. The extracted critical velocities in the BEC-
BCS crossover are remarkably high and compatible with theoretical predictions derived
for ideal configurations. This can be partially explained by several properties that are
unique to our system, in particular our impurity played by the BEC is weakly coupled
to the Fermi gas and only locally probes its superfluid part. Two aspects of our system
that can affect our measurement however remain to be explored: the effect of the finite
temperature of the mixture and the non-uniform motion of the impurity. As it was done for
the experiments presented in [67] with the numerical simulation done in [172], our results
call for complementary studies. In the next chapter, we will partially fulfill that need by
presenting the results of a Gross-Pitaevski simulation of two counterflowing BECs at zero
temperature.
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Chapter 4

Numerical simulation of counterflowing
superfluids

In order to understand the frictionless nature of superfluidity, Landau investigated the
thought experiment of a moving impurity in a superfluid. He conjectured the existence
of a critical velocity above which dissipation nevertheless arises. As we have seen in the
previous chapter, in its simplest form, this critical velocity marks the threshold beyond
which the impurity can generate a stationary wake of elementary excitations. As such, it
is a physical phenomenon similar to the Cherenkov radiation in electrodynamics [175],
to a supersonic bang or to the generation of surface waves by an object moving at the
surface of a liquid [176, 177]. However, the direct observation of such a treshold was
shown to be challenging as in actual experiments other decay channels can strongly mod-
ify the response of the superfluid to the moving impurity. It was first observed that in
the case of a strong perturbation, vortex shedding could supersede generation of elemen-
tary excitations [178, 179, 180, 181, 182]. Moreover, in trapped gases, density inhomo-
geneities [173, 174] and thermal fluctuations [183, 172, 184] can also strongly decrease
the value of the critical velocity. Finally, the threshold is even completely smeared out
when the impurity does not move at constant velocity [185, 172], just like accelerated
charged particles radiate electromagnetic waves at any speed [186].

Despite all those mentioned potential limitations, we observe in our counterflow ex-
periments thresholds for dissipation that are close to the expected value using the Landau
criterion in the ideal case (i.e homogeneous superfluids moving at constant speed). This
is surprising inasmuch as other measurements reported critical velocities below theoret-
ical predictions [63, 66, 67]. Contrary to all other cold atom experiments where friction
is probed using a stirring laser beam, our experiment uses two counterflowing superfluids
and dissipation is expected to arise from a different mechanism [86] which might lead to
a more robust threshold.

In order to gain more insight about the potentially original dynamics acting in our
system, we started a collaboration with Philippe Parnaudeau, Atsushi Suzuki and Ionut
Danaila from Laboratory Jacques Louis Lions to perform numerical simulations of coun-
terflowing superfluids. The superfluids are interacting Bose-Einstein condensates mod-
eled by two coupled Gross-Pitaevskii equations. This is a simplified situation where the
strongly interacting Fermi gas is replaced by a Bose-Einstein condensate, an approxima-
tion that is valid on the molecular side of the fermionic Feshbach resonance. Like in
the experiment, we simulate the dynamic of two harmonically trapped clouds initially
displaced from their position at rest.

65
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In this chapter, we describe the results obtained from the simulation and different phe-
nomenological approaches used to interpret them. To begin with, we check the accuracy
of the sum rule model introduced in the previous chapter to predict the full dynamics of
the dipole mode oscillations. Then, with the help of a principal component analysis algo-
rithm [187] we reveal the rich underlying dynamics of the collective modes excited during
the counterflow. Using an hydrodynamic model, we are able to identify two mechanisms
of excitation in our system. Firstly, in an analog manner to laser stirring beams, collective
modes can be excited in a cloud by the perturbation potential created by the interactions
with the other cloud. In the case of an oscillatory movement, we show that there is no
threshold for the onset of dissipation, and the collective modes can be resonantly excited
even at low velocity. The second mechanism is unique to counterflowing superfluids:
pairs of modes from both superfluids can be parametrically excited. It is closely related
to the generalized Landau criterion predicted for homogeneous counterflowing superflu-
1ds [166, 86]. Contrary to the first mechanism, an oscillatory movement does not destroy
the threshold for excitation and a critical velocity is observed in our simulation like in our
experiment.

4.1 Mathematical and numerical settings

In this section, we introduce the equations used to model the dynamics of two oscillating
condensates in the simulation. We briefly explain the methods used to solve them. We
also give all the parameters involved in the simulation.

4.1.1 Gross-Pitaevskii equations

The time evolution of a two-component Bose-Einstein condensate with complex macro-
scopic wave-functions ¢ (r, t) and 5 (r, t) can be described by the coupled GP equations:

0 h?

Zh# = [__VQ + U(ra t) + N1911|77Z)1|2 + Nzg12|¢2|2] (I “4.1)
t le

0 h?

i % = [——VQ + U(r,t) + Nigar [t | +N2922|¢2|2:| s (4.2)
t 2m2

The number of particles /NV; for each component is conserved and we have

/ > =1, / |iho]” = 1. (4.3)
R3 R3

The atomic mass of each component can be expressed as:
m; =dm, =12 4.4)
Interaction constants g;; are defined as:
gii = 4Th*a; /m;, 4.5)

and for i # j

gi; = 2mh*a;; [/,  with the reduced mass  p = T (4.6)

my + Mgy
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The a;; are the s-wave scattering lengths and a3 = as;.
The two BECs feel the same trapping potential:

Ulrt) = Sy [ (a2 + %) + 2 (2 = (8))7] (47

with
2:(0) = 29, z.(t) =0, t>0. (4.8)

The two condensates having different atomic mass, displacing the center of the trap by
the quantity 2, will make them oscillate at different frequencies like in the experiment.

4.1.2 Dimensionless equations

In order to choose the relevant time and space resolution of the numerical simulation, the
Gross-Pitaevskii equations have to be recast in a dimensionless form. The starting point
is to consider a general length (z5) and time (%) scales. Non-dimensional variables will
be then

x

t U V2

T T T e Y
We take the usual scalings
1 h
ls=—, Xs=0Qpo, Gpo = R (410)
w mw

Hence, equations (4.1, 4.2) become (in the following we drop the notation for r and ?):

0 1
2L = L 2 L U(r,t) + Bule? + Bioleal?] o, (4.11)
ot 2d;
0 1
Zﬂ = _—V2+Ua(r,t)+521\g01|2+522|902|2 P2, 4.12)
ot 2ds
with:
( U = @ 20,2 2 2(,_p 2
o = DA+ 2 - b0))
1 Nyan dy + da Naays
= Agr— =2 S
B 7Tah Aho bz " didy  ape “.13)
dy +dy N 1 N
for = 27 e 1a12’ Pz = 4m— 2@22.
dldQ QAho d2 Qho

\

with v, = (wl/w>’ Y2 = (wz/w) and b = Zc/aho-

4.1.3 Numerical methods

The numerical simulation procedure can be decomposed in two parts, a preparation step
where the initial wave functions are computed and the dynamics itself.
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Initialization

As for the experiment, the clouds are initially in their ground state. In the Thomas-Fermi
regime, the ground state of the coupled superfluids can be a priori calculated analytically.
Here, we won’t neglect the kinetic terms and instead compute the wave functions numer-
ically. Stationary solutions have the form:

@i(r,t) = exp(—ipgyit)pi(r), i=1,2, (4.14)

with 11, ; the global chemical potentials. Among these solutions, the ground state will
minimize the total energy of the system F(¢1, ¢2), where

2 [ ]2
E(¢1,¢2) = /1RS Z [g|V¢Z|2 + Ua |l + 3 Zﬁzj|¢7,|2|¢]|2] . (4.15)
i=1 ¢ Jj=1

To find such a solution, we use a pseudo-time (or imaginary time) propagation [188] by
solving:

0
% - {lev2 Ua(r,t) = Bual o |* _512!¢2|21 b1, (4.16)
0
% - {Q_@V2 Ua(r,1) = Bau|n]* —522|¢2|2} P2. (4.17)

For the time discretization of these equations, we use a semi-implicit backward Euler
method[188].

Real-time dynamics

For the real-time dynamics we use a second order time splitting method [188]. This
method is used when two or more terms of the Hamiltonian do not commute, here A
and B. For small time steps, their contribution can be calculated separately using the
following formula:

(?;f (A4 B)yp = (x,t +5t) = ATB%(z 1) (4.18)

~ €A5t/2635t€A6t/2¢<x7 t). 4.19)

This particular choice is second order accurate in time ¢ [189].
In our case

A = Zﬁvz By =—i [Ua(r,t) + 511’%‘2 + ﬁw’@zﬂ ) (4.20)
1

A - Zﬁvz B2 =1 [Ua(l‘, t) + ﬁ21|@1|2 + 522|§02|2} . (4'2])
2

The A; and B; operators are respectively diagonal in Fourier and real space. Their con-
tribution can be computed easily by going back and forth in those spaces using Fourier
pseudo-spectral methods.
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Figure 4.1: Simply integrated density profiles of the two initial wavefunctions n;(z, z) =
[ dyn;(z,y, z) for a simulation run with b = 3 and S5/ 20 = 3.1 x 1072,
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Figure 4.2: Doubly integrated density profiles of the two initial wavefunctions 7;(z) =
[ dz dyn;(z,y, z) for a simulation run with b = 3 and f12/822 = 3.1 x 1072
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4.1.4 Simulation parameters
Fixed physical parameters

The parameters of the simulation are chosen to reproduce (but only partially) the ex-
perimental conditions described in the previous chapter. We consider a large and strongly
interacting BEC and a small and weakly interacting BEC in a 3D harmonic trap elongated
along one direction. For the clouds we thus took as fixed parameters

m:6u, d1:7/6, d2:1
Ny, =2-10", N,=6-10°
a1 — 40.83@0, 29 — 300(10.

The masses are choosen to reproduce the bare trapping frequency difference in our mix-
ture of SLi-"Li, wy, /w; = 1/6/7.
The dimensionless interacting parameters are then

Bi1 = 80.20, By = 20621.52, B2/ P2 = 30.
For the trapping frequencies, we choose
w, =27 -300Hz, w,=27-50Hz,
Hence by setting w = w,,
apo = 5.80- 10 %m.

We can estimate the size of the two condensates (Thomas-Fermi radii in units of ay,)
RJ_l == 081, Rzl == 526,

Ri5=1258, R, =154T.

Examples of the simply integrated and doubly integrated density profiles of the initial
wave functions are shown in figures 4.1 and 4.2 respectively . A Thomas-Fermi fit gives
R.,i = 4.47 and R, = 15.45, close to the estimated values.

Numerical parameters

The space domain is chosen so that the clouds stay away from the boundaries during
oscillations. We took
Lm = Ly = 8ah0, Lz = 646Lh0.

It allows us to have oscillations amplitude up to ~ 16ay, along the z-direction, which
is more than enough to have a relative velocity larger than the sum of the central sound
velocities of the condensates (reached typically for ~ 5.5ay,,).

For the space resolution we have

Ar = 1/2%a,,

which corresponds to a grid of 128 x 128 x 1024 computational points. The gradient
of the phase ¢ of the wave function phase being proportional to the velocity, assuming a
sinusoidal movement Reoonr = bap.sin(w.t), we infer a phase resolution of Ap = b/2%,
In order to capture both fast and slow dynamics present during the oscillations of the
clouds, we used a refined time resolution At = 5 x 10~ /w, and a large number of steps
N; = 4 x 10°. This allows to simulate ~ 32 periods of oscillations along the z-direction.
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Figure 4.3: Summary of parameters for which simulations were performed (blue dots).
The red dashed line shows the amplitude above which the critical velocity is expected to
be reached in the limit of a vanishing coupling between the superfluids. For (12/52 =
0.292, we have g%,/g11g22 = 1, which means that a homogeneous mixture of those super-
fluids is dynamically unstable and will demixe.

Simulation runs overview

Among all the possible configurations, we focused only on two parameters to vary:

e The initial displacement of the clouds, denoted as above by b. It will set the am-
plitude of the oscillations of the center of mass , and implicitly the relative speed
between the clouds.

e The couplings between the two superfluids, 312 and Ss;.

All in all, using the high-perfomance computing center of UPMC, we performed more
than 30 simulation runs, which represents over 50000 hours of CPU time and teraoctets
of data. A summary of parameters used for the simulations are shown in Fig. 4.3.

4.2 Low amplitude oscillations

The dynamics of oscillating condensates can be predicted using the sum rule method
introduced in the previous chapter. As such, it provides a good test-bed to check the
accuracy of the model using the numerical simulation data!. Similar to the experiment
described in the previous chapter, the dipole mode oscillations are long-lived and the
coupling between the superfluids will shift their frequencies from the bare trapping fre-
quencies and modulate their amplitude. An example of center of mass evolution is shown
in Fig. 4.4, as well as in Appendix C. We ran several simulations with interspecies cou-
pling 312 encompassing two orders of magnitude. The frequency shifts and the amplitude

't is also a good way to check the good behavior of the simulation, so that this comparison is actually
a cross-validation of both the simulation and the model.
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Figure 4.4: Example of low amplitude oscillations of the center of mass of the two super-
fluids (b = 2 and 12/ 22 = 0.031). The small atomic mass difference (m;—ms)/m; < 1
combined with a large atom number ratio N5 /N; = 30 induces a strong amplitude mod-
ulation of the small condensate oscillations (z = 1, in blue) while the oscillations of the
large condensate are mostly not affected (¢ = 2, red). Dashed lines represent fits used to
extract the frequency shifts and modulation factors.

modulation are extracted by fitting the center of mass using a sum of cosine functions

b
) = ——— t) + t)), 4.22
z1(t) o T o (a1icos(wit) + aacos(wst)) (4.22)
b
t) = —— cos(wqt) + cos(wst)) . 4.23
Zz( ) o1 + Clog (0421 (wl ) Q29 (W2 )) ( )

Results of the fit are displayed in Fig.4.5a as blue dots. We will first compare them to
the predictions of the sum-rule model restricted to the leading order term in 315 as we
did for the experimental data. Then, as this first-order calculation will prove inaccurate
for large interspecies coupling, we compute the exact solutions and compare them to the
simulation points.

As explained earlier, the sum-rule method connects the dynamics of oscillating con-
densates with their static properties that are easier to compute. More precisely, it shows
that all the dynamics can be derived knowing a single non-trivial quantity

O(z1)

= 4.24
X12 by ( )

where (z7) is the mean displacement along z of the cloud i = 1, when the trap center of
the cloud 7 = 2 is shifted by a quantity boe,>. In our case, where the condensate i = 1 is
smaller than the ¢ = 2, it can be shown, assuming the local density approximation and as
long as they are miscible, that we have

B12/522

—_ 4.25
1 — Bia/ B2 (*:29)

X12 =

By symmetry, we have x12 = No/Njxa1
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In the limit B15/F22 = g12/922 < 1, we recover the first order result used for the experi-
mental data

on
X12 = 2 _ g12 (—2) . (4.26)
922 Oz ) —
For the frequency shifts we get

N 1 Bra

~ w|1—-==—]), 4.27
@y W1 ( 2 522> (4.27)
- 1 Ny fr2

~ wol|ll—=—F=—"]. 4.28
2 a2 ( 2 Ny 329 (*428)

First order theory is shown as black lines in figs. 4.5a,4.5b and is in good agreement with
the simulation data only for low coupling. To go beyond the first order results and to
predict the amplitude modulation, we now have to consider the effective mass operator
M provided by the sum rule method. Its eigenvectors and eigenvalues will give the two
oscillation modes and their effective mass respectively. In matrix representation, M takes

the form
my <1 — %Xu) V/mimay %Xu

myme %Xu ma (1 — x12)

M:

The new mode frequencies will then be given by

o= 2, (4.29)
mq

(;}2 = — Wz 2, (430)

where m; is the eigenvalue of M that corresponds to m; at low coupling. The associated
eigenvectors will give the eigen-modes of oscillation ¥; such that?

< a1ll) ) =3 cieos(@it) ;. 4.31)

Zg(t) i=1

The coefficients ¢; are fixed by the initial conditions 21 (0) = 25(0) = b (we also assumed
that initial velocities are zero).

The complete sum rule method (orange lines) fits better the oscillations at larger cou-
pling. While there is almost no difference for the frequency shift, there is however some
visible discrepancy for the relative weight between the two modes. We can reproduce the
simulation results almost exactly using a slightly different approach. Indeed, since at low
amplitude we expect that only two modes are excited, the “dressed” dipole modes, the
system should be completely analog to two coupled classical oscillators of frequency w, ;
and w, 2 and masses M, = Nym, and My = Nymy are in this case coupled with a spring
constant K15. The equations of motion are in this case:

d*z

1 dt; - _leg,lzl + Kia(22 — 21), (4.32)
d222 9

2z —Mow? 529 + Ki2(21 — 22). (4.33)

i JN 0
3with U; = 1/m U, where MW, — 7, ;.
0 \/NQ/mg
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Figure 4.5: Frequency shifts (a) and modulation factor (b) for the oscillations of the small
condensate (z = 1) for different interspecies coupling. Blue dots: simulation data. Black
line: first order perturbation theory. Orange line: non-perturbative sum rule method. Red
dashed line: coupled harmonic oscillator analogy method. For the frequency shifts, the
last two models give the same results.

To complete the analogy, we have to choose K15 so that it mimics the coupling between
the two superfluids. Since the sum rule method suggested that 1, was the driving param-
eter, we can express K- as a function of the classical expression of Y15, one finds

X12
1—(1+ %)Xu

Kip = Myw?, (4.34)

Inserting the expression (4.25) in eq. (4.34), we are able to reproduce the dynamics of the
oscillating condensates. Indeed, the results of this model are shown as red dashed lines in
figs. 4.5a,4.5b and are in excellent agreement with the simulation points. The departure of
the simulation data from the first order perturbation theory can be well accounted by a two
level model, showing the underlying simplicity of the clouds dynamic at low amplitude.
The sum rule method thus seems to provide the good frequencies but do not give the
correct eigenmodes at large coupling; this means that while the product of the off-diagonal
terms of the effective mass operator is correct, the matrix shouldn’t be symmetric. This is
actually a well known drawback of variational methods.

We didn’t investigate the regime where superfluids are partially or completely phase-
separated. In that case, the description in terms of two excited levels should fail since
dipole oscillations could easily couple to some higher-order excitations. For homogenous
superfluids with mean-field interactions, the mixture is unstable when ¢%,/(g11g22) > 1,
which is equivalent in the numerical simulations to fB15/820 > 0.292. We explore in
the next section the case of oscillations with larger amplitudes where higher-order modes
should be excited as well.

4.3 Large amplitude oscillations

The maximal relative velocity between the two superfluids during the oscillations is ap-
proximately given by b(w; + ws) and is reached when the clouds are out of phase. Based
on what was observed in the experiment and predicted for homogeneous counterflowing
superfluids [166, 86], dissipation is expected to occur in our system when v, > ¢1 + Co,
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Figure 4.6: Damping rates for the center of mass z;(¢) versus maximal relative velocity
during the oscillations in units of the expected critical velocity v. = ¢; + ¢2. Blue dots:
rates for the 512/822 = 0.031 simulation runs. Yellow squares: rates for the 315/ 522 =
0.186 simulation runs. The others runs (812/ 522 = 0.003 and S5/ 522 = 0.291) showed a
damping compatible with zero (i.e. in the fit error bars).

where ¢, o are the radially averaged central sound velocities. This velocity is attained
with an initial displacement of b 2 5.3 (in units of ay,) for small coupling between con-
densates. To explore this phenomenon we ran four sets of simulations for four different
coupling parameters 512/ = {0.003,0.031,0.186,0.291}; for each set we varied the
initial displacement around this predicted threshold for dissipation (see Fig. 4.3). At first
sight, the obtained results show at most weak signals of dissipation in the system in sharp
contrast with the experimental data. Nevertheless, using a principal component analysis
(PCA) to look at small fluctuations in the clouds, we uncovered a rich set of phenomena
that were at the beginning quite puzzling. In fact, the PCA gives us access to the dynamic
of many collective modes excited during the counterflow. With the help of some theoret-
ical modeling of our counterflowing superfluids, the behavior of most of the modes can
be understood in terms of two mechanisms that we will discuss thoroughly in the next
section.

4.3.1 First observations: The center of mass evolution

As in experiments, we can analyze the center of mass evolution to seek for dissipation
related to the critical velocity. However, even at high oscillation amplitudes the simulation
does not exhibit the strong damped motion observed in the experiment. Most of the
runs showed an extremely weak decay rate v < 10 %w.*. The only exception is for the
P12/ P22 = 0.186 set of simulations where a damping was visible at large amplitude of
oscillations and v ~ 10~2w., see Fig.4.6. Additionally, the damping does not show any
evidence of the existence of a threshold in relative velocity and seems featureless.
Nevertheless, by comparing oscillations at low and high amplitude we can observe
some interesting features. A simple test is to look at rescaled oscillations differences
Az = 2ip,(t) /b1 — 2ip,(t) /b2 , where 2, is the center of mass of the cloud i initially

4To extract the damping rate, we used the functions defined in (4.23) multiplied by an exponentially
decaying term e~ 7%,
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Figure 4.7: Rescaled amplitude difference Az = z;4, (t)/b1— 24, (t)/ba for by = 2, by = 8
and 312/ P22 = 0.003. Blue line: small condensate i = 1, Red line: large condensate i = 2
rescaled with a global factor No/N; = 30.

displaced by a quantity b;. An example is shown in Fig.4.7 for b; = 2, b = 8 and
P12/ P22 = 0.003. If the overall difference between these two runs is small, only a few
percent, it shows a quite peculiar behavior. Indeed, for both clouds, the envelopes of Az
and Az, seem to be step-wise functions of time and equal up to a factor Ny /N; = 30. The
growing of the oscillations starts after 5 periods and corresponds to a situation where the
clouds are oscillating almost out of phase and have a large peak relative velocity. Since
there is no damping for these runs, the increase seen for the Az functions come mainly
from a dephasing between the oscillations of the two considered simulation runs. Since
changing the phase of an oscillator has no cost in energy, it means that the underlying
source of this phenomenon is perturbing very weakly the dynamics.

If we now extract the instantaneous phase of the oscillations for different initial dis-
placements, we observe the same behavior as for Az;, see Figs.4.8a, 4.8b. The height
of the steps increases non-linearly with the initial displacement and no clear plateaus are
observed for the b < 4 simulation runs. Additionally, the phase difference start to grow
earlier as the initial displacement is increased, see Fig. 4.8b. All these observations were
done with f312/20 = 0.003, a case where the two superfluids are very weakly coupled.
For larger couplings, the same plateau features can be observed at large amplitude but get
smoothed as the inter-species interactions are increased (see appendix C).

As a conclusion, there is a weak but clear signal that something happens when the
relative velocity between the superfluids is large, i.e. for a large initial displacement
(b Z 5) and when the clouds are out of phase (¢ ~ 7 X 27 /w, and ¢t ~ 21 X 27 /w,). The
next step is thus to understand what is the underlying source of these features observed
from the center of mass oscillations.

4.3.2 Fluctuation analysis using a principal analysis component

The clouds images contain a handful of information but is dispersed in a a priori complex
manner on a large set of variables, the pixels. One way to analyse them is to compute
pre-determined quantities such as the center of mass, the size of the cloud, etc. By do-
ing so, much of the information is washed out only to reveal a very specific one that
might be not so relevant. In this context, a powerful method is the principal component
analysis (PCA). The PCA is a model free algorithm to identify the main sources of fluc-
tuations/correlations in a set of data and calculate their contribution. It greatly simplifies
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Figure 4.8: Accumulated phase difference over time for different initial displacements
but same coupling 312/ 522 = 0.003. The phase difference is calculated by comparing the
phase of the oscillations to the one at low amplitude, b = 2ay,. For b > 5, we can observe
fast increases of the phase followed by well defined plateaus. The time at which the phase
difference starts to increase, ts, diminishes when the initial displacement increases, see
the zoom on fig (b) and the associated inset.

the analysis since it provides the pertinent quantities to look at. Similarly to the procedure
used in [187] to observe collective excitations in a 2D Bose gas, we apply the PCA to our
density images to reveal the subtle phenomena at play in our system. In the following we
will briefly discuss how the PCA is used and show some example of results.

Method

In short, the PCA is just the diagonalisation of a covariance matrix. The eigenvectors are
the different orthogonal modes of fluctuations and the eigenvalues their relative impor-
tance. As input data for the PCA, we use integrated density profiles

ni(z, z,t) = /dyni(a:,y,z,t), i=1,2. (4.35)

which can be obtained in an experiment by absorption imaging.
All the profiles are arranged in a single matrix (one matrix per cloud)

M; = (g(ri, t)rgy, k=1..N, 1=1.Ny. (4.36)

so that each line of the matrix represents the time evolution of the density at a specific
pixel. In practice we use N; = 4000 images with Np = 128 x 500 pixels. The associated

covariance matrix is then )

N;y—1
where ]\;[i(k, ) = ni(r, t;) — (ni(rg))e and (...); is a time-average. C; is thus a 4000 x
4000 symmetric and positive matrix. The diagonalization of C; provides a set of N; real

eigenvalues ), ;, and normalized eigenvectors P, ;. (the principal components). The spatial
modes of fluctuations ; ;, are then

C; = MM, (4.37)

1 .
Ui = M;P; ., (4.38)
Nk (Ny— 1)
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and their time evolution a; () are given by
aik(tr) = \/ Aig(Nr — 1) P (), (4.39)

with P, (1) the [-th coefficient of the vector P, ;. Hence, the density can be written as

Ny
(g t) = (R (re))e + Z @i p (1) Ui (), (4.40)
p=1
with the properties
Ny
(@iglin)e = D aig ()ar (t) = Nigy (N = 1), g (4.41)
=1
Np
(i, |Uipy)r = Zﬂi,kl (1) Ty (T1) = Oy o (4.42)

=1

In the limit of infinitesimal time steps and pixels we can write

A, 2, t) = (A2, 2)) + Y aip(t)ilsp(, 2). (4.43)
p=1

The PCA thus provides a decomposition of each image as a sum of modes. In the limit of
small fluctuations, we can expect them to be associated to the elementary excitations of
the superfluids®. However, in our case, the dipole mode is strongly excited by the initial
displacement. To circumvent this problem we center each image on the cloud center of
mass which filters out the dipole mode. Using 4000 images distributed on a total time span
of 32 periods of dipole oscillations allows to have a frequency resolution of Av = v, /32
and maximal observable frequency of V. = 62.5v, .

Examples of output/Zoology of the PCA modes

Applied to our cloud images, the PCA gives for each of them a set of 4000 modes together
with their associated eigenvalues and their temporal evolutions. This is clearly a lot of
information, but most of it can be ignored. Indeed, only a limited number of modes play
a non-negligible role in the fluctuations. This can be noticed on the distribution of the
eigenvalues, usually at least 99% of the eigenvalues are 10° times smaller than the largest
one as shown in Fig. 4.9 7. For each run, we typically limit our analysis to the 10-30 most
populated modes given by the PCA. An example of mode we obtain using the PCA on
the clouds images is shown in Fig.4.10. More examples are shown in Appendix C. We
observe various types of behavior that we can sort in 4 categories:

e Parametric modes. As we will describe it later on, a numbers of PCA modes exhibit
a parametric type of behavior, i.e. they seem to emerge spontaneously from the
noise after some time. In addition, they exhibit a dominant frequency peak in the
Fourier space. Finally, these modes are observed for both clouds but only for large
amplitudes of oscillations.

>And in the limit of a small coupling between the superfluids, since we compute a PCA on each cloud
separately.

®Contrary to a Fourier analysis, spatial modes with frequency higher than v/, can also be identified by
the PCA [187].

"The PCA is computed using double precision variables.
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Figure 4.9: List of the eigenvalues given by the principal component analysis applied to
the small cloud (+ = 1) density images for three different simulations (same coupling
P12/ P22 = 0.003). Blue dots: Initial displacement b = 2. Orange squares: Initial dis-
placement b = 5. Red triangles: Initial displacement b = 8.

e Linearly forced modes. Again, this designation will be justified later. They usually
display a quasi-periodic time evolution and a rich Fourier spectrum. They can be
seen for both clouds at all amplitudes.

e The filtered dipole modes. The recentering process will typically make the conden-
sates oscillate with a random amplitude of at most 1px = 1/16ay,. Still, the PCA
is able to identify the dipole modes and they remain in the most populated modes
if the superfluids are almost not perturbed by the oscillations. This is the case for
many simulations especially those at low amplitude of oscillations where only a few
modes are excited. The filtered dipole modes are easily recognizable due to their
seemingly random time evolution.

e Harmonic modes. When subject to a perturbation, high order terms of the clouds
response also contribute as modes identified by the PCA. For example, for a given
perturbation along the z-axis f,(t), we have for the density n(z + f.(t)) — n(z) =
f-(£)0:n(z) + & f2(t)0?n(z) + .... The harmonic modes are simply related to the
fundamental mode (spatial derivative and frequency harmonics) and can be easily
identified.

Example of each types of modes are shown in Fig.4.11. The two first categories are not
completely exclusive since it is possible, in principle, for a mode to have both behaviors.
Finally, to be completely exhaustive, there are also all the non-physical modes that are
just associated to the numerical noise of the simulation and the spurious modes coming
from a bad frequency resolution of the PCA (i.e. they are some unknown combinations of
several physical modes). They actually constitute the major part of the weakly populated
modes and is the PCA’s main limitation to identify physical modes®.

8The presence of high harmonics modes with a broad frequency spectrum prevent the PCA to identify
weakly populated modes as they will share similar frequencies
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Figure 4.10: Example of a fluctuation mode identified by the PCA for the large cloud
(2 = 2). Its spatial structure is shown in a) and b). Its time evolution is shown in d) and
its Fourier analysis in c¢). The number of spatial nodes is 6 and the mode oscillates at a
frequency of 3.68 w,.

4.3.3 PCA’s modes versus collective excitations of the superfluids

The question is now whether the PCA modes can be related to the true elementary ex-
citations of the superfluids or not. To answer this, we will compare them to theoretical
models of collective excitations in elongated superfluids.

Hydrodynamic equations of a superfluid

In the hydrodynamic limit, the dynamic of a (single) superfluid is described by a set of
two equations

ov m_ ,
on

where v is the velocity field and the chemical potential y is defined locally so that the
global chemical potential is u, = U + p. The excitation spectrum can be obtained by
considering small perturbations on top of the superfluid ground state:

= Vpo+ 5V, (446)
n = ng+on, (4.47)

where v and ng are solutions of equations (4.44), (4.45) and we have the weak perturba-
tion conditions 6n/n < 1. In the center of mass frame, vy = 0 and we have

dov ol
don = —V(ngv) . (4.49)

ot
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Figure 4.11: Examples of a mode’s amplitude and spatial structure (inset) for each of the
four categories listed in the main text. a) Parametric mode. b) Linearly forced mode. c)
Filtered dipole mode. d) High order “clone” mode. (easily seen by its asymmetric time
evolution with respect to the horizontal axis)
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In terms of chemical potential shift o = g—ﬁén we get

O?0u 1 90p
o = 5LV (V) (4.50)

We can thus define an operator

1 op

L is symmetric and positive for the scalar product

19,
(6l = / 5. 4.52)

Therefore stationary solutions of equation (4.50) can be sought as an orthogonal set of
eigenstates of £, (vy)x with
Ly, = wivy (4.53)

where wy, is the associated eigenfrequency.
And we have

n(r,t) = no(r) + Z apcos(wit + g )ur(r), (4.54)
k
where p
L, (4.55)
op

Since the superfluids are Bose-Einstein condensates in the mean field regime, we have
% = ¢. Hence, the scalar product, eq. (4.52), is the same as the one used by the PCA,

and its modes can be expected to be the collective excitations °.

Hydrodynamic modes of an elongated superfluid

To be more quantitative, it is useful to know the exact shape of the collective excitations
and their frequency spectrum. In the case where w, > w,, relevant for many experimental
systems and for our simulation, the low energy dynamics of a superfluid is essentially one-
dimensional. In [169], the spectrum of hydrodynamic modes in a highly deformed trap
was calculated. In the case where p > hw,; > hw., the cloud is in the Thomas-Fermi
regime in both radial and axial directions and we have the following dispersion relation
for the low energy modes:

o = % (k1 3) ws, (4.56)
where £ is a positive integer. In particular, £ = 1 corresponds to the dipole mode w; = w,
and k£ = 2 to the breathing mode w, = \/5/_2wz. The corresponding solutions are the

Gegenbauer polynomials'” G Fork > 1, we recover a linear dispersion wy, = k w, /2
and we have a simple expression for the corresponding solutions of eq. (4.53) using a
WKB approximation [190]

~ ~[2mAwe(z) =, wg T
Up(2) = T(Z)COS [/0 dz ) + k:§} : (4.57)

9We are only interested in real solutions, so the complex conjugate is not relevant

10The Gegenbauer polynomials G'™ are solutions to the differential equation (1—22)y" —(2m+1)zy’ +
n(n + 2m)y = 0 and orthogonal for the scalar product {f|g) = f_ll dz(1 — 22)m=1/2fg.
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where the ~ notation indicates a radially integrated quantity and Aw™! = R./27¢(0) is
the density of state. We have the following expressions for the radially integrated density

fio(2) = 7ip(0) (1 - (}%)2)2 , (4.58)

and the radially averaged sound velocity

&(z) = &(0) <1 - <Ri)2> 1/2, (4.59)

with ¢(0) = +/u/2m the radially averaged central sound density. Theses results are
valid as long as kR, < R,, otherwise the radial degrees of freedom come into play. In
particular the dispersion relation becomes sub-linear at large momentum [174, 191, 169].
In the simulation, the condition ;. > hw, translates as R, > 3v/2apn, ~ 3.5a,, which is
well satisfied for the large condensate (12, 2 = 15.45ay,) but not for the small condensate
(Rz,l = 4.47ah0).

Another situation of interest is the regime where fuww; > (u — hwy) > hw,, which
corresponds to the case where the condensate occupies the lowest oscillator level in the
radial direction. In that case, the dispersion relation is [192, 169]

E(k+1
Wi = % w.. (4.60)
and the associated eigenfunctions are Legendre polynomials. For large £, they can be
described by similar WKB modes as in eq. (4.57). The small condensate (¢ = 1) should
be better described by this second situation as we have fuw,; ~ 1.5(u1 — hw, ).

Comparison with the PCA’s modes

Since we deal with a quasi one-dimensional geometry, the low-energy collective excita-
tions can be indexed by their number of nodes. Thus, a PCA mode with £ nodes should
be equal to 7, up to a normalization constant. As we have the relation'!

/ﬁk(m,z)dx o< (1 - (Ri)z) (2), 4.61)

we can directly compare the PCA’s mode of the large condensate (¢ = 2) to the solutions
eq. (4.57) by a simple integration over the = axis. Some examples are shown in Fig. 4.12.
The agreement is quite good but diminishes as k increases inasmuch as radial degrees of
freedom were not taken into account by the model. For the small condensate, the Legendre
polynomials fail to describe accurately the PCA’s modes which are better described using
an ad-hoc function (1 — (z/R.)?)"/ 27 (z/R,). This discrepancy is probably due to
the fact that the condition Aw; > p; — hw, does not hold.

Concerning the spectra, since some PCA’s modes can exhibit a complex time evolution
with multiple frequencies involved, we restrict the analysis to the modes where a single

! Indeed, in a regime where 1 > hw, > hw,, we have a similar relation as in eq. (4.55) for the doubly
integrated modes: 1y, = U0, n.
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Figure 4.12: Comparison between PCA’s mode of the large cloud 7 = 2 (red line) and the
WKB modes of eq. (4.57) (black dashed line) for £ =5, 6, 10, and 14.

dominant frequency peak is observed. The comparison to the two dispersion relations
eq. (4.56,4.60) is displayed in Fig. 4.13 and shows good agreement between the measured
and predicted frequencies. It confirms the one-dimensional character of the system but
more importantly it shows that many of the PCA’s modes are not just some numerical
artifacts but true collective excitations in superfluids. All the associated information can
be then used to study the dynamics of the system.

4.3.4 Linearly forced modes

We now move to the study of a particular category of observed modes during the oscilla-
tions of the two condensates, the linearly forced modes. To first order, a superfluid is just
a moving perturbation potential for the other one and vice-versa. Hence, different collec-
tive modes are forced by this oscillating perturbation and depending on the spatial overlap
and frequency matching it can be more or less enhanced. This is a realistic version of the
Landau experiment where the perturbation is just a point-like impurity moving at constant
speed in a homogeneous superfluid. However, an important difference is the absence of
an associated critical velocity in our case. Indeed, as observed in the simulation and as we
will justify below there is no velocity threshold for observing these linearly forced modes
in our system. We will first derive a hydrodynamic model to explain this phenomenon
and then use it to reproduce the observed behavior of some PCA’s modes.

Hydrodynamic model for two coupled superfluids

As the modes identified by the PCA are hydrodynamic modes, we can restrict our analysis
of the counterflowing Bose-Einstein condensates to an hydrodynamic approach. This is
also useful as it can be also applied to more general superfluids.

We now have to consider the case of two coupled BECs labelled by i,j € {1,2}.
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Figure 4.13: Frequency of PCA’s modes versus their number of nodes. Blue circles :
Small condensate’s modes (¢ = 1). Red circles: Large condensate’s modes (i = 2).
Red dashed line: Dispersion relation for an elongated condensate with a large chemical
potential ;o > hw,, eq.(4.56). Blue dashed line: Dispersion relation for an elongated
condensate with a small chemical potential 1 ~ hw, , eq. (4.60).

They are described by a set of coupled hydrodynamic equations in their respective center
of mass frame

ov; m

mi— + 5 Vvi = =V (U;+ i+ gijnj), (4.62)
%Zi Y V(i) = 0, (4.63)

where n; is a time dependent function f(r =+ r.(¢)) where r, is the relative position
between the two superfluids.
If the coupling between the superfluids is weak, we get to first order for the perturbations

Ofi = i — i

0%
8; =L, [(5/% + gij(nj,o + 57%)] , (4.64)
with L9
_ 1 O ‘
T aniV(nZ,OV) . (4.65)

Again, we can express the chemical potentials as a sum of eigenstates of the operators L;,
denoted (v; 1)

opy = Z ;i kVik (4.66)
k
with
Livig = Wi vik (4.67)
so that
d2ai,k 2 2
T T Wiklik = Wiklij ((viklnjo)i + (viklong)e) (4.68)
with 5
n; %
(Pl)s = / d3ra—¢ Y. (4.69)
g
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Furthermore, we have

on;
n= g Zazk Vik (4.70)
such that o
n; on;
i 0 - Ly} 4.71
(Vi 0m); Zajq/ 8/%8 Vi kVig - 4.71)
It follows immediately that
da“%w?kam_wkg, Aik+ Y Bigga; (4.72)
dt2 % 7 J ) - »q],9 ’
with
A = (viglnjo)i, (4.73)
on; on;
Biwg = / d’r ama_%““ ia s (4.74)

Again, we stress that the quantities n; o and v; , are time dependent functions f(r=r.(t))
where 1, is the relative position between the two superfluids. Equations (4.72) can thus
be seen as a set of coupled driven and parametric harmonic oscillators. The first term of
the rhs is a forcing term and should be a priori dominant since excitations are considered
to be weakly populated initially. However, the second term, which couples the modes of
the two superfluids with time-dependent coefficients can lead to parametric-like resonant
contributions and allow to explain the second class of observed PCA’s modes, the para-
metric modes. Before that, let’s study more thoroughly the physics associated to the first
rhs term A;p.

Homogeneous case

First, we can look at the ideal case imagined by Landau where the impurity is point-like
(let assume the small condensate 7 = 1) and moving at constant speed V through an
homogeneous superfluid (z = 2). Then the collective excitations are plane waves

1 8M2 7,k r

S 4.75
UZ,k‘ \/V 8n2 ) ( )
where V' is a quantification volume.
The perturbation is a Dirac delta function o< 6(r — V) and we have
Ay o elk-Vt (4.76)
which is a simple oscillating forcing term.
The forcing is resonant when
wo = k. V. 4.77)

Since we have a linear dispersion relation wy;, = |k|c2, Where ¢, is the sound velocity,
phonons can only be resonantly excited if

V] > e, (4.78)
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Figure 4.14: Amplitude of a collective mode (a plane wave) forced by a sinusoidal relative
movement I, = bsin(Qt)e, after t; = 200 x 27/ with |A; 2| = 0.1. Blue circles:
resonant case wo, = 10€2 (n = 10). Yellow squares: non-resonant case wqj = 9.99€0.
The black dashed line is the expected amplitude in the resonant case. The inset is the
same data shown in log scale. The excitation growth rate peaks at nb{) ~ c, but there is
no threshold associated to the sound velocity.

which is the usual Landau criterion for superfluidity. Above this critical velocity excita-
tions will grow linearly with time at a rate wo x| A2 | /2.
Now, for a sinusoidal relative movement r,o = bsin(Qt)e,, we get

+oo
AZ,k x eikzbsin(Qt) x Z Jn(kzb) eith’ (4.79)

n=—oo

The appearance of Bessel functions here is not surprising but will have important conse-
quences in the following. We will have a resonance whenever there exists a set {n, k}
such that wy;, = nf). This criterion is independent of the relative velocity between the
superfluids and can therefore occur at any amplitude. In the resonant case, the amplitude
of the excitation will grow as wo x| Ay 2|/, (k.b)t as shown in Fig.4.14 and is maximal
around b§2 ~ c,. Both in experiments and in our simulation the impurity has always a
finite size s. It sets an upper bound for the validity domain of the Landau model: Only
excitations with |k| < s will see a forcing term as in eq. (4.76). Additionally, the collec-
tive excitations in a trapped superfluid are quantized, so, a priori solely a small number of
modes can be excited resonantly by the impurity.

Simulation case

Generally speaking, for any kind of density profile and collective modes, we can expand
Aj i, in powers of 2z

= ()" = (0|00 0)s, (4.80)

k=0

with 1,0 () = za(t)e.. Depending on the involved scalar products, A;; can contain
a large set of frequencies and therefore excite more or less resonantly a given mode.
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Since the density profile is even, only odd/even terms will be non null for respectively an
odd/even mode. Additionally, a Thomas-Fermi profile is a polynomial of degree two in
position so that only the first three terms are non zero (9¥n; o = 0 for k > 3). In practice,
higher-order terms can appear as the clouds are not perfectly in the Thomas-Fermi regime
(which is the case for large interspecies coupling).

We should be able to reproduce all the linearly forced modes time evolution using the

solution of
d’a 9 &
—m tw at+ Y gzl | =0, (4.81)
k

where the o, are numerical coefficients (they can be accurately estimated using models
for the collectives modes introduced previously).

In the simple case where only one term of the sum is involved, the only unknown is the
value of the mode frequency (but again it can be precisely estimated), the remaining un-
known coefficient oy is just a scaling factor. This configuration is expected to be relevant
for the lowest frequency modes and for a small initial displacement so that high order
terms can be neglected. Indeed, we are able to accurately reproduce the time evolution of
the breathing mode (k = 2) of both clouds see Fig. 4.15 by using only the 22,(¢) term. It
allows for the extraction of the breathing mode frequency with a good precision and we
find wy 5/w, = 1.490(3) and wy2/w, = 1.580(3) for the small condensate (i = 1) and
large condensate (¢ = 2) respectively. They are in very good agreement with the expected
frequencies wy o/w, = 1/15/7 ~ 1.464 and wqs/w, = \/5_/2 ~ 1.581 using eqs (4.56,
4.60).

Another interesting scenario is when there is a quasi resonance between a mode fre-
quency and a combination of the two frequencies present in the dipole oscillations. In this
particular scenario, the mode amplitude should increase linearly with time. This is what
we observed for the mode & = 10 of the large cloud in two sets of simulations, 52/ 812 =
0.003 and fBa2/f12 = 0.031. The measured mode frequency is wo 10/w. = 5.697(3) (ex-
pected value is wo 19/w, = 4/65/2 =~ 5.701) which is close to 2 x 1 +4 x \/m ~ 5.696,
a frequency that is present in the term 28 . Similarly to the homogeneous situation, see
Fig. 4.14, the mode’s amplitude exhibits a Bessel-like behavior eq. (4.79) when varying
the relative velocity as shown in Fig. 4.16. As 355 /312 is increased and the frequencies of
dipole oscillations are shifted, the resonance with this particular mode fades away and is
not observed in the other simulations. However, some other resonances become possible
and for f25/ 12 = 0.186, the k = 6 mode takes over as wy g = 3.669(3)w, =~ 2(@; + @s).
In particular, it explains the unexpectedly large damping observed on the dipole oscilla-
tions for this particular set of simulations shown in Fig. 4.6.

Conclusion

This simple linear forcing model explains a large set of the observed PCA’s modes. It
demonstrates that linear forcing is one of the dominant phenomenon at play in our system.
Contrary to the ideal Landau set up, the collective modes can be resonanlty excited even
at low relative speed and the usual criterion for superfluidity v. = ¢; is not observed in
our system. It is mainly due to the oscillating behavior of the relative movement, as also
pointed out in [172]. A comprehensive understanding of the resonance conditions is still
open and depending on the atomic mass ratio and interaction parameters, some collective
modes can be resonantly excited or completely absent during the dynamics. However,
with a precise knowledge of the system’s parameters and elementary excitations, one can
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Figure 4.15: Time evolution of the breathing mode (k = 2) of both clouds for the simu-
lation run f332 /012 = 0.291 and b = 1. Blue line (fig (a)): breathing mode of the small
condensate © = 1. Red line (fig (b)): breathing mode of the large condensate (i = 2).
Dashed line is a fit using the solution of eq. (4.81) with only the «, coefficient being non-
zero in the sum. The fit allows to extract the mode frequency with a good precision: we
find wy 5/w, = 1.490(3) and ws»/w, = 1.580(3) in good agreement with the predicted

values wy o /w, = \/15/7 =~ 1.464 and wq 2 /w, = /5/2 ~ 1.581.
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Figure 4.16: Eigenvalue of the mode £ = 10 for the large cloud (¢ = 2) versus maximal
relative velocity during the dipole oscillations for two simulation runs fs5//312 = 0.003
(blue circles) and 22 /12 = 0.031 (orange squares). Inset: example of associated time
evolution showing the typical linear increase of the amplitude at resonance. The two data
sets show a similar behavior to what is expected for a resonant mode in the homogeneous
case as shown in Fig. 4.14.

predict when such resonance would happen. It might be possible to exploit this idea
experimentally to excite some chosen high order mode via the dipole mode oscillations
of the two superfluids.

4.3.5 Parametric modes

Another important class of mode that we observe in our simulation using the PCA are the
so-called parametric modes. As we will show below, they originate from the second rhs
term in eq. (4.72), > q B; kqa; 4, which couples modes of both superfluids and can lead to
parametric resonances. In the homogeneous case and uniform relative speed, the paramet-
ric instability occurs only above a critical velocity equal to the sum of the sound velocities
v, = 1 + co. Contrary to the linear forcing term, this threshold is preserved when the
relative movement is not uniform anymore and the superfluids are not homogeneous. We
believe that this mechanism explains the observation of a well defined threshold for dis-
sipation in the counterflowing experiment and their large associated critical velocity.

Homogeneous case

For homogeneous superfluids moving with a constant and uniform relative velocity V,
the excitations are planes waves. We can compute the different terms in equations (4.72).
From (4.74) and (4.75) we obtain:

O Opiz o k. Vi
Bip = | =222 ik 4.82
i,kq <an1 8712 € 5k,q ( 8 )
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Figure 4.17: Evolution of two modes (1: red curve, 2: green curve) with frequencies
wy = 2w, and coupled via a cosine term € cos(a(w; + wy)t) with e = 0.2 and o = 0.98.
The amplitude increases exponentially.

and A; ; = 0. Only modes with the same wave vector are coupled and equations (4.72)
simplify to

d2a1,k

o + wik(al,k - 5eik'Vta27k) = 0, (4.83)
d’a »
dtiyk + wg’k(agyk —ce ’k'Vtaljk) = 0, (4.84)

where

1/2
9i>

Bm a?’LQ

These equations can be seen as coupled Mathieu’s equation describing a parametric reso-
nance between two modes, as illustrated in figure 4.17. In the limit € — 0, the instability
occurs when'?

k. V| = wip, +war, (4.86)

which readily gives the Landau criterion for superfluidity for the case of counterflowing
superfluids. Indeed, to be able to create excitations in the system, a necessary condition
is:

V| > e +co. (4.87)

We recover a critical velocity that is the sum of the two sound velocities v. = ¢; + ¢a, as
found in [86]. Increasing the coupling £ will enlarge the instability window and we obtain
the condition

wi g+ wak — E/Wiwak < [KV| <wi g+ wa g + &y/W01 Wk, (4.88)
which gives a lower critical velocity

Ve =C1 + Ccy —Er/CiCa (4.89)

12There are no harmonic resonances as in the classical 1D Mathieu equation.



92 Chapter 4

1.4} 1.4}

12} 12}

10} 10}
= 08| <08
” 0.6/ © 0.6/

0.4
0.2}

0.4t
0.2}

0.0L . . . . 0.0L ‘ ‘ ‘ ,
00 02 04 06 08 10 00 02 04 06 08 10
e e
(a) Uniform relative movement (b) Oscillating relative movement

Figure 4.18: Instability domain (yellow-green regions) of two coupled modes with same
frequencies wy, for two different types of counterflow: A uniform relative movement at
speed V. = Ve, (with V., = 2w;/|k.|) (a) and an oscillating relative movement with
amplitude b and frequency 2 = wy/10 (with b, = 2wy /|k.|Q?) (b). Red dashed lines
correspond to the limits of the instability domain in case of a uniform movement.

in agreement with the results of [166] in the limit ¢ < 1. In figure 4.18a, we show the
parametric instability domain for two given coupled modes and where the two superflu-
ids have the same sound velocity ¢c; = ¢ = c. In this simple configuration, the domain
boundaries are given by v+ = 2¢+/1 + €. The domains can be calculated either by numer-
ical integration of the differential equations eqs. (4.84, 4.83) or by using Floquet theory
(numericals as well).

Generalisation to an oscillating relative movement

Since parametric instabilities develop within a time scale ~ 1/(cw), for 2 < cw the
relative velocity is slowly varying with time with respect to the growth of the instability.
We can approximate the relative position as

rrel<t — to) =T+ V(to)t + ... (490)
Thus, for ¢ < 1, high momentum excitations will spontaneously emerge if
Max|V(t)| > ¢; + co. (4.91)

and in particular, if b€2 > ¢; + ¢, for a sinusoidal movement. In figure 4.18b, we show the
parametric instability domains for two coupled modes with same frequency (w = 10£2)
and same sound velocities ¢. The domain is very similar to the uniform velocity case,
see Fig.4.18a. An important difference is that the parametric instability regions are also
present way above the critical velocity. This is also visible in figures 4.19a, 4.19b where
we plot the range of amplitudes leading to a parametric resonance with respect to the
mode frequency (black regions). Surprisingly, even at low frequency, where our previous
argument should fail, the system continues to show an amplitude threshold above which
the modes are parametrically unstable (which tends to 0 as w/2 — 0).
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Figure 4.19: Instability domain (in black) of two coupled modes as a function of their
common frequency w when subject to an oscillating relative velocity |V| = bsin(£2¢) for
two different values of €. Red dashed lines correspond to the critical amplitude reduced
by a factor v/1 — ¢ as in the uniform movement case (¢c; = ¢3).

To go beyond this quasi-uniform motion approach and understand better the instability
domains shown in figs4.18b, 4.19a, 4.19b we have to look at the structure of the terms
B, 14 in case of an oscillating motion r, = bsin({2t)e,. Like we did for the term A; ,
we can express B; j; in terms of Bessel functions:

B'L’,kk x eikzbsin(Qt) x Z Jn(kzb) einﬂt . (4.92)

B, ki, contains an infinite set of harmonic frequencies. For any given frequency (2 is thus
possible to find a pair {k, n} such that n) = wy j + wo .
From this we could naively infer that there is no threshold in velocity or in oscillation
amplitude for the onset of parametric instabilities and consequently no critical velocity.
However, contrary to the linear forcing situation, the interplay between the different res-
onant terms leads to discrete and bounded instability regions.

It is possible, using a multi-scale approach, to compute analytically the instability
domains in the limit ¢ — 0 and in the symmetric situation where w = w; ; = wa . We
find that the domains are given by the inequality, see Appendix B:

Jn(k,b)? > (Jo(k.b) £ é(Sw)Q, (4.93)

where n is the closest integer to 2w /(2 and dw = nf) — 2w.

For large values of n, using the stationary phase approximation, J,,(k.b) will take signifi-
cant values when there exists a time ¢ such that k,bcos(§2t) — n = 0, which is equivalent
to |k.V(t)| = 2w (neglecting dw) and we recover the criterion'? (4.91.

In figure 4.20 is shown the evolution of two coupled high frequency modes in case of
oscillating superfluids. While their amplitude remain constant at low relative speed, the

13 Below v, there exists a finite number of small parametric domains, close to each node of Jy(k,b) as
it can be seen in figs. 4.19a, 4.19b)
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Figure 4.20: Dynamics of high frequency modes (blue curve) when the relative movement
of the superfluids is oscillating z(t) = b(cos(Qt) — cos(,/6/7Qt)) (black curve) with
b= 1.1b, = 2.2w/kQ, ¢ = 0.21 and w;, = 10Q2. The modes are strongly excited when
the amplitude of oscillations is maximal, i.e. when the relative velocity is close to the

critical velocity.

modes are strongly excited when the relative instantaneous velocity is close to the critical
velocity.

To sum up, the addition of a time dependent relative velocity does not suppress the
parametric critical velocity contrary to the linear forcing case. For trapped superfluids,
the number of low frequency modes being small, we can expect to see a threshold close
to the generalized Landau criterion v, = ¢; + cs.

Extension to elongated condensates in a harmonic potential

In our simulation, the collective modes are not as simple as planes waves but they tend
to be very similar for large k. We can expect the dynamics of the modes to be described
by equations similar to eqs.(4.84). For elongated condensates such that yi1, po > hw; >
hw, we can use the WKB solutions (4.57) to compute the mode overlap terms B, j, and
Bs 14 (they are the same). After a few simplifications we get

! R.,
G12B1 kg = a/ duw(u)w(A(u — Ug)) cos { L1, F arcsin(u) + kz} X
—1 01(0) 2
R (4.94)
cos [ 222(?));(] arcsin(A(u — ) + qg} ,
with w(u) = (1 - U2)1/4, A= Rz,l/Rz,2a Urel = Zrel(t)/Rz,l and
2 1/2
o = 2r 2z N2 <ﬂ> . (4.95)
Wi 911922

Since the superfluids do not have the same size, the integral is taken over the smallest
(¢ = 1). The weight functions w are almost flat and slowly varying functions, especially
for the largest of the two superfluids and their time dependence can be neglected. The
overlap between the two modes will be important if

Rz 1W1 k
c1(0)

R, :
arcsin(u) = ﬂarcsm()\u), (4.96)

Yu € [-1,1], %(0)
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This condition is well fulfilled (exactly for A = 1) when

W1,k W2 q
~ , 4.97
&0) = 5(0) @57

which means that the local central wavevectors of the two modes should be equal. Hence,
we can write
« W2 q ™
B~ — 24 a(t — k)= ). 4.98
By = eos () + (g - D) ) @99
Then, by using the same arguments and the slowly varying velocity assumption as in
the previous section and equation (4.97), parametric instabilities should occur when (for
a— 0)
dzrel
dt

The critical velocity in the trapped system is thus equal to the sum of the radially averaged
central sound velocities. This result was obtained using collective modes that are specific
to a system of two elongated BECs but since the WKB approach is valid for a large class
of elongated superfluids, we estimate that this result can be generalized to other types of
superfluid mixtures including the Bose-Fermi mixture we studied experimentally.

Max

> ¢1(0) + &2(0). (4.99)

Comparison with the PCA’s modes

To sum up what we found in previous sections, we can list the important features that a
parametric mode should display to be easily identified.

e The amplitude of a parametric mode starts to increase only when the relative ve-
locity reaches the critical velocity. In our simulation, the critical velocity for small
interspecies coupling is v. = ¢;(0) + ¢(0) . In practice we have, ¢;(0) ~ 0.25v,
and ¢,(0) ~ 0.75v.. In terms of clouds initial displacement, the critical velocity is
reached for b ~ 5.3a;, (by neglecting the frequency shifts and the amplitude mod-
ulation caused by interspecies interactions) and we should see parametric modes
only above this amplitude threshold.

e For each parametric mode in one superfluid, there exists its counterpart in the other
superfluid which will have the same time evolution. They should have a good over-
lap and consequently similar wavevectors.

e A priori, this is valid only for high frequency modes with w > w,.

In the simulation, the PCA’s modes that we can consider to be excited parametrically,
i.e. modes that appear suddenly out of the noise after a few center of mass oscillations,
are indeed seen only for a large initial displacement generating a large relative velocity
between the clouds. An example of time evolution is shown in Fig.4.21. As expected,
the mode amplitude seems to increase only when the relative velocity is above the critical
velocity (gray regions). We observe this behavior mainly for two sets of simulation, in
the B12/B22 = 0.003 and B12/PB2 = 0.031 runs and typically for initial displacements
b > 5. Above this amplitude threshold, all the most populated modes (largest eigenvalues

14The clouds are a priori in different regimes and the sound velocities have to be calculated differently :

Cy(z = 0) = ca(r = 0)/v2[169] and ¢, (0) = /w2 R?  /2[193].
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Figure 4.21: Example of a parametric-like behavior observed for a PCA mode of the large
cloud (i = 2) in the simulation run f312/322 = 0.003 and b = 8. The grey regions shows
the different time intervals where the relative velocity between the two clouds is above
the expected critical velocity v. = ¢ (0) + ¢(0).

A) of the small cloud show a parametric-like growth (see an example in Appendix C). In-
deed, the linear forcing terms are negligible for the small condensate since the perturbing
potential (i.e the density profile of the other condensate) is almost flat, hence its collec-
tive modes will mainly be excited parametrically. Conversely, the large superfluid sees a
sharper forcing potential and many of the PCA’s modes are linearly forced even at high
relative velocity. This makes the second requirement a bit difficult to prove, as the para-
metric modes can be hidden by the presence of strongly populated linearly forced modes.
Nevertheless, the few observed parametric modes in the large cloud can be easily associ-
ated to a partner mode of the small cloud. They show an excellent overlap and a similar
behavior in time as for the example displayed in Fig. 4.22.

The depletion of the fundamental state of a cloud into its collective modes can be quanti-
fied by looking at the sum of the eigenvalues given by the PCA

> Nk o< (7t = (i) (4.100)

For the simulation runs with §15/852 = 0.003, since the modes in the small cloud are
almost only excited parametrically, we observe a nice threshold in velocity above which
the population of excited modes start to grow, see the blues circles data in Fig. 4.23. The
threshold is located around 0.9v. which tend to confirm our prediction of v, = ¢; + ¢s.
For the 315/22 = 0.031 runs (yellow squares), the growth starts at low relative velocity,
meaning that linearly forced modes already play an important role in the dynamics.
Finally, going back to the first observations made in section 4.3.1, the presence of plateaus
in the re-scaled amplitude differences and in the accumulated phase differences was al-
ready an indication of the presence of parametric resonances between modes in our sys-
tem.

Conclusion

We have shown in this section the possibility of parametric resonances between collec-
tive modes of the two clouds. It allows to explain the behavior of another large set of
PCA modes. In the case of homogeneous superfluids with constant relative velocity, the
resonance only occurs above a critical velocity equal to the sum of the sound velocities.
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Figure 4.22: Example of modes in both clouds that show the same parametric behavior
(a) and have an excellent overlap (b). Taken from the simulation run 315/ 522 = 0.003 and

b=5.
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Figure 4.23: Variance of the small cloud ¢ = 1 as a function of the maximal relative veloc-
ity during the oscillations. The variance characterizes the total population of collectives
modes in the cloud. Blue circles: (512/f22 = 0.003 simulation runs. We can observe a
nice threshold (in logscale !) in velocity above which the variance start to grow. Orange
squares: (12/ 322 = 0.031, no threshold is observed, as linearly forced modes are already

present during the dynamic.
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Interestingly and contrary to the linear forcing terms treated before, the effect of an oscil-
lating velocity does not suppress the threshold.

4.4 Conclusion

In this chapter, we have presented the results of numerical simulations of two oscillating
coupled Bose Einstein condensates. Firstly, the low amplitude oscillations of the clouds
center of mass are well explained by the predictions of the sum rule method, validating
the approach. Secondly, using a principal component analysis we revealed two mecha-
nisms of mode excitation in superfluids. The first one is the linear response of a mode to a
perturbation introduced by one superfluid. This process can occur even at small velocities
and there is no associated critical velocity as also pointed out in [172]. The second mech-
anism, is a parametric resonance between modes of both superfluids. It occurs only at
large relative velocity and connects to the Landau generalized critical velocity for homo-
geneous superfluids [ 166, 86]. We saw that for low coupling between the two condensates,
the parametric excitation is the dominating mechanism for the small condensate, and it
allows to observe a threshold for excitation close to the expected value v. = ¢; + Co.
This mechanism is absent in all the experiments where dissipation is probed using a rigid
perturbation such as laser beams.

These findings therefore suggest that the surprising large values of critical velocities
observed in our Bose-Fermi counterflow experiment, as opposed to other reported values
is due to the dominant presence of parametric excitations. Indeed, the Bose and Fermi
superfluids are weakly coupled and we have typically 1> ¢ ~ 1072, a value close to the
Bia/ P2z = 0.003 case in the simulation where ¢ = 1.05 x 10~2; a nice threshold in
velocity is also observed for this case.

Additionally, this is an original application of the principal component analysis and
demonstrates its strength to uncover the dynamics of collective modes in a superfluid. It
is a model free approach and its results show good agreement with existing theories on
collective modes in elongated traps.

There are still some open and unanswered questions that call for future works. First,
why contrary to the experiment, the center of mass oscillations are not strongly damped
for large relative velocity in the simulation ? Second, what are the consequences of a non-
zero temperature in the system ? Finite temperature simulations of binary condensates
are more involved but were recently developed [194, 195] and could also help understand
better our experimental results. Third, can we observe directly in the experiment the dis-
sipation mechanisms uncovered in the simulation ? The parametric growth of elementary
excitation when the relative velocity crosses the critical velocity should lead to a tem-
perature burst in the system and might be detected by a sudden appearance of a thermal
fraction in the Bose gas. Finally, similarly to the experiment done in Cambridge [196], is
there a turbulent cascade between modes that might explain the intriguing structure of the
eigenvalues of the PCA shown in Fig.4.10 ?

15 ¢ is calculated using the formula [166]

1/3 2 g2.nY/3
&2 = <3> (my + ma)” sy (4.101)

™ fmfmb QApp

where ¢ is the Bertsch parameter.
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Contact relations

In chapter 1, we laid the basis of interactions in cold atomic ensembles, the two-body and
three-body problems, and gave some results on the universal thermodynamic properties
of some many-body system realized using cold atoms. Starting with the seminal works of
S. Tan [197, 198] and M. Olshanii [199] in the years 2000, it was discovered that those
thermodynamical observables are actually connected to various others microscopic and
macroscopic quantities via a set of exact universal relations that hold for any interaction
strength, temperature, number of atoms or trap geometry. Thus far, they all involve the
same quantities, called the two-body contact and three-body contact which are intimately
related to the few-body short-range correlations in the system. We will review those
results in the context of two spin-component Fermi gas and Bose gas. Extended details of
what will be presented here can be found in [197, 198, 200, 101, 201].

5.1 General framework

In the following we will treat two different cases:

— N identical bosons

— N fermions dispatched in two internal states: | 1) (labelled by ¢ = 1,..., N;) and | )
(labelled by i = Ny + 1,...N; + N = N).

In the zero-range model, the N-body Schrodinger equation for the orbital part of the
many-body wavefunction reads

HY(ry,...,ry) = E¥(rq,...,ry), (5.1)
with
-
He—-""N"A, . 5.2
o 2 A (52)

which is just the Hamiltonian of a non-interacting ensemble of free particles. To account
for contact-interactions, the wavefunction should obey the Bethe-Peierls contact condition
for any pair of interacting particles 7, j

1 1
U(ry,...,ry) ~ <— - —> Aij Reij, (Trzig)) (5.3)

rij—0 \ T'jj a

where r;; = |r; — r;|, R.;; = (r; +r;)/2 and A;; is an unknown function'
Additionally, if Efimov effects are present, a second boundary limit has to be fulfilled for

'For fermionic systems, we have also A;; = 0 if 4, j particles have the same spin.
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every triplet 7, 7, k£ of interacting particles
‘If(l‘b e I‘N) R N_>0 (I)(Rijka Qijk)Bijk (Rc,ijka (rl;éi,j,k)) ) (5.4)

ijk
with R;;;, and €2;;;, the hyperradius and hyperangle associated with particles ¢, j, k, R i =
(r; +rj +r;)/3, B;ji is an unknown function, and ® reads

1 R
(R, Q) = ﬁsin [|so|ln (E)} 05, (€2) . (5.5)
Instead, if no Efimov effect is present, ¥ will be automatically of the form
!
1
Repor0 R Z Ot (i) Bijr (Reijh, (Citigin)) - (5.6)

ijk m=—I

\Ij(rlv "’JrN>

where s;,, is the lowest non-efimovian exponent.

5.2 The two and three-body contact

From these very general assumptions, it was discovered that one could deduce universal
relations between different properties of the many-body system. Each time, the same
intermediate quantity was used, the two-body contact C. In the context of two-spin
component Fermi gas, the exact relations were first obtained by Shina Tan [197, 198], and
the two-body contact is often called Tan’s contact. Similar relations were then obtained
using another quantity, the three-body contact C3 [200, 101].

In a very abstract manner, one can define the two-body contact, C, using the following
scalar product

(AD, APy =3 / (H d’r k:) PR ALY (Regj, (tipig)) AL (Reg, (trpig))

i<j k#i,j 5
then?
_ { 2(4m)%(A, A) for identical bosons 5.8)
(4m)?(A, A)  for 2-spin component fermions .

The two-body contact can thus be seen as the squared-norm of the regular part of the
many-body wave function when two particles get very close and is an extensive quantity.
Similarly, we can define the three-body contact as?

Cs = Z / ( H d37’z> d*Re iji| Bijk Reiji, (tizijn)) [ - (5.9)

i<j<k 1,5,k
It will be useful in the following chapters to use the intensive counterparts of C5 and (5,
namely the contact densities C; = Cy/V and C3 = C3/V, where V is the volume of
the system. In the following sections, we will see how these quantities appear through
different observables and gain more insight of what is the physical meaning of these
contact parameters.

2The numerical factor is chosen so that Cs can be defined in a unified manner by Cs = klim k4n(k), as
—00

we will see later.
3If L = 0, there is an additional summation over — < m < [.
Note also that with this definition C3 dimension will depend on the considered channel, [C5] =

1/t
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5.3 Relation to the tail of the momentum distribution

With the assumption of two-body contact interactions, and no Efimov effect, it seems in-
tuitive that the large momentum properties of the /N-body ensemble should be dominated
by two-body physics, equivalently to the Bethe-Peierls condition at short interparticle dis-
tance in the real space. We will see that for the momentum distribution we will indeed
recover two-body physics in the high-momentum limit but also that many-body physics
will remain in the form of a prefactor which will be exactly the two-body contact Cs.
Calculation will be shown for a system of spin 1/2 fermions, since no Efimov effect is
present.

In first quantization, the momentum distribution in a given internal state o is defined as

2
ny(k) = Z/ (H d3rl> ‘/dgrie_ik'”\lf(rl,...,rN) , (5.10)

1£i

where ¢ : o denotes the summation over all the fermions with a spin o, and with the

normalization
/ @k (k) = N, (5.11)
o 3o = Vo - .
(2m)3
In the large £ limit, the Fourier transform integral is dominated by the contribution of the
short-distance divergences (whenever r; — r;):

—ik.r; —ik.r; 1
/d?’ne k. 1\1’(1'1, ...,I‘N) ksoo /dgrie kr; Z Einj(rj, (rk:;éi,j)) . (512)
J#i
Then, using the identity
.l Ar
R R — 5.13
/ re s = (5.13)
we have

Bre KTy ~ Ar —ik.rj g o 5.14
rie (r1, .., TN) Lo T2 Ze i (T, (Trtig)) (5.14)

JF

where we can already see the high momentum limit 1/k? signature of two-body physics,
see eq. (1.17). Thus, we now have for the momentum distribution

<4;r4)2 Z / (H d‘%)

I£i

2

D e Ay (rg, (Trig)) (5.15)

JF

o (k) k;:oo

By expanding the modulus squared, one see that it involves crossed terms that will vanish
in the large-£ limit, so that it simplifies to the following expression

(4/:;) > /(Hd3”> | Ay (v, (rzag)) [ - (5.16)

1:0,j#£1 l#1

fto (k> k—)goo

We readily recognize the expression for the two-body contact*

E*ng(k) ~ (4n)*(A,A)=Cy . (5.17)

k—o00

4Since for fermions Do = iy
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For identical bosons, the same relation holds

k' (k) = 2(4m)% (A, A) = Oy . (5.18)
— 00
but cannot be obtained in a simple manner as before. Indeed, due to the Efimov channel,
the wave function is now also diverging whenever three particles get close, see eq. (5.5).
This leads to a new contribution in the large momentum limit due to three-body physics:
Cy Cs

np (k) L = + F(th)E ;

(5.19)
where F' is a universal log-periodic function [200].
In fact, the 1/k* tail appears also in one and two-dimensional systems [199, 101], and is
independent of the statistical nature of the involved particles, thus the two-body contact
is usually directly defined via the momentum tail:

Cy = lim k*'n(k) . (5.20)

k—o0

5.4 Relations to the pair and triplet distributions at short
distances

The number of pair or triplet of atoms close together is a quantity that comes up in sev-
eral phenomena and in particular in the formation of deeply-bound molecules which can
strongly limit the stability of an interacting gas °. As it will be shown here, the contact
parameter C'y (respectively C'3) is directly related to the pair (resp. triplet) distribution at
short distances.

5.4.1 Pair distribution

Intuitively again, we can expect the two-body correlations to be given by two body-
physics at short distance (i.e. o« 1/r?) and guess that the prefactor should be, somehow,
the two-body contact. The probability density of finding two fermions with opposite-spin
at given positions is in second quantization:

~ A

957 (rr,1y) = (W10 (o) (U)W ) (x))) (5.21)

and in first quantization,

gg)(rT,ri) = Z / ( H d?’rk> |U(ry,...,r; =Ty, ...,T; =r,,...rn) . (5.22)

(VI ki,

The probability density of finding two opposite spin fermions separated by a vector r is
then given by

(2) ) (2) r r
G(r) = /dSRCgN (Re+ 3R~ 3) - (5.23)
and for » — 0 we readily have
2) - (A, A) . CQ
G/ (r) o R S (5.24)

3See next chapter.
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Thus, if one measures the positions of all particles, the number of pairs of particles of
opposite spin separated by a distance less than d is

Nyy(d) = / ddng(Q)(r)—E . (5.25)

For identical bosons, the probability density of finding two bosons separated by a distance

r has the same limit oA A .
G (r) ~ (4.4) _ & (5.26)

r—0 12 (4mr)?

and the number of pairs of particles separated by a distance less than d is then

1 C
Npair(d) = o / dd3r G (r) = 8—;d . (5.27)
. r<

5.4.2 Triplet distribution

For the triplet distribution, we can apply the same reasoning. In the fermionic case of
(11J) triplet, we have to look at

9%(1“17 Iy, T3) = (‘ﬂ(1“1)‘ﬂ(b)i’l(rs)‘i’i(r?,)‘i’T(rz)‘i’T(fl)) - (5.28)
Then the number of triplets of hyperradius smaller than d is given by
1
NTTi = 5 e d3r1d37‘2d3r29ﬁ)¢(r1, Iy, I'3) s (529)

which in the limit of small hyperradii gives

1 /3\*? 2
Ny =0 4 <§> 4 14 sny Css (5-30)

where the non-usual dependence with d comes from eq. (5.6).
For identical bosons, one has to use instead the boundary (5.5), and one finds for the

triplet number
1 3 1/2 ) (d/Rt)2iso
Ntriplet d50 1_6 (5) d (1 —Re [TISO:|> CS ’ (5.31)

5.5 Relation to the energy

The relation that probably raised the most interest connects the two-body contact and
the derivative of the energy with respect to the inverse scattering length and is called the
adiabatic sweep theorem.
For two-spin component fermions it reads

dE R2C,

d(1/a) 4drm

(5.32)

For identical bosons, we have instead

oF e
(5(1/a)>Rt T 8tm (5.33)
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Their derivations using the standard tools introduced in section 5.1 is more involved and
can be found in [201]. As a result, the knowledge of C5 as a function of inverse scat-
tering length determines the energy of the system by an integration starting from the
non-interacting case at a = 0.

A similar relation was also demonstrated for the three-body contact in the case of identical

bosons [200, 101]
OF h? \/3s2
(aan(&)))a Twma 639

5.6 Extension to statistical mixtures

So far, we only discussed the case of pure states, but these relations can be generalized
to the case of arbitrary statistical mixtures described by a density matrix operator p =
> pu|¥n) (0, [°. In particular at thermal equilibrium, equation (5.32) now reads

oF \  BC
(a<1/a>>T = o -3

where [’ is the free energy and 7' is the temperature. It can also be written using the total

internal energy U
ou R0,y
(8(1/a)>s T dmm (5.36)

where S is the entropy.

This generalization to statistical mixture and in particular states at thermal equilibrium is
a crucial feature of the contact relations. It means that they apply at any temperature, and
for any phase (e.g. a superfluid or a Fermi-liquid phase) of the system. By measuring the
local properties of the gas such as the two-body correlations at short distances, one can
obtain information about the thermodynamics of the whole ensemble and conversely.
Using equation (5.36), we can actually compute the exact value of the contact provided
we know the equation of state of the system we are interested in.

5.7 Conclusion

In this short chapter, we reviewed some important universal and exact relations that in-
volve the two-body and three-body contacts. Numerous others relations were derived
showing that the contact parameters actually play a central role in many of the most im-
portant probes for ultracold atoms. Notable examples where the two and three body con-
tacts show up are the RF-spectroscopy where interacting atoms are transferred to a non
interacting state [202, 203, 204, 205], photoassociation of atoms to form deeply-bound
molecules [91, 206] or the structure factors measured by Bragg spectroscopy [207, 208,
209]. In the following chapter, we will show that inelastic losses are also intimately re-
lated to the contact parameters.

Provided (but it’s not the only requirement) the W,, still satisfy the two-body contact condition 5.3 and,
if there is an Efimov effect, the three body contact condition 5.5.
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Universal inelastic losses in cold gases

Cold atomic vapors are metastable systems. Indeed at such low temperatures their abso-
lute ground-state is solid. To start solidifying, gaseous atoms need to find an “impurity”
through which they can release their binding energy and form a cluster that will even-
tually contain all atoms of the vapor. In fact, the role of the impurity can be played by
any atom of the vapor ensemble. In that way the first step of solidification would be
the formation of a deeply-bound molecule resulting from the collision of three atoms.
When the density is large, this inelastic process can drastically limit the lifetime of the
atomic cloud. In this chapter, we will introduce the physics of three-body recombination
in cold-atoms systems. We will show that interactions can strongly enhance or inhibit this
process, and while it can severely limit the stability of the interacting system, it allows to
probe the effects of interactions, such as the Efimov physics and quantum correlations at
short distances.

6.1 Three-body recombination

Whenever three atoms collide, there is a probability that two of them will form a molecule.
The released binding energy will be converted in momentum and the two final bodies will
fly away from each other. This inelastic process is usually called a three-body recombi-
nation event. As said in chapter 1.1.1, the two-body Van der Waals potential possesses
several bound states of size R, < l,qy. Hence, the formation of deeply-bound molecules
requires the three atoms to approach within a distance R,. Classically, we then expect the
recombination probability to scale as (n2?)?, which is a small parameter for dilute gases.
The released energy is typically ~ 10> — 10* K and is orders of magnitude larger than
any relevant energy scale in ultracold systems. The kinetic energy imparted to the final
products is thus enough for them to escape quickly from the confining potential. Conse-
quently, we usually characterize three-body recombinations by a loss-rate coefficient '3

and an associated differential equation

1 dN
N —T'3(N). (6.1

In addition to atom losses, three-body recombinations can affect the rest of the gas in
several other manners:

e It is a source of heating. Indeed, in a non-uniform trap, the maxima of densities are
associated to minima of the trapping potential, so that three-body losses will mainly
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remove atoms which have low potential energies and thus increase the mean energy
per particle of the system. In addition, three-body losses are in some situations
more likely to occur when the kinetic energy of the particles is low, which reinforce
the heating effect. In chapter 7, we describe and apply a model which takes into
account both three-body recombinations and evaporative losses to describe the atom
losses and temperature dynamics of a dilute unitary Bose gas.

e By removing preferentially a certain kind of particles (e.g. atoms with low kinetic
energy, Feshbach molecules, etc ...), the three-body losses can modify the equi-
librium properties of the gas. An original work on this topic will be discussed in
chapter 7, where we compute the effect of the three-body losses on the momentum
distribution of a dilute unitary Bose gas.

e At the quantum level, three-body losses can be seen as an absorptive boundary con-
dition at short interparticle distances. If the absorption is too strong or for resonant
cases, it can strongly affect the many-body wave function and break the universality
of the zero-range model.

As we can intuitively guess, ['3 encompasses non-universal and complicated short-range
physics that describes the formation of a molecule whenever three atoms are close to each
other. In the zero-range limit, a > [, 4,, and assuming perturbative losses, the recombi-
nation rate also possess universal properties that will depend on the scattering length a
and, if Efimov effects are present, on the three-body parameter R,. The knowledge of the
associated scaling laws is of utmost importance to determine the stability of a gas.

6.2 General principles

6.2.1 A general statement

As said earlier, the energy released by the formation of a deeply bound molecule exceeds
by far all the energy scales of the system. As a consequence the momentum and energy
conservation equations of the recombination are dominated by the final state. Indeed, if
we label the three particles by o = 1, 2, 3 and suppose the first two will recombine to form
a molecule « = M, we have the following energy and momentum conservation equations

1
B4+ ki+ ki = —e+ 51@1 + k3 (6.2)
ki +ky+ks = ky +Kkj (6.3)

where ¢, = 2mF,/h? is the binding energy of the molecule.

In order for the rhs of the first equation to be positive we have k%,/2 + k2 > ¢, and since
the binding energy is larger than any typical energy scale ¢, > k2, k% we have in good
approximation

1
K+ = (6.4)
and finally /
ky = —kij. (6.5)

The final state of the three-body system is completely decoupled from the momenta of the
initial incoming particles. As a consequence, demonstrated in the next section, we have
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Figure 6.1: Sketch of a three-body recombination in a many-body system. Whenever
three particles collide (left figure), there is a given chance that two of them form a deeply
bound molecule (purple circles on the right figure). The large released binding energy
exceeds greatly any energy scale involved in cold ensemble and the final state is indepen-
dent of the initial momenta of the particles (black arrows). Therefore, the loss rate should
be proportional to the probability to find triplet of atoms at short distances. This proba-
bility can be strongly modified by the interactions/correlations in the many-body system
(depicted as orange shaded areas).

in a good approximation that the recombination rate is proportional to the probability of
having the three particles within a distance R.:

~ ~

F3NM = ’}// d3T1d3T2d3T3<\/I}J{ (I‘l){l\/;(rg){l\/; (rg)\yg(rg)qjg(I'Q)(I}l(I'l» (66)
R<Rx«

where - is a constant that depends on the short-range physics and R is the hyperradius
associated to the three particles and ¥, are the field operators for the atoms (o = 1,2, 3).
It shows in a more explicit way that the losses are probing the few-body correlations of
the ensemble at short distances. If the many-body wave function is unaffected by the
losses, we can thus use directly all the contact relations introduced in the previous chapter
to derive the loss rates. It is worth noticing that this same idea can be applied to describe
light-assisted two-body losses [206, 91] or two-body inelastic scattering [210].

6.2.2 A justification using a microscopic model

We can actually derive an expression similar to equation (6.6) by considering a micro-
scopic model for the three-body recombination. Assuming that the loss rate is small, we
can compute it using perturbation theory. Similar approach to what will be described
here can be found in an early work of Kagan et al. [84] and in our more recent publica-
tion [211]. We consider the three-body Hamiltonian

~

ﬁg = /dg’rldg’f'gdg'f'gg(pl, pg)\/I}}r\/[ ('I”M) {1\1;’(7’3)\1/3(7‘3)\/1}2(7"2){1}1(?“1) + h.C., (67)

where U, is the field operators for the molecule (&« = M) with 7y = (r1 + 72)/2.
g(p1, p2) is a kernel describing the molecule formation and is expressed in term of Ja-
cobi’s coordinates p; = r; — 1 and p; = 73 — (11 + r3)/2. Its characteristic width
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is of the order of the typical size R, of the deeply bound molecule and is assumed to
be much smaller than the other relevant length scales of the problem (scattering length
and inter-particle distance). Finally we assume for the sake of simplicity that all atomic
species (a = 1,2, 3) have the same mass.

Assuming that the Hamiltonian H; can be treated perturbatively', the molecule for-
mation rate (the number of recombinations per unit time) is given by Fermi’s Golden
Rule

L[ 5 5 .
where . PO
Hg(t) _ ezHOt/hng—zHot/h’ (69)

Hy is the (complicated) Hamiltonian of the system without three-body recombinations,
but contains deeply bound states.
If we now recast {3 in momentum space by taking

B, (r) = % S T, (k) 6.10)
k

where (2 is a quantization volume, we have

~ 1 R R R R R R
Hy = ooz D 9k — kea) /2, (ks — kes) Y (o) s (k) G (K )z (o) (k) + hc.,
ky,k2
ks, k!,

6.11)
with
i(q,q) = /d3P1d3P2€_i(q'pl+ql'p2)9<P1,P2)7

and k), = k1 + k2 + k3 — ki owing to momentum conservation.

If we then consider that the excited molecule and the fast atom have a free motion with
energy h’k3,/4m — E, and h*k;?/2m, respectively, then for each set of momenta, Hs(t)
will accumulate a phase

t [(h2k?,  R2k2
exp | —i— M _— 53 _EB+A)], (6.12)
h 4dm 2m

where A is the energy gained or lost by removing three particles of the many-body ensem-
ble. Since £ is much larger than any typical single-particle energies of the initial state
we can neglect A and we recover the two conditions (6.4) and (6.5). The time integral
in (6.8) transforms as a Dirac delta function and if we note that the initial state does not
contain any molecules and fast atoms we can rewrite the loss rate as

L3N = —og > Xk — ke, iy — k) x
e (6.13)
(ifay (k) Tan (K ) as (k) Tas (s Jas (ko) (1)),
with -
x(q,q) = %25 (37123 - Eb) 9(q.k3)g(q' k3)" (6.14)
kg

'In practice, this is justified by a decay time longer than any other characteristic time scales.
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Going back into real space and using the fact that thanks to momentum conservation, we
must have k;, + ko + k3 = k| + kb, + ki, we obtain

2T
3Ny ~ T /d3p1d3p2G(p1,p2)

([0 (—pa/2) W (p2/2) UL(0)W3(0) Vs (1 /2) T (—p1/2)]i)

(6.15)

with
G(p,p) QQquq iaota-e), (6.16)

Since G takes significant values for p1, po < b, we have essentially the same structure
for the loss rate expression as in equation (6.6). In [84], this formalism was applied on
a system of identical bosons and predicted that the three-body loss rate should decrease
by a factor 3! = 6 under the critical temperature for condensation because of the indistin-
guishability of the condensed bosons. It was thus thought as a strong signal to detect the
famous phase transition not yet observed at that time. The prediction was actually verified
later on in [44].

6.2.3 Application to some generic cases

Using the boundary conditions (5.3, 5.5, 5.6) introduced in the previous chapter we can
directly relate the recombination rate to the two and three-body contact. If no Efimov
effect is present we indeed have

™ G(p1, p2)
r =Cy— [ BpdPpy—2= 6.17
3N 3 p1a- P2 (R1Ry)?tn ( )
where Cj is the three body-contact density and Ry o = p12/ V2.
If instead, there is an Efimov channel, we have

27 G(p1 p2> . R1 R2
r = 3 g In(— 1 . A
sny = C3— - d*p1d®p 2 R )2 sin ||so|ln 7, sin | ]so|ln & (6.18)

If one kind of particle (here o = 3) 1s weakly interacting with the two others, we readily
get

Fg?’LM = C d3 d3p2M

8h P1P2

where C, is the two-body contact density associated to particles & = 1,2 and ng is the
density of the weakly coupled particles o = 3.
The precise values of the integrals in equations (6.17, 6.18, 6.19) relies on short-range
physics but are almost independent of external parameters, such as magnetic field, tem-
perature, etc’>. More importantly, all the effects of resonant interactions are decoupled

(6.19)

2If we assume the function G to be constant for R < b and 0 otherwise, we can write (here for the
non-Efimovian case) the loss rate as

h bh2snt
T C
3NN = 3 ST 5%

(6.20)

where « is a numerical constant. It shows explicitly that the intensity of the losses is given by comparing
the three-body contact C'3 to the interaction range b (to some specific power).
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Figure 6.2: Simplified picture of the various scaling laws in density n, temperature 7'
and scattering length a for the three-body loss rate I's = n/n for different asymptotic
limits assuming a ideal system subject to three-body collisions without shallow bound
states nor Efimov trimers. The red area shows the strongly correlated regime where three-
body collisions are affected by the presence of surroundings atoms leading to a non-usual
density dependence of the loss rate. The exponent g can be recovered using the contact
theory.

from the short range physics and contained in a single prefactor that is again played by a
contact parameter C, or Cs. All the dependence of the three-body loss rate on the system
parameters 7', n, a, and R, is encapsulated in the contact parameter and we get simple
differential equations of the form

dng

dt

=—7Cs, (6.21)

or for the case of a weak coupling between the third type of particles with the two others

% = -7 n3C2 y (622)
where v is a numerical constant containing all the short-range physics.

With this simple formulation of three-body recombination, one can recover known results
coming from few-body physics, such as the oc a* dependence of the loss rate for weakly
interacting bosons (see section 6.3) or the 1/a*5° scaling for inelastic collisions between
weakly bound dimers of fermions in the BEC limit (see section 8.4) [77].

Furthermore, it is worth emphasizing that this formalism allows one to describe losses in
a strongly interacting many-body system as we have expressed the correlations in terms of
the contact parameters. In particular, at low temperature and in the unitary limit, the only
relevant length scale is given by the system density n and by dimensional analysis the loss
rate will have a non trivial density dependence n” where p differs from the usual values
2 or 3 (it can be a fractional or even an irrational number), as depicted in Fig.6.2. This
results from the impossibility to isolate a set of three particles in a strongly interacting
system, i.e their collisions are affected by the presence of surrounding atoms. Exam-
ples of unusual exponent p will be given in the following sections and an experimental
confirmation shown in chapter 8.
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6.2.4 Inelasticity parameter

To go beyond this perturbative approach we have to include the effects of three-body re-
combination on the many-body wave function. This is a priori a challenging task for a
strongly correlated ensemble. For a set of three particles and in the case of an Efimov
channel, Braaten and Hammer proposed to model the cumulative effects of all the two
body-bound state as a simple absorptive boundary condition at short distance [92]. The
hyperradial wave function can be seen as a superposition of an in-going and outgoing
waves at short distances. Instead of having a purely reflective boundary condition with
some phase-shift associated to the three-body parameter, they included a new factor de-
pending on a single quantity, the inelasticity parameter 7, that will describe the fraction of
triplet particles that is lost at short distances. This factor is not universal and will depend
on the considered atomic species. The three-body contact condition becomes: 3 B such

that? A A
E ' — e 2 ﬁ ’
Rt Rt

With this new assumption, the three-body recombination rate can be calculated non-
perturbatively and allows one to describe loss resonances that occur when the energy of
an Efimov trimer crosses the scattering threshold or a shallow two-body bound state [92,
212, 213].

In the limit of n, — 0 and if the system is far from a three-body recombination
resonance, one should recover the perturbative result (6.21) with

B(Q)

V(R) =

(6.23)

~Y
R—0

h
v o= 17.2V3—]|sq|. (6.24)
7+ —0 m

6.3 Scalings for the Bose gas

Three-body losses were historically first investigated on bosonic system, as it was poten-
tially an important constraint to overcome in order to obtain a Bose-Einstein condensate.
In the universal regime and low temperature, it was shown that the loss rate increases
sharply with interactions as a* [214, 215], leading to an inevitable instability of the Bose
gas when going toward strong interactions. Rapidly after, it was demonstrated both nu-
merically and theoretically that there was some additional periodic resonant enhancement
of the loss rate [216, 217]. It was then understood that the predicted resonant loss features
were actually the signature of log-periodically emerging Efimov trimers [218, 219, 92],
and their existence was confirmed experimentally by a first experiment with Cesium
atoms [73], followed by several others using different atomic species [74, 75, 76].

Positive side of the resonance

Using the knowledge of the energy density of the low temperature interacting Bose gas,
eq. (1.61) and the adiabatic sweep theorem, we can readily get the three-body loss rate

dn 1 64 oD
& = v (4 — ——— ) n¥a 2
o ~Cs 'ysg 3\/5( T —3v/3) (8ln(Rt))an a”, (6.25)

3This condition is written for the three-body problem but can be readily generalized for any N-body
wave function.
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that we can rewrite as

LU 6.26
dt 3n-, ( )
with "
Ly= L <i) al, (6.27)
m Rt

and f is a numerical log-periodic function. We recovered the n? dependence as expected
for recombinations involving three independent particles and the a* scaling law leading to
strong losses for large scattering lengths*, and we also obtained the log-periodic behavior
coming from the Efimov physics.

Since the Efimov channel allows for atoms to be extremely close, the presence of
deeply bound states can resonantly affect the many-body wave function. Thus, to compute
the precise form of the loss-rate coefficient, it is convenient to introduce the inelasticity
parameter 7, in the three-body contact condition, eq.(6.23). For positive scattering length
a > 0, the log-oscillations are strongly suppressed by a factor e~2™° ~ 1 /557 as we have
the expression [92]

th(msg)ch(mso)ch(n,)sh(n,)
sh?(msg + n.) + sin®(sln(a/R;) + ¢)
To be complete, there are three-body recombination occurring via the collision of a shal-

low dimer and a free atom. A loss resonance will take place whenever a trimer’s energy
reaches the atom-dimer threshold E, = —h?%/ma®.

f(a/Ry) = 647 (47 — 3V/3) (6.28)

Negative side of the resonance

On the negative side of the Feshbach resonance, the three-body loss coefficient has much
more prononced log-periodic oscillations [92]

B 3590 sh(2n,) ha*
 sin®(soln(a/a_)) +sh®p, m’
with soln(a/a_) = soln(a/R;) + 1.72(3).
The loss resonances are located at a = a_e™""*° and their width are given by the inelas-

ticity parameter 7,. The observation of such resonances was used to prove for the first
time the existence of the long sought Efimov trimers [73].

(6.29)

Unitary limit
At unitarity and 7 = 0 using the usual saturation argument a — n~/3
3 body loss coefficient to be of the form

, we can expect the

A -1/3
Ly= 2f (” ) n=4/3, (6.30)
m Rt
Thus the loss rate has the surprising fractional density dependence
d
(-”) o —nP/3, 6.31)
dt ) 5

“The a* scaling law can also be obtained by a simple dimensional argument assuming a n> dependence
and forgetting about the short-range length scale, but it actually works because of the Efimov channel and
Re(so,0) = 0 for identical bosons: The short-range length scale only appears via log-periodic oscillations.
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This expression might be drastically modified by resonant effect of losses on the many-
body wave function. Nevertheless, the 5/3 exponent was confirmed in a recent experiment
at JILA [85].
The unitary problem is actually tractable in the high-temperature limit and it was found
that [36, 213]

Ls

_ 72/312h(1 — e~ ) /Oo (1= [su1|*)e ¥/ Rk (6.32)
0

mk$, |1+ (kRy)~2is0e=2m 514 |2
where ky, = VmkgT /h.

The s1; coefficient comes from a S-matrix formalism that describes how the long-range
and short-range part of the three-body wave function connect. At unitarity, we have the
expression sy = —e "02i(soln(2) 4 argl’(1 + isg)) and |s11| = 0.04 so that L3 can be
well approximated by

ho 1 — e 4
_36V 31—
3 \/_ﬂ- (kBT)Z

m
We can remark a 1/7"% dependence of the loss rate, which could be obtained by assuming
that the relevant length scale for interactions becomes \;, when a — oo. This temperature
dependence was confirmed by two experiments [36, 220] that will be discussed in more
detail in the next chapter.

Ly~ (6.33)

6.4 Conclusion

In this chapter, we have given a short overview of three-body recombination in cold gases.
In particular, we have shown that the loss rate is directly related to the short-distance cor-
relations in the atomic ensemble. In the universal regime, assuming that we can treat the
losses perturbatively, we can indeed predict the loss rate scaling laws in density, temper-
ature, and scattering length using our knowledge on the two-body and three-body contact
of the system. Conversely, it shows that few-body losses can be used as a probe for the
quantum correlations at play in a many-body system. In chapter 8, we will indeed use
the link between three-body recombination and short-distance correlations to measure the
local two-body contact of the unitary Fermi gas by looking at inelastic losses in our ultra-
cold Bose-Fermi mixture. In chapter 7, we will describe how three-body losses modify
the equilibrium properties of a dilute unitary Bose gas and how a dynamic competition
can arise with evaporative losses.
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Chapter 7

Inelastic losses in a strongly interacting
Bose gas

The low temperature unitary Bose gas is under both experimental and theoretical intense
investigation as it should display rich physics emerging from the interplay between strong
many-body correlations and exotic Efimov few-body physics [37, 221, 222, 223, 224,
110, 85]. However, on the experimental side, its study is severely limited by the presence
of resonant three-body recombination as shown in chapter 6. A way to overcome this
challenge is to work at finite temperature where the three-body loss rate scaling as a*
actually saturates when a > \,, where A\, is the thermal wavelength. Indeed, it was
shown both theoretically and experimentally [36, 213] that at unitarity the three-body
loss rate coefficient is given by

R’ 1 —e 4
Ly~ — R 7.1
5 m336\/§7r a7 (7.1)

where 7). is the inelastic parameter characterizing the probability of forming a deeply
bound molecule at short distance (see sections 6.2.4 and 6.3).

Thus the unitary Bose gas is metastable at high temperature as the three-body losses
vanishes thanks to the 1/7? scaling. More precisely, a quasi-equilibrium is ensured in
presence of losses provided that the characteristic loss rate I's = Lsn? is small in compar-
ison to the elastic scattering rate I's = nowv, where o is the scattering cross-section and v
the characteristic velocity of the atoms. At unitarity the scattering cross section follows a
universal scaling o = k%, where £ is the relative wave vector of two scattering particles.
Plugging eq. (7.1) into the expression for I's, we readily see that quasiequilibrium can be
achieved as long as (1 — e~ )n\3, is small, i.e. when the system is not too deeply in the
quantum degenerate regime.

In this chapter we illustrate two consequences of the interplay between three-body
inelastic losses and two-body collisions in a thermal unitary Bose gas, where a quasi-
equilibrium is ensured and losses can be treated pertubatively . In a first part, we in-
vestigate the dynamic competition that can happen between two-body evaporation and
three-body recombination. We develop a model that can describe accurately the full tem-
perature and decay dynamics of the system. We identify a universal “magic” trap depth
where, within some parameter range, evaporative cooling is balanced by recombination
heating and the gas temperature stays constant. We apply the model for data coming from
experiments done with two atomic species, "Li and '*3Cs, lying at the extreme ends of
the (stable) alkaline group. We demonstrate that the dynamics are universal up to a single

115



116 Chapter 7

atomic-dependent factor, the inelasticity parameter 7),. In the second part, we explore the
effect of three-body recombination on the equilibrium properties of the unitary Bose gas.
Using a combination of Boltzmann’s equation and virial expansion, we compute the effect
of three-body losses and interactions on the momentum distribution of a dilute homoge-
neous unitary Bose gas. Our result are compared to the measurement made at JILA on a
unitary gas of 8°Rb [37].

7.1 Universal loss dynamics

Along with the loss of all the colliding atoms, a three-body recombination also generates
“anti-evaporative” heating as it occurs more frequently at the center of the trap (loss of
atoms with small potential energy) and for particles with small momenta [36, 213]. With
a rapidly increasing temperature, evaporative cooling can be reactivated and lead to a non
trivial time dependence of the sample temperature. In particular, for a well chosen trap
depth, the residual evaporation compensates for three-body loss heating and maintains the
gas temperature constant. We will briefly present a model that describes this competition
and then apply it to analyze the measured loss dynamics of unitary Bose gases prepared at
various temperatures and atom numbers. The data come from two different experiments
done at ENS with "Li atoms and previously published [36] and at Chicago (JFI) using
133Cs atoms. The model allows to accurately extract the loss coefficients and we verify
the universality of the Ly oc 1/T? scaling law. Extended details can be found in our
publication [220].

7.1.1 The model

In the following we will consider a dilute unitary Bose gas trapped in a harmonic potential
with a finite depth U. The cloud is described by a Maxwell Boltzmann distribution and the
loss rate coefficient can be written as Lz = A3 /T2, where )3 is a temperature independent
constant.

Recombination decay and heating

As we have seen previously the atom number decay of a dilute (non-degenerate) Bose gas
is given by the equation

dn
— = —Lan’. 7.2
di 3n (1.2)
Integrated over the system volume it reads
dN N3 (7.3)
dt - 73 T5 ) .
where
ma? \°
=X | —— . 7.4
V3 3 ( 5 \/ngB) (7.4)

with w the geometric mean of the trap frequencies.
Each loss of atom via a three-body recombination leads to an excess of (5/3)kgT" of
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energy left in the sample!. Each atom carrying on average an energy 3k1, we have the
differential equation for the total energy of the system:

dE 5 dN

Using the total energy expression £ = 3NkgT, we get the differential equation for the
temperature
dl' 5T N?

& 33T 7.9

Evaporative cooling

The evaporative cooling can be modeled using standard kinetic theory of gases[135].
Here, we suppose a 3 dimensional isothermal evaporation in a harmonic trap, for which
analytic expressions can be derived. We have for the loss rate:

. %v
N =-I. N, T =ngoyve "—.

(7.7)

e

where ng = N/V, is the peak density, v = is the mean quadratic velocity, oy =
167h%/mU is the scattering cross-section [225], n = U/kgT is the trap depth, V, =
(2mkpT /mi?)3/? is the effective volume of the sample, and the evaporative volume V,,
is defined by

8kpT
m™m

Vev P(4,n)
=n—4 7.8
o TTTPE) 79
with P(a, n) being the incomplete Gamma function
I Tur=temuduy,
P = =5 . 7.9
(a7 77) fo u“flefudu ( )
The energy loss associated to the evaporation of atoms is given by
dE dN
— = R)kpT — 7.10
gt (n+ K)kp TR (7.10)

where K is the mean excess energy an evaporated atom carries in addition to the trap depth
energy in units of k7. For a harmonic trap it reads [135]

i P(5n) Ve
=1-—— 7.11
" P (3,1) Vev 1D
Using £ = 3NkgT', we get the temperature differential equation
T N
=== kR—3). 7.12
3 TN (n+&—3) (7.12)

IThis follows from [36, 213], where they calculate the three-body recombination rate for three scattering
particles (plane waves at large distance) which is equivalent to computing the three-body contact C'3 of the
associated system. It was shown that the loss rate coefficient is actually energy dependent, L3(FEye) o
1/E2, (where E, is the system energy in the center of mass frame), favoring the recombination of low
momenta atoms. The energy lost per recombination event is then obtained by a thermal averaging of
LS (Erel)Etot-
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The above model allows to describe the evaporation in the *3Cs experiment. However, for
the "Li experiment the evaporation is two dimensional due to the magnetic axial confine-
ment which has essentially an infinite trap depth. The description of a two-dimensional
evaporation is a lot more involved and in pratice is done using Monte-Carlo simula-
tions [226]. The analysis suggests that the 2D evaporation dynamics follows the same
functional form as the well-established 3D model, but it requires a modification of the
evaporation parameter:

Net = 1+ 1. (7.13)

Combined equations

We can now combine the two processes of recombination heating eq. (7.3, 7.5) and evap-
orative cooling eq. (7.7,7.10) to get two coupled differential equations that will describe
the temperature and atom number evolutions:

AN N Vi, N2

el 7.14
7 Vs T ¢ T (7.14)
ir T (5 N? Vi, N

A P32 ). 1
i 3 (3737’5 nee g (R =) T) (7.13)

where vy, = 167%03 /kpU.

The equations (7.15, 7.14) are solved numerically and an example with typical experi-
mental settings is displayed in Fig.7.1. We can see a non monotonous behavior of the
temperature (orange line) showing the competition between evaporative cooling and re-
combination heating. The atom number decay is amplified by two-body evaporative losses
with respect to three-body decay alone (red line). Thus, if not taken into account, evapo-
rative cooling can lead to an important overestimation of the three-body loss coefficient.
Due to its two-body nature, evaporative cooling is always dominant on the long term as
the associated terms scale as N2 while the three-body recombination terms scale as N?3.
For short times, depending on the value of 75, 3, and U, the dynamics can be either
dominated by one of the two processes or present in similar proportion leading to dif-
ferent dynamical behaviors. In particular, there exist a “magic” relative trap depth 7,,,
for which the first-order time derivative of the sample temperature vanishes, leading to
an almost constant temperature over time. This property can be exploited to measure the
temperature dependence of L3, by doing decay measurements for different constant tem-
peratures as done in [36]. The theoretical value of 7,, is found by solving the equation
dT/dN = 0. Up to a factor (1 — e~*"), n,,, depends only on the phase-space density of
the cloud N (haw/kgT)>. In that constant temperature situation, the ratio between the two
body and three-body loss rates is given by

5 1

(7.16)

which is ~ 30% for a typical relative trap depth 7, = 8.

For n(t = 0) > n,,, there is an initial phase with an increasing temperature (as in Fig.7.1)
where evaporative cooling can be potentially neglected. With this model we are now able
to accurately extract the loss coefficient L3 by fitting the entire atom loss and temperature
curves.
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Figure 7.1: Example of temperature (a) and atom number decay (b) dynamics for typical
experimental settings N (0) = 10°, T(0) = 3 uK, U/kgT(0) = 9, w = 27 x 500 Hz and
A3 = 1x 1072 yK? cm®. The orange line is the full model (3-body losses + evaporation).
The red dashed line is the model without evaporative cooling.

7.1.2 Analysis of the experimental data

The “Li and '*3Cs experimental setups are described in[36] and in[227] respectively.
Both experiments follow a similar protocol. The Bose gas is first evaporated in a weakly
interacting regime. The trap depth and frequencies are changed to reach a target tem-
perature and density. Then the magnetic field is quickly ramped to unitarity. The clouds
are imaged for different waiting times to measure N (¢) and T'(¢). The '33Cs Feshbach
resonance at 47.8 Gauss and the "Li Feshbach resonance at 737.8 Gauss used in the
experiments have very similar resonance strength parameters s,.s = 0.67 and 0.80 re-
spectively [228, 90]) and are in the intermediate coupling regime (neither in the broad nor
narrow resonance regime).

Analysis of the N(T) trajectories

To analyze the data, we perform a coupled least-square fit? of the atom number and tem-
perature trajectories, eqgs. (7.15, 7.14), to the data. The only free fit parameters are the trap
depth U and the three-body loss constant A\3. In Fig.7.2a, we present typical results for
the evolution T'(N) in the case of *3Cs. We show trajectories for different initial relative
trap depths 7y, = U/kgT},. We also plot the relative temperature 7'/T;, as a function of
the relative atom number N /Ny, for the same data in Fig. 7.2b, and for “Li in Fig. 7.2c.
Each data point results from the averaging of 5-10 measurements taken at a given waiting
time ¢ (or within a short time window), error bars are 1 standard deviation from the mean.
The fits shown as solid lines in Fig. 7.2 are able to reproduce the different observed dy-
namics for a large variety of initial atom numbers and temperatures. The extracted values
for the trap depth U are in good agreement with their calculated values using our knowl-

2We fit both temperature and atom number individually with solutions to the coupled differential equa-
tion set of egs. (7.15, 7.14). For both fits, we use a common three-body loss coefficient A3, and a common
trap depth U. The fitting is done by minimizing the weighted sum axr + o'y by varying both the
weighing factor o and the fit parameters. The quadratic deviations are defined as 7 v = Ea%’ ~ (o7, N be-
ing the deviations of data and fit). This method accounts for the different amount of relative signal-to-noise
ratio of both data sets.
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edge on the trapping beams and magnetic fields. As an example, a comparison with “Li
experiment calculated trap depth values is shown in Fig.7.3.

Universality of three-body losses

Using the extracted values of A3, we can test the validity of the Ly o< T2 law for the
three-body loss of unitary "Li and !33Cs Bose gases. Thanks to the large mass ratio
between the two atomic species 7/133 = 19, we check the universality of the three-body
loss rate over two orders of magnitude in temperature from 0.1 K to 10 K. We present in
Fig. 7.4 the results for the rate coefficient L3, which varies over approximately two orders
of magnitude for both species. In order to emphasize universality, the loss data is plotted
as a function of (m/my)3T?2, where my is the hydrogen mass. In this representation, the
unitary limit for any species collapses to a single universal line (dotted line in Fig. 7.4, cf.
eq. (7.1)) up to the only remaining non-universal factor n*.

The “Li results are obtained by reanalyzing the data used in [36] but also unpublished
data where the temperature was not constant over time. This allows us to cover the 1-
10pK temperature range. We find for the temperature-independent loss coefficient A3 =
3.0(3) x 1072 cm%uK?s~! which is slightly higher than the previously measured value
A3 = 2.5(3)stat (6)syst X 10720 cm®uK?s™! found in [36] but compatible within the error
bars. It is very close to the unitary limit A®* ~ 2.7 x 1072° cm®K?s™! and significantly
larger than the predicted value A3 ~ 1.5 x 1072° cm®uK2s~! using 7, = 0.21 measured
in [229].

For 133Cs dataset we find A3 = 1.27(7) x 1072t cm®uK?s™! significantly below the
unitary limit value A3 ~ 2.68 x 10~2* cm®uK?s~!. We deduce a value of the previously
unknown inelasticity parameter of the 47.8-G resonance 7, = 0.098(7), which is compa-
rable to the values found for other resonances in '*3Cs, in the range 0.06...0.19 [73, 230].

In eq. (7.1), we neglected the log periodic oscillations in temperature associated to the
Efimov physics. The full expression is given in eq. (6.32) in chapter 6. Assuming a quasi-
universal value of the three-body parameter for *3Cs atoms R, = —9.73(3)l,qw [231]
and n, = 0.098, we expect a relative peak-to-peak amplitude of 7%, which is not resolved
in the experimental data because of limited signal-to-noise ratio and temperature range.
For “Li , the contrast is predicted to be even smaller ~ 6%.

7.1.3 Conclusion

In this section, we have described a model that accounts for both three-body recombi-
nation heating and evaporative cooling in a dilute unitary Bose gas. It accounts for the
various temperature and atom number decay behaviors observed experimentally. As such,
it enables an independent determination of the trap depth and the method could be used for
complex trap geometries. More importantly, it allows an accurate extraction of the three-
body loss rate coefficient in presence of residual evaporation. By applying this model on
the experimental data obtained for two different atomic species “Li and !3Cs, we check
the Lz oc 1/T? universal scaling law over two orders of magnitude in temperature. It
is worth pointing out that the same scaling in temperature was observed for the unitary
three-body contact C's using Ramsey interferometry [205] which confirms the proportion-
ality between the two quantities that we have described in chapter 6. An interesting extent
of this work would be to observe the small log-periodic oscillations of L3(7") signaling
the underlying Efimov discrete scaling invariance of the unitary Bose gas.
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Figure 7.2: Example of temperature versus atom number trajectories for unitary '3*Cs
atoms in (a) absolute and (b) relative numbers and for unitary “Li atoms (c). Solid lines are
fits of the data using our model, and extracted initial relative trap depths 7y, = U/kpTi,
are given in the legend. The constant temperature behavior d7'/dN = 0 is typically
reached for  ~ 8.2 and 7.z ~ 8.5 for '*3Cs and "Li atoms respectively and can be seen
on the green data sets. All errors bars represent 1 standard deviation.
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Figure 7.4: Temperature dependence of the three-body loss rate coefficient at unitarity
for "Li (red) and '33Cs (blue), with the respective standard deviations (shaded areas).
On the horizontal axis, masses are scaled to the hydrogen atom mass my. The dashed
line represents the unitary limit (eq.(7.1) with 7, — o0). For comparison, we show
predictions of universal theory [36] with 7, = 0.21 for "Li [229] and fitted 7, = 0.098(7)
for 133Cs as solid lines. The data confirms the universality of the Lz oc 72 law.
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7.2 Momentum distribution of a dilute unitary Bose gas
with three-body losses

The properties of the degenerate unitary Bose gas are generally investigated theoretically
without considering the presence of resonant three-body losses. Yet, as we have shown in
the chapter’s introduction, the effects of three-body recombination on the equilibrium of
the system are driven by the phase space density parameter n)\}, . Hence, in the degenerate
regime these effects are highly non perturbative and the question of whether the unitary
Bose gas can be stable or not at low temperature is still debated. In this section, we inves-
tigate the imprint of 3-body losses on the momentum distribution of a unitary Bose gas in
a controlled regime, i.e at high temperature where losses can be treated perturbatively and
the unitary Bose gas described by a semi-classical approach using the Boltzmann’s equa-
tion. To complete our approach we also compute the first virial correction associated with
unitary interactions. We show that both effects deplete the center of the momentum dis-
tribution proportionally to the phase-space density of the gas and for realistic parameters,
this depletion is dominated by three-body losses. Finally, we compare our result to the
experiment done at JILA where they demonstrated universal dynamics of the momentum
distribution of a unitary Bose gas towards a quasi-equilibirum state [37]. The following
paragraphs are directly reproduced from our publication [232] with minor changes.

7.2.1 The model

We investigate the effect of 3-body losses on the momentum distribution of a unitary
Bose gas using a semi-analytical resolution of Boltzmann’s equation. Since Boltzmann’s
equation neglects all many-body correlations, our work is restricted to a low-phase space
density regime where, as aforementioned, three-body losses can be treated perturbatively.

Starting point

Consider a homogeneous Bose gas that we describe by a phase space density f(p). In the
presence of losses, f is the solution of Boltzmann’s equation that we write formally

Of = Leanlf] — L3[f], (7.17)

where /., and L3 are non linear operators describing respectively the elastic collisions
and the three-body losses. At low phase space density, we can neglect the bosonic stimu-
lation and we have

Leon[f1(p1) = /d3P2d2wl%M (fafa— fifo). (7.18)

Wwooom
Here, f, stands for f(p,), (p1, p2) (resp. (ps3, p4)) are the incoming (outgoing) momenta
satisfying energy and momentum conservation and do/dw’ = 8h?/|p; — po|? is the dif-
ferential scattering cross-section towards the outgoing solid angle w’. From [36], the loss

rate operator for a unitary Bose gas can be written as

Llfp) = [ Epadp S0P 0 [ ). (1)
123

where Eio3 = (p? + p3 + p2)/2m — (p1 + p2 + p3)?/6m is the energy in the center of

mass frame of the three particles of momenta (py, ps, p3), Az = 273 (kgT)*L3 and ¢(23)

is the hyperangular wave-function describing the angular structure of the Efimov trimers

that we normalize by the condition [ d°Qs|p(£23)* = 1.
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Linearisation and solving

In absence of losses the system thermalizes to a distribution G solution of I.,[G] = 0.
For a classical gas, the solution of this equation is a Gaussian distribution G(n, F; p) =
nA},e P2 /p3 where 8 = 1/kpT and E = [(G(p)p*/2m)d®p = 3nkpT)/2 is the
energy density.

In the quasi-static regime v3/72 < 1, three-body losses are small and we can use A3
as an expansion parameter. Since for A3 = 0 the system can reach a stationary thermal
state, we expect the characteristic evolution time in the presence of losses to vary as A3 *
and thus 0; must be considered to scale as A3. We write then f = fy + f1 + ... where
fj o A%. The expansion of eq. (7.17) to first order in 43, yields

In[fo] = 0 (7.20)
Ocfo = Linlfi] — Lslfo]- (7.21)

where I! , is the linearized collisional operator.
According to (7.20), fy is a Maxwell-Boltzmann distribution. However, since the system
loses particles by three-body recombination, its atom number and its energy vary with

time. We therefore have fy(p,t) = G(ny, Fy; p). We then have in eq. (7.21)
Llfi] = Ls[fo] + EOsG + 2d,G. (7.22)

Take f1(p,t) = G(ny, Ey;p)a(p,t). eq.(7.22) then becomes

Cla] = éﬁg[G] + Edpn(G) + nd, In(G). (7.23)
with
1 !/
C[Of] = EICOII[GO'/] (724)
/ d B
_ / Py’ fo(pZ)d_U/M (05t 04— a1 —as) . (725)
w m

and oy, = a(py) for k = 1,---4. The operator C' is symmetric for the scalar product
[233]

(ala’y = / & pG(p)a(p)a (p). (7.26)

Due to energy and particle number conservation, the kernel of C' is spanned by a(p) = 1
and a(p) = p?. Finally, being a symmetric operator, its image is orthogonal to its kernel.
To find the time evolution of the energy and the atom number, we project eq. (7.23) on 1
and p?. Using the structure of the kernel of C, the collisional term vanishes and we obtain

1
i = —{U=L[0) (7.27)
5 - (2 lrc 728
t__<%53[]>‘ (7.28)

The explicit calculation of the rhs of these equations involves 9-dimensional integrals over
the three momenta (p;, p2, p3) in the three-body loss rate operator. This calculation can
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Figure 7.5: Deformation of the momentum distribution of a unitary Bose gas due to three-
body losses. From top to bottom: nA¥ (1 — e=*") = 0 (Blue, Boltzmann gas); nA2, (1 —
e~4) = 0.05 (Orange) and n\3 (1 — e~*7) = 0.1 (Red).

be performed analytically by introducing the momentum-space Jacobi coordinates, see
Appendix D, and we finally obtain

n, = —Lsn® (7.29)
. 5
E, = —§EL3n2. (7.30)

where we recover the usual formula for three-body losses, as well as the recombination
heating discussed in [36, 35].

To find «, we project eq. (7.23) on the range of C (ie orthogonally to Span(1,p?)).
We then have

G

where P is the orthogonal projector on Im(C'), and where we used the fact that In G is a
linear combination of 1 and p? and thus lies in the kernel of C' and P.

Eq. (7.31) is solved numerically by decomposing its solution over a basis of orthogonal
polynomials, see Appendix D. The results are displayd in Fig.7.5, where we observe a
flattening of the momentum distribution when the three-body losses strength is increased.

Cla] = P [lzg [G]} , (7.31)

7.2.2 Comment on the depletion time scale

In the experiment described in [37], the cloud is not directly prepared in the quasi-static,
strongly interacting state. Rather, the experimental sequence starts with a weakly interact-
ing Bose-Einstein condensate in a regime where losses can be neglected. The magnetic
field is then ramped quickly to unitarity where the system can relax towards the quasi-
equilibrium described above. To get some insight on the relaxation of the system towards
equilibrium, we consider the simpler case of a non-condensed gas for which the mo-
mentum distribution before the ramp is gaussian. We write as before f = fy + f; with
fi = fiqs + 0f1, where f 4 is the quasi-static solution and ¢ f;satisfies the initial condi-
tion d fi(p,t = 0) = —fiqs(p;t = 0), since at t = 0, f = fy. Expanding Boltzmann’s
Equation to first order in f; and using the properties of f; ., we obtain for ¢ f;
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00 f1 = I y[0 f1]- (7.32)

This equation shows that the relaxation towards the quasi-static regime is solely driven
by two-body collisions and occurs at a rate ~ ~. This may seem paradoxical since
one would rather expect the three-body characteristic rate ~ 3 . However, as far as the
phase-space density is concerned, the depletion of f at low momenta is quite small since
the relative decrease of the peak momentum density is oc nA3. Since 1/v3 is the time
required to lose typically half the initial atom number, the dip should form on a time scale

~ A3 /3 =~ 1/7.

7.2.3 First virial correction

The three-body losses lead to a correction to the momentum distribution proportional to
nA3. This scaling is similar to the first virial correction, and one may wonder if the three-
body losses might not mask the effects of two-body interactions. To clarify this point,
we calculated® the leading order corrections to the occupation number p(p) = h3f(p)
using the scheme presented in [234]. In the virial expansion, the leading order term
corresponds to the ideal Boltzmann gas. In the grand canonical ensemble, this term reads
pW(p) = ze~Per, where z is the fugacity and ¢, = p?/2m. The next order term is the
sum of two contributions. The first one corresponds to Bose’s statistics and is simply
p>?(p) = z%e~2Pr while the second one is more involved and is due to interactions.
Following [234], it is given by

@) _ 8m2? / /+°° dPP? e %
p i 212 \/—ms
ot (7.33)
X
[T

where C, is a Bromwich contour [235]. We note that this expression is simply twice
that obtained for spin 1/2 fermions [234]. To convert this momentum distribution to the
canonical ensemble, we use the virial expansion of the equation of state of the unitary
Bose gas, n/\t3h = 2+ 2by2? + ..., with by = 9/4\/5 [236]. We thus obtain

p(p) = nAde " + (nA)? [E(Awp/R) — 2boe 7], (7.34)

where we took p®)(p) = p*9)(p) + p*%) (p) = 22 (Amp/h).

In Fig. 7.6, we compare the effect of 3-body losses with the virial corrections to the mo-
mentum distribution. We observe that for "Li, for which n = 0.2, the dip in the momentum
distribution is dominated by three-body losses.

7.2.4 Comparison to the JILA experiment

We now turn to the quantitative comparison of our results with the experimental data
presented in [37]. In this experiment an ultra-cold, weakly interacting Bose-Einstein con-
densate is ramped abruptly to the Feshbach Resonance and after a 100 ps-long waiting

3This calculation was carried out by Xavier Leyronas.
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Figure 7.6: Correction to the Boltzmann gas: three-body losses vs interactions. The
correction to Boltzmann’s distribution is plotted for maximal three-body losses (n = oo,
red dashed line), = 0.2, corresponding to “Li (Orange dotted line). The blue solid line
corresponds to the correction eq. (7.34) due to Bose statistics and two-body interactions.

time, the system reaches a quasi-equilibrium characterized by the momentum distribu-
tion of Fig.7.7. To compare this experiment with our results, we must first determine
the temperature of the cloud and since the dynamics is very fast (in the experiment the
trapping frequencies are a few Hz), it is most-likely inhomogeneous. We therefore as-
sume a purely local heating and we consider that the thermalization mechanism depends
only on elastic processes. Neglecting the initial scattering length, we conclude that the
local temperature must scale like 7'(r) = CT,,) where C' is a numerical constant and
T, = h%(672n)?/3 /kpm. In other words, the phase-space density (or equivalently the
fugacity) is homogeneous over the cloud. Furthermore, the dynamics being too fast for
transport phenomena to occur, we can assume that the density profile is not affected by
the thermalization. We can therefore average the predicted momentum distribution over
the Thomas-Fermi density profile of the initial, weakly-interacting BEC and we fit the
experimental data taking 7 = 0.06 and using the uniform fugacity z as the only fitting
parameter, see Appendix D. In this way, we find a surprisingly good agreement between
experiment and theory for z = 0.6(1) (Note that as expected for such a small value of 7,
the three-body losses play only a small role in the wing of the momentum distribution).
Using the virial expansion, this fugacity corresponds to temperature of 110 nK at the cen-
ter of the trap. This temperature is much higher than that of the initial weakly interacting
Bose gas and justifies universal thermalization hypothesis.

In principle, the virial expansion is valid only in the limit of vanishingly small fugac-
ities, and its accuracy is therefore questionable in the present case. Even though there is
no reliable way to assess the accuracy of the virial expansion for unitary Bose gases, we
note that for the equation of state of the unitary Fermi gas, the first order virial expansion
gives the correct result at a ~ 10% level at z = 0.6 [139, 121]. If we assume that the same
level of accuracy is achieved in the case of bosons, our calculation should provide a quan-
titative description of JILA’s experiment. To further support our analysis we note that the
temperature deduced from the virial expansion yields a three-body loss rate comparable
to the one observed in [37].
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Figure 7.7: The dimensionless momentum occupation number for the unitary Bose gas
in a semi log scale. k = p/hk, with k, = (67r2<n>)1/ ® and (n) the spatially-averaged
density ((n) = 5.5 x 10 ecm™3 and (n) = 1.6 x 10" cm™® ). The occupation number
is normalized so that [ n(k)4mwrdr = 873, The continuous line is the experimental result
from Ref.[37] , the dashed line is the result of eq. (7.34) averaged over the initial density
profile for z = 0.6, and the dotted line includes the effect of three-body losses. The
fit is restricted to k > 0.5 since for lower momenta, the momentum distribution never
equilibrates.

7.2.5 Conclusion

The approach presented above provides a quantitative way to study unitary Bose gases
in the dilute limit. In the case of the results presented in [37], we find that three-body
losses are negligible and that the tail of the momentum distribution is well described
by a first-order virial expansion at a fugacity z = 0.6(1). This value raises a series of
open questions: first, is it possible to derive this value from a purely microscopic model
describing the dynamics of a Bose gas projected from a weakly interacting regime to
unitarity. Second, is it really universal? In our work, we assumed that, after the ramp, the
thermalization was only driven by the two body scattering length. However, for strongly
interacting bosons, we know that three-body Efimov physics cannot be neglected and
requires the introduction of the three-body parameter R;. In this case, the fugacity would
be a log-periodic function of the dimensionless parameter kr R;, as suggested in [224].
This assumption could be tested by reproducing JILA’s experiment on different atoms to
vary the value of ;.
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Inelastic losses of a weakly coupled
impurity immersed in a resonant Fermi
gas

In a large quantum ensemble with strong interactions, correlations are highly non-trivial
and their understanding represents a fundamental challenge in modern physics. As we
have shown in chapter 5, short-range correlations present in a quantum gas are connected
to various microscopic and macroscopic observables of the many-body system via the
contact relations [199, 197, 198, 200, 101, 201]. For a two-component fermionic system,
the two-body contact was measured via several observables: high momentum and RF
tails [204, 237, 238, 239], structure factor [209, 240, 126], closed-channel fraction [91,
206] or equation of state [107, 241, 242]. In this chapter, we present a demonstration of
the universal link between the fermionic two-body contact and inelastic losses of a weakly
coupled impurity in a resonant Fermi gas by measuring the lifetime of our °Li/"Li mixture.
On the strongly attractive side of the fermionic Feshbach resonance, we recover known
results on atom-dimer inelastic scattering [243, 244]. This first step allows us to calibrate
the losses with respect to the two-body contact and to predict the loss rate anywhere in the
BEC-BCS crossover. At unitarity, where the fermion-fermion scattering length diverges,
we show that the loss rate is proportional to n?/ ®_ This exponent differs from the generic
integer case and signals non-trivial two-body correlations in the system. Moreover, our
calibration done on the BEC side of the resonance, allows us to measure the local unitary
two-body contact, in excellent agreement with measurements cited above.

8.1 Bose-Fermi losses scalings in the BEC-BCS crossover

Understanding the loss mechanisms in multi-component mixtures has been an important
topic in the last few years, as more and more experiments were able to cool down several
atomic species or several atomic states in a same trap. Pioneer works at Innsbruck using
a SLi/*°K mixture [245] and at Washington using a °Li/*™Yb mixture [246] have studied
the lifetime of an impurity (the fermionic *°K and bosonic ™Yb atoms respectively)
immersed in a strongly interacting two-spin component Fermi gas. Both studies showed
a good collisional stability of the mixture on the BCS side of the °Li Feshbach resonance
and increasing losses when going toward the BEC side of the resonance.

In the strongly attractive limit of the BEC-BCS crossover, the fermions form halo-
dimers of size ~ ag and the relaxation occurs through two-body processes between one

129
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Figure 8.1: Sketch of inelastic decay of an impurity immersed in a Fermi gas with tunable
interactions. On the BEC side, 1 and | fermions form tightly bound dimers and the decay
mechanism can be effectively described as a two-body process involving the impurity
(green disk) and a dimer. The loss rate scales as 1/az[243, 244]. On the BCS side, the loss
occurs through a three body-process and it scales as a% in the mean-field limit [243]. The
extrapolation of these two asymptotic behaviors towards the strongly correlated regime
yields contradictory results (grey area).

such molecule and one impurity atom. The loss rate equations reads

dni
dt

= —Lgninm, (81)

where n; and n,,, = n¢/2 are the impurity density and molecule density respectively.

This particular recombination process was studied previously in [244] with a mixture of
40K atoms and 3"Rb Feshbach molecules. As a consequence of the enhanced overlap of
the halo-dimer wavefunction with the deeply bound product molecules, the two-body loss
rate was shown to scale as 1/ag as predicted in [243].

On the BCS limit of the resonance, the fermions behave almost as isolated particles
and the recombination can be described as a three-body process involving three distin-
guishable particles, one spin-up (1), one spin-down fermion (}) and one impurity atom.
We can thus write the loss rate equation as

d?’Li
o —Lanin?. (8.2)

Three-body recombination between three distinguishable particles with large scattering
lengths can lead to Efimov resonances as observed in a three-component mixture of 5Li
atoms [247, 248, 249]. Here, as the impurity is weakly coupled to the fermions, the loss
rate scales simply as a% [243], leading to vanishing losses in the BCS limit.

The two scalings we have described here allow us to explain the lifetime of an impurity
immersed in a two-component Fermi gas in the two limits of the BEC-BCS crossover.
However, as depicted in Fig. 8.1, they lead to an apparent paradox at unitarity where they
predict by extrapolation either an increasingly long or a vanishingly small lifetime. In
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BEC Unitary BCS
Ml n_m[243] x n?/?’ o azn?[243]
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Table 8.1: Scaling of the impurity/fermion mixture loss rate and of Tan’s contact density
Co = Cy/V [197] in the BEC-BCS crossover. Both scalings are identical in the weakly
and strongly attractive limits. As kp = (372ns)/?, at unitarity C, scales as n?/ 5. Cisa

dimensionless constant, ¢ = 0.87(3) [126].

the two experiments [245, 246], a small decay could be observed at unitarity, but its
interpretation was left over, as it was unclear what kind of recombination process could
be at play. As a matter of fact, we can notice that by a simple dimensional argument

assuming that the decay rate saturates for ag ~ n; Y ® the two asymptotic behaviors

give the same scaling at unitarity 7; o nin?/
fractional exponent on the fermions density.

In chapter 6, we have shown that provided inelastic decay processes can be treated
perturbatively, the decay rate is directly proportional to the probability of finding three-
particles within a distance ., where R, is the typical size of the deeply bound molecule
formed during the collision. As such, three-body recombination can be calculated in
a unified manner for any interacting regime using the universal contact relations. In our
specific situation, we have to consider p3 (74, 7|, 7;) the three-body probability distribution
of the system. Assuming a weak coupling between the impurity and the fermions, we can
factor it as ps(rs, 7y, 1) = pe(r4, 7, )pi(7;). Finally, integrating over the positions of the
three atoms we readily see that the three-body loss rate is proportional to Tan’s Contact
parameter C' of the fermions. Using our knowledge of the equation of state of the system
(see section 1.3), we can calculate C5 thanks to the adiabatic-sweep theorem

o Ammy oF
=g (au/aff))a 8-

where my is the fermion mass and F' is the free-energy of the fermionic gas [199, 198].
The asymptotic expressions of Cy at zero temperature in the BEC, BCS and unitary
regimes are listed in Table 8.1. In the deep BEC limit, the free energy is dominated
by the binding energy of the molecules h?/mga%; in the BCS regime C, is derived
using the mean-field approximation [197]. At unitarity, the expression of the contact
stems from the absence of any length scale other than the inter-particle distance and
is proportional to n?/ °. The dimensionless parameter ¢ was determined both theoreti-
cally [117, 250, 251, 252, 253, 254] and experimentally [204, 107, 126, 240], the most
recent measurement yields ¢ = 0.87(3) [126]. Expressions listed in Table 8.1 confirm that
the contact parameter and the impurity loss rate follow the same scalings with density and
scattering length. Hence, the inelastic losses can be described in the whole BEC-BCS
crossover by a single unifying equation

dni
dt

5, yielding a finite loss rate and an unusual

= —Cans, (8.4)
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where C; = C3/V is the two-body contact density. As we have shown in chapter 6,
the constant v describes the coupling to deeply bound non-resonant states; hence  has
essentially no variation with magnetic field across the fermionic Feshbach resonance.

In the following, we will explore the consequences of equation (8.4) by measuring the
lifetime of an ultracold Fermi-Bose mixture of Li and “Li atoms. The impurity is a boson
in our experiment and we now use the index }, instead of ; to denote the impurity.

8.2 Experiments on the BEC side

In this first series of experiments we check the prediction of eq.(8.4) on the BEC side:
relaxation occurs dominantly via collisions between boson and fermionic dimers and the
loss rate reads

dny, 8
e i A 8.5
dt 7aicfn 1t (8.5)

The two clouds are prepared at a relatively high temperature and are well described by
Maxwell-Boltzmann distributions which will greatly simplify the analysis. The experi-
mental setup and the different cooling steps are described in chapter 2. In short, the 5Li
atoms are prepared in a spin mixture 1, | of |1¢) and |2;) and the “Li atoms are transferred
into the state |2},), see section 2.2.2. Importantly, the scattering length between bosons
and fermions is ap; = 40.8 ay and is equal for the 1, | states and it can be considered
constant in the magnetic field range that we explored, 680-832 G. The atoms are confined
in a hybrid magnetic/optical trap and are evaporated at the 5Li Feshbach resonance until
we reach the target temperature. We ramp the magnetic field to an adjustable value in 200
ms and wait for a variable time ¢. We then measure the atom numbers of the two species
by in situ imaging or after time of flight.

8.2.1 Nature of the losses

In order to determine what is the dominant recombination mechanism for the bosons
on the BEC side, we compare the boson losses for spin-balanced and spin-polarized
fermionic samples. To do so, we measure the remaining number of atoms for two waiting
times (¢; = 0 and ¢;) and for different magnetic field values in the range 680 — 800 G.
The experiment is done at a temperature 7' ~ 1.6p K, with initial atom numbers N, ~
1.5 x 10° and N; ~ 3 x 10°, and trap frequencies v, = 26 Hz and v, = 2.0 kHz. For
each magnetic field value we record 3 to 5 images for each waiting time ¢; and .

In Fig. 8.2, we display the remaining fraction of bosons and fermions N (¢;)/N(0)
after a waiting time of {; = 1s for balanced fermions and ¢t; = 1.5 s for spin-polarized
fermions with 90% polarization. We observe that with spin polarized fermions, bosons
losses are highly suppressed indicating that in this magnetic field range bosonic three-
body losses are negligible and that both spin states are needed to eliminate a boson. When
the fermions are spin balanced we observe increasing losses for both bosons and fermions
when going toward the deep BEC limit (low magnetic fields) as expected for losses dom-
inated by boson-dimer and dimer-dimer recombination.
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Figure 8.2: Remaining fraction of bosons (blue symbols) and fermions (red symbols,
inset) after a 1s and 1.5s waiting time for spin-balanced (filled symbols), resp. 90%
polarized (open symbols) fermions. The blue dash-dotted (red dashed, inset) curve is
a coupled loss model describing the competition between boson fermion-dimer decay
(x 1/ag) and dimer-dimer decay (o< 1/a%%%) [77]. The blue-shaded area represents the
1o fluctuations for the remaining fraction of bosons with spin-polarized fermions. The
initial atom numbers are 3 x 10° for SLi and 1.5 x 10° for "Li at a temperature 7' ~ 1.6 uK
with trap frequencies v, = 26 Hz and v, = 2.0kHz.
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Figure 8.3: Example of atom losses at B = 720 G for a nondegenerate Bose-Fermi mix-
ture at 7' = 1.25 uK. Red circles: fermion decay. Blue circles: boson decay. Each circle
is the average of 3 to 5 data points with their standard deviation. The red dashed curve is
a fit of the fermion decay using eq. (8.11) to estimate n¢(¢). The blue dashed curve is a fit

to the boson decay using eq. (8.6) and the previously fitted n¢(¢) to extract Ly.
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8.2.2 Loss coefficient measurement on the BEC side

In Fig. 8.3, we show a typical loss rate measurement at 720 G for a cold thermal Bose-
Fermi mixture. Each point is the average of 3 to 5 data points!. On the BEC side of the
SLi resonance, several processes can contribute to the loss of SLi atoms: atom-dimer and
dimer-dimer inelastic collisions, evaporation losses and Bose-Fermi losses, resulting in a
non-trivial time dependence. On the contrary, the “Li cloud will mainly lose atoms via
Bose-Fermi losses, since evaporation losses and three-body losses are negligible due to
the small “Li-"Li scattering length in this region of magnetic field. We thus extract the
interspecies decay rate by fitting the time evolution of the bosonic population

Ny = —Lye(ng) Ny, — L'y Ny, (8.6)

where (---) represents the trap-average?, and I', is the one-body residual gas loss rate
(0.015s7%) measured independently.
For N¢(t), we use instead a two-body decay function fitted to the measured decay of the

fermions
Ny

1+at
This method has the advantages to be independent of the boson number calibration con-
trary to a simultaneous fit of both boson and fermion using coupled differential equations
and does not require a precise knowledge of all the mentioned decay channels for the
fermions. The fits are shown as dashed lines in Fig. 8.3, the fermion decay (in red) is well
reproduced by the ad-hoc function in eq. (8.11) and the fit for the bosons (in blue) gives
for this measurement an interspecies decay constant Ly,s = 1.33(24) x 10~ Pem?.s71.

Ne(t)

(8.11)

8.2.3 Molecule fraction

In our experiment we do not have direct access to the number of dimers in the fermionic
cloud. However, in the weakly interacting regime na3 < 1 (deep BEC side of the res-
onance), the molecular fraction n = 2N,,/(Nf + 2/N,,) can be calculated using the law
of mass-action [255]. We model the fermionic ensemble as a non-interacting mixture of

'The total number of points is often limited by the presence of long term drifts in atom numbers in our
experiment. Also, due to our cooling scheme, the atom numbers of the two species are anti-correlated. It
leads to enhanced number fluctuations with respect to a single atomic specie decay measurement.

2For thermal clouds we have the densities:

-3
N Y (el el y2®)
) = N T o2 .7
( ) = Na)—? _ls-,7;f’1“ (Wz,fT2+W§,fz2) (8 8)
ne(r) = t(kaT/mf)3/2e .
It leads to 3o
A2\, d3/? mew?
(ne) = Np g 12( ff) (8.9)
(§Az+1)(§)‘r+l) / 2rkpT

With /\a = wmb/wa’f, d= mb/mf.
In a good approximation we have A\, = 1/d'/? = {/6/7 ~ 0.926. It leads to the simplified expression:

o\ 3/2
Ui ) (8.10)

—N
{ne) = Ne (67rl<:BT
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Figure 8.4: Calculated molecular fraction 7 (green) and n;a3 (blue) versus magnetic field

for a total number of fermions Ny = 3 x 10°, a temperature 7' ~ 1.6 uK, and trap

frequencies v, = 26 Hz and v, = 2.0kHz. The model used to estimate 7 is valid for
3

nrag < 1

N, molecules and N; free atoms. The dimer-atom mixture can be considered to be at
chemical equilibirum during the losses owing to the high formation rate of halo-dimers
(~ ha4ﬁ /myg)[214]. We thus simply write a chemical equilibrium condition between atoms
and molecules in the trap at temperature 7":

Ne= 2(%0)° Lig(2) (8.12)
N = (£T)° Lig(22e~Eo/knT) (8.13)
where Li is a polylogarithm function, z = e*/*37 the fugacity and E, = —h?/ma? the

molecule’s binding energy. The fugacity is calculated by imposing the total number of
atoms in the trap Nyo; = N¢ + Ny,.

In Fig. 8.4, we show typical values of the molecule fraction 7 in the BEC side of the
resonance as well as the interaction parameter n¢a} for the experimental conditions of
Fig. 8.2. Together with the results shown in Fig. 8.2, it already indicates that boson-dimer
recombination is the main loss mechanism for bosons in the deep BEC limit.

8.2.4 Bose-fermi losses versus molecular fraction and magnetic field

To verify our prediction of dominant boson-dimer losses we measure the Bose-Fermi loss
rate Ly at a fixed magnetic field (720G) for various molecule fractions. This fraction
is varied by changing the temperature from 14K to 4 uK and °Li densities from 2 x
10" cm™3 to 1.0 x 10 cm™3. In practice, it is done by performing different evaporation
ramps and trap recompression. The data in Fig. 8.5 shows that the boson loss-rate is
indeed proportional to the molecule fraction of the fermionic cloud. A linear fit gives
Lys = (1.12(21)n + 0.14(13)) x 10~ cm?3/s. It is thus now convenient to introduce the
boson-fermion dimer molecule loss rate Ly, defined by Ly, (ny) = Lyg(ng).

Finally, we can check the proportionality of Ly, with 1/ag predicted in table 8.1 by
repeating the loss measurements for different magnetic fields in the interval 690-800 G,
see Fig. 8.6. From a linear fit to the data where interaction effects are negligible (n;a3 <
0.025), we extract the slope v = 1.17(11) x 102" m*.s™! entering in eq. (8.4). Since v
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Figure 8.5: Boson-fermion loss rate vs molecule fraction. Circles: experimental data.
The vertical error bars represent the statistical errors for Ly from fitting the loss curves.
The horizontal error bars represent the statistical errors on the molecule fraction due to
Li number fluctuations. The red dashed line is a linear fit to the data.

doesn’t depend on the magnetic field we can now predict the loss rate anywhere in the
BEC-BCS crossover using eq. (8.4).

8.3 Experiment at unitarity

We now move to the strongly interacting regime (1/ag = 0). This is of particular inter-
est as three-body recombination is now a many-body process and usual inelastic losses
models based on solving the three-body problem are bound to fail as they cannot take
into account the quantum correlations with the surrounding atoms. On the contrary, our
modeling of inelastic decay in terms of two-body contact allows us to describe them in
the unitary regime and equation (8.4) now reads

—b = 53 . 8.14
dt 7 57r( o), (8.14)
To check this prediction, we measure the boson decay rate at 832 G in the low temperature
dual superfluid regime. The mixture is initially composed of about 40 x 103 fully con-
densed “Li bosons and 150 x 102 ®Li spin-balanced fermions at a temperature 7' ~ 100 nK
which corresponds to 7'/Tr ~ 0.1 where 1% is the Fermi temperature.

8.3.1 Loss coefficient measurement

In Fig.8.7, we show a typical loss rate measurement in the dual superfluid regime at
unitarity. The atoms are now closer to the boson Feshbach resonance located at 845.5 G
and bosonic three-body losses are no longer negligible. Loss by evaporation are negligible
for the bosons as they were sympathetically cooled by the fermions and U ~ 20,, where
U is the trap depth and py, the bosons chemical potential. The time dependence of the
boson number is then given by

Ny, = —Ly(n2) Ny, — Ty Ny, — TN, (8.15)
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Figure 8.6: Boson-dimer loss rate vs inverse scattering length. The blue dot-dashed line
is a linear fit to the data with n;a < 0.025 (black circles), providing v = 1.17(11) x
1072"m*.s71, see eq. (8.4).

In order to measure the Bose-Fermi loss rate I'y,y we first extract the loss coefficient L,
associated to three-boson recombination. For this purpose, we measure the decay of a
BEC alone and fit its time dependence using the following equation

Ny = —Ly(n?)Ny, — T, Ny, (8.16)

We restrict the measurement over a period of time for which the thermal fraction sur-
rounding the BEC is not visible. We thus assume that the “Li cloud density is given
by a Thomas-Fermi distribution®.We typically have Ly,(n?) = 0.1 — 0.4s7!, and Ly, =
0.11(1) x 10% cm®. s~ consistent with the model of [257].

For our experimental conditions, the predicted Bose-Fermi loss rate is expected to
share the same order of magnitude ',y ~ 0.15s~!. However, due to the stronger de-
pendence in bosons density the three-body recombination constitutes the main source of
losses, typically ~ 80% of the lost bosons. The experimental challenge is to be able to
detect the 20% supplementary contribution coming from Bose-Fermi losses (the differ-
ence between the light blue and blue dashed curves shown in Fig.8.7). In comparison,
the Fermi gas does not suffer from severe losses, and Bose-Fermi recombination should
represent a decrease of ~ 10% of the total atom number. Yet, we do not use the fermion
decay to measure ['y¢ given the larger numbers fluctuations and potential remaining evap-
orative losses (y¢ ~ 0.5U) which are difficult to estimate®.

8.3.2 Density dependence of the loss rate

Repeating decay measurements for different fermion numbers and trap confinement, we
are able to test the expected n?/ 3 dependence of the Bose-Fermi loss rate at unitarity

3We take as in [256]

7 (1525\° [ myan, \'2/°
2y _ ¢ NA/5 8.17
v 6(14w> (ﬁm) b ¢

where @ = (w?w,)/3.

“In addition, three-fermion recombination are present and of unknown magnitude.
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Figure 8.7: Example of atom loss at B = 832.1 G in the dual superfluid regime. Green
circles: BEC without fermions. Blue circles: BEC in presence of the fermionic superfluid.
Each circle is the average of 3 to 5 data points with their standard deviation. Green dashed
curve: fit to the decay of the BEC alone using eq. (8.16) providing the three body loss
coefficient L},. Blue dashed curve: fit to the BEC with fermions using eq. (8.15) which
gives T,y = 0.14(4) s~1. Light blue dashed curve: expected BEC decay without Bose-
Fermi losses. Inset: the number of °Li atoms for the same time duration (red circles). As
it is nearly constant we use the mean number of ®Li atoms shown as a red dashed line to
compute the peak density of the fermionic superfluid during the losses.
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Figure 8.8: Boson loss rate versus fermion central density at unitarity, n¢ = n¢(0). Circles:

experimental data. The red line is the n?/ 3 prediction of eq. (8.20) without any adjustable
parameter. The red shaded area represents the 1 o uncertainty resulting from the error on
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(central column in Table 8.1). In practice we varied fermion central density by a factor ~ 3
from 0.3 x 10 cm =3 to 1 x 103 cm 3, as for strong confinements we are limited by rapid
three-body losses for the bosons. ['¢ is assumed to be constant since ng o< \/Ff does not
vary significantly during the measurement duration, see Fig. 8.7. In this dual superfluid
regime, the size of the BEC is much smaller than that of the fermionic superfluid and the
BEC will mainly probe the central density region n¢(r = 0). However, it is not truly a
point-like probe, and introducing the ratio p of the Thomas-Fermi radii for bosons and
fermions, we obtain the finite size correction for eq. (8.14)°:

6
Lo =7 Co(0) (1 = =), (8.20)

where® Cy(0) = %(3%27“(0))4/ 3, and the last factor in parenthesis amounts to 0.89(3).
The prediction of eq. (8.20) is plotted as a red line in Fig. 8.6 and is in excellent agreement
with our measurements without any adjustable parameter. Alternatively, a power-law fit
An? to the data yields an exponent p = 1.36(15) which confirms the n?/ ? predicted
scaling at unitarity. Finally fixing p to 4/3 provides the coefficient A and a value of

the homogeneous contact ( = 0.82(9) in good agreement with previous measurements,
¢ = 0.87(3) [126].

8.4 Concluding remarks and perspectives

We have shown in this chapter that equation (8.4) stating the proportionality of the impu-
rity loss rate to the fermions two-body contact could accurately predict the inelastic losses
in our Bose-Fermi mixture both in weakly and strongly interacting regimes. Indeed, on the
BEC side, we recovered known results on atom-halo-dimer inelastic collisions [243, 244],
and at unitarity, we observed the unusual n?/ s dependence of the loss rate indicating the
non-trivial two-body correlations at play in the system. Furthermore, our localized im-
purity in the center of the resonant Fermi gas allowed us to measure a local two-body
contact in excellent agreement with previous measurements.

Our method thus demonstrates that impurity losses can be used as a quantitative probe
for short-range correlations in a many-body system. An interesting extent of this work is

3 The slight reduction of the Bose-Fermi losses due to the BEC finite size is computed using the local
density approximation:

niPe)sec [ Bray(c)ng3(r)

= . (8.18)
ng?0)  n%(0) [ dBrm ()
Introducing the Thomas-Fermi radii Rtr 1, and Rrp ¢, we find
<n?/3(r)>BEC - 6 (RTF,b>2 i 5 (RTF,b>4 (8.19)
n?/3(0) 7\ Rrr ¢ 21 \ Rrr ' '

In practice, we have p = Rtp / Rrpys ~ 0.35(5) for all the data sets as it weakly depends on the total
atoms numbers of both clouds.
The peak density of a trapped unitary Fermi gas is related to its total atom number via the formula

. 4/ N¢ wWemMms 3/2
- T ()

8.21)

where £ = 0.376(4) is the Bertsch parameter measured with high precision in [121].
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to measure the two-body contact of the unitary Fermi gas at finite temperature, whose be-
havior is still largely debated’ near the normal-superfluid transition [258]. More generally,
our results are another illustration of the universal behavior of three-body recombination
for large scattering lengths as we have shown in chapter 6. The 1/7% and n~*/? scaling
laws of the three-body loss coefficient L3 of the unitary Bose gas at high and low temper-
atures respectively are other remarkable observed examples [36, 85]. Similarly, another
interesting perspective would be to measure the decay of the unitary Fermi gas. Indeed,
the loss rate should be proportional to the three-body contact of the unitary Fermi gas,
which is to our knowledge only known at high temperature. By dimensional argument,
we can however predict its scaling at zero temperature 7y o< n:® (see the perspective
section in the conclusion chapter).

Finally, this unified description of impurity losses in the BEC-BCS crossover also
provides a framework to interpret the experimental data on SLi/“°K mixture [245] and
6Li/'™Yb mixture [246] mentioned at the beginning of the chapter. In appendix E, we
analyze the data presented in [245].

"In [258], a sharp decrease of the two-body contact is observed near the transition temperature. How-
ever, as the unitary Fermi gas belongs to the 3D XY universality class, the contact is expected to be contin-
uous and its derivative finite [259].



Conclusion

Summary

The results presented in this thesis can be divided into two parts that illustrate complemen-
tary aspects of interacting quantum gases. The first part consider the dynamical properties
of a mixture of superfluids while the second part deals with inelastic losses in a strongly
correlated gas.

To investigate the hydrodynamic property of our mixture, we excited the dipole modes
of the clouds to initiate a counterflow between them. At low relative velocity, the oscilla-
tions are long lived demonstrating the superfluid behavior of the ensemble. Furthermore,
we observed a coherent energy exchange between the clouds signaled by a frequency shift
and an amplitude modulation of the boson oscillations. These observations can be fully
captured using a sum-rule approach which can be interpreted in terms of two coupled os-
cillators. We then measured for various interaction strengths in the BEC-BCS crossover
a critical velocity above which dissipation occurs. The extracted values are found to be
close to the sum of the sound velocities of the two clouds as it can be expected for two ho-
mogeneous counterflowing superfluids [86, 166] and the sound velocity of the fermions.
This is surprising in as much as several factors and phenomena usually tend to reduce
the critical velocity in experiments and make a direct comparison to ideal models dif-
ficult[172]. Hence, to complete our experimental findings, we performed a numerical
simulation of two counterflowing Bose-Einstein condensates. Similarly to the experi-
ment, the coupled-oscillator model could accurately describe the dynamics of the clouds
at low relative velocity, even for large interspecies coupling. To investigate the dynam-
ics for larger oscillation amplitude, we used a principal component analysis to reveal the
collective modes dynamics at play in the system. We uncovered two mechanisms of dis-
sipation. One is analogue to the simple Landau mechanism corresponding to the emission
of a single excitation in the superfluid by a rigid impurity which doesn’t show any activa-
tion threshold when the relative motion is oscillatory. The second one corresponds to the
generalized Landau criterion where excitations are created in both superfluids [86, 166].
Contrary to the first scenario, this mechanism presents a threshold behavior that remains
when the relative velocity is oscillating in time. For low interspecies coupling we ex-
pect the second mechanism to dominate, which could explain why we observed such nice
onset of dissipation in our experiments.

In a second part, we considered the inelastic losses in our cold gases. We showed the-
oretically, that the three-body recombination rate is proportional to the few-body correla-
tions at short distances. Using the universal contact relations it is thus possible to relate
the loss rate to several microscopic and macroscopic quantities of the system such as the
equation of state of the gas. With this, we can predict the loss rate in various regimes and
in particular for strongly correlated systems where few-body processes cannot be isolated

141
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Figure 8.9: Schematic view of a mixture of superfluids in a ring trap (purple) that could be
created using a ring shaped dipole trap for radial confinement and a sheet trap for vertical
confinement. A counterflow between the two species can be created by a stirring laser
(green) with a well chosen wavelength.

from the many-body environment. As a matter of fact for resonant interactions, this leads
to an unusual dependence on density or temperature of the loss rate, that we illustrated on
two cases.

We first considered the case of the unitary Bose gas, where interactions between
bosons are resonant. Its stability is hindered by strong three-body recombination. In a
first part, we presented a model taking into account both three-body recombination and
evaporation to describe the atom losses and temperature dynamics in a dilute unitary Bose
gas. It allows for a quantitative measurement of the three-body loss rate and the method is
applied to results obtained by our team (“Li) and Cheng Chin’s group at Chicago (**3Cs).
This analysis confirms the 1/7 universal behavior of the losses at unitarity found in [36].
In a second part, we studied theoretically the effect of three-body losses and interactions
on the momentum distribution of a homogeneous unitary Bose gas in the dilute limit. We
compared it to the results at JILA on a gas of $Rb.

Finally, we presented a study of inelastic losses in our ultracold Bose-Fermi mixture.
One possible inelastic decay channel is via the recombination of two different spin states
fermions and a boson. The associated loss rate is then proportional to the Tan’s contact
parameter of the Fermi gas. We verified this prediction by probing the recombination rate
in our “Li/°Li mixture in both the thermal and dual-superfluid regimes. When the interac-
tions between fermions become resonant, we showed that the loss rate is proportional to
nj/ ® where n ¢ 1s the fermionic density. This unusual exponent signals strong correlations
among fermions.

Perspectives

The work presented in this thesis can be extended in several directions, here we focus on
two compelling ideas that could be tested in near future in our group.
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Superfluid counterflow in a ring trap

As we have seen in chapter 3 and 4, non-uniform densities and an oscillatory relative
motion hinder the analysis of a superfluid counterflow. An interesting way to extend our
study of counterflowing superfluids is to repeat the experiment (and possibly the numeri-
cal simulations) in a better suited environment: a ring trap, as depicted in Fig. 8.9. It could
allow for a counterflow with a quasi-constant velocity and with a uniform density in the
direction of motion. The ring trap can be realized by various means [260, 261, 262, 263].
As in[261, 262], it could be made with a combination of red detuned beams creating a
ring shaped dipole trap for the radial confinement and a sheet trap for vertical confine-
ment. Another possibility is to use blue detuned beams to create repulsive walls in order
for the clouds to be also homogeneous in the radial direction [39, 40].

Metastable currents with long persisting times can be prepared by several methods.
As it was done in [261, 260], a rotation can be induced on the atoms by a transfer of the
orbital momentum of a Laguerre-Gauss (LG) beam to the atoms by a two-photon Raman
process. This necessitates two internal states and hence could be done on a Bose gas
provided the states have convenient scattering properties (positive scattering lengths for
the BEC to be stable, which is not always the case for “Li). The created rotation frequency
is [ x Qg where [ is the orbital angular momentum of the LG beam and 0y = hi/mR? is the
rotational quantum, with R the ring radius. For lithium atoms in a ring of radius of 30 ym,
with [ = 10 as used in [261], the flow velocity is about ~ 0.5 cm/s. Hence, this might
not be enough to reach the predicted critical velocity ¢, + ¢; which for typical densities
(10" cm™3) should be on the order of a few cm/s. The other existing strategy is to use a
stirring laser beam [262]. This creates a so-called weak link that allows the superfluid to
gain angular momentum via the phase slip phenomenon that occurs every time the stirring
frequency is close to a multiple of the rotational quantum [262]: A vortex-antivortex pair
is nucleated in the vicinity of the beam and separates to reach the confinement walls.
The net result is an increase of the winding number [ by one unit. In order to create a
counterflow between two superfluids, the stirring beam has to affect only one specie. This
might prove difficult for a °Li-"Li mixture due to similar transition frequencies, but could
be implemented more easily with different element mixtures e.g. °Li-*'K [264] using a
blue-detuned beam close to the SLi D-lines.

The onset of dissipation could be detected by the appearance of a dynamical instability
in the clouds density [166], or by a rapidly decaying relative velocity. The ring geometry
can also be used to probe the superfluid fraction by measuring the fraction of atoms put
in motion by a weakly perturbing stirring potential. Finally, another phenomenon that
could observed is the Andreev-Bashkin effect [148] initially predicted for the superfluid
3He-"He mixture. Due the strong interspecies interaction, the *He atoms are dressed by
the surrounding “He atoms and form quasiparticles with a large effective mass so that a
superfluid flow of *He atoms should also transport a substantial mass of “He atoms. This
non-dissipative drag might be observable in a superfluid cold atom mixture close to an
interspecies Feshbach resonance. In particular it could be seen as a shift of the rotational
quantum 2, due to the effective mass of the superfluid particles.

Measuring the three-body contact of a strongly interacting Fermi gas

Another strongly correlated system where three-body loss rate should exhibit exotic scal-
ing is the resonant Fermi gas itself (without impurities). Contrary to the interacting Bose
gas, the 2-spin component interacting Fermi gas does not suffer from severe three-body
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recombination close to the Feshbach resonance. The probability to find two fermions
with the same spin at short distances is strongly reduced by the Pauli exclusion princi-
ple (and also from the absence of an Efimov channel®). Inelastic losses in the degenerate
regime were investigated experimentally in [78, 79, 80] and theoretically in [77, 265, 266].
The different inelastic processes are well understood in the two asymptotic limits of the
BEC-BCS crossover, but the unitary regime still lacks both theoretical and quantitative
experimental investigation.

Before considering the resonant case, it is useful to start first with the two limits of
the crossover. On the BEC side, the losses are dominated by two-body processes, dimer-
dimer and atom-dimer collisions. Indeed the vanishing size of the weakly bound dimer
which scale like a strongly enhances the probability to find closeby triplets of fermions.
On the BCS side, the size of the Cooper pairs being large ~ 1/kp, losses are described by
three-body processes which require p-wave collisions and vanish for |a| — 0. Following a
suggestion from Félix Werner, one can predict the precise scaling in density and scattering
length for the loss rates using dimensional arguments on the three-body contact’. For a
wave function in a given three-body channel characterized by the parameter s;, (given
in table 1.1) the three-body contact density Cs has the dimension L~2%.7=5 where L is a
length (see section 5.2). Since we can infer the scaling of C3 on the density we can deduce
its dependence on the other variables.

BEC limit

For the dimer-dimer collisions we can consider a four-body wavefunction composed of
two dimers. The dimers collide dominantly via a two-body s-wave channel at low tem-
perature. However, a triplet subset of those four particles can undergo a p-wave collision
while having a total orbital angular momentum still equal to zero[77]. The dominant
relaxation process is thus via the [ = 1, n = 0 channel which has the lowest exponent
s1,0 ~ 1.77. Hence, we have

% o —nia 20t~ p2q T2 (8.22)

dt

Atom-dimer collisions are also dominantly s-wave and the relaxation will occur via the
[ =0, n = 0 channel with sy ~ 2.17. We then have
dng dn,
= X —NgNga

At dt

This process is actually negligible at low temperatures (7' < FEj) as the Fermi gas is
fully molecular in the far BEC limit and the atom-dimer loss rate decreases faster than
the dimer-dimer loss rate when going to unitarity. The lifetime of an ultracold mixture
of molecules and atoms of “°K was measured in[78, 79]. They found a scaling a” with

—2s00Fl ~ iy a3, (8.23)

p = —2.3(4) for the loss rate in agreement with the dimer-dimer predicted exponent
p >~ —2.55[77].
BCS limit

Three-body s-wave collisions of three unbound fermions are strongly supressed by the
Pauli principle, see [267]. The main relaxation process is via p-wave collisions and thus

8For mass-imbalanced fermionic system there can exist an Efimov channel and resonant losses can
happen via p-wave collisions.
90r equivalently by looking at the probability of finding three fermions within a vanishing hyperradius.
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through the channel [ = 1, n = 0 and the exponent s; o ~ 1.77. Hence,

dn,
dt

oc —n3|al7Eott ~ 3|0, (8.24)

We neglected the effects of Cooper pairing which actually tend to enhance the losses [266]
but is a subleading contribution. The exponent on the scattering length p ~ 0.45 is within
less than a factor two to what was measured experimentally in [80] where they found an
exponent p = 0.79(14).

Unitary limit

The most interesting case and yet unexplored is the unitarity regime. At zero temperature,
the only remaining length scale is 1/kr so that we have the unusual density dependence

of the loss rate g
d_? X — 04l,nn(28l’"’5)/3 (8.25)

I,n

In principle both s-wave and p-wave collisions are possible, but relaxation will mainly
occur via the channel which has the lowest exponent s; ,,, here s; o >~ 1.77, as the others
channels contribution are smaller by a factor (nb®)(*1.»=51002/3 <« 1. We can thereby
expect like for the unitary Bose gas another fractional density dependence of the loss rate:

‘jl—? oc —n*® (8.26)
At high temperature, the many-body correlations are negligible, we should recover the n3
scaling so that

dn n?

dt X T 023
These exotic scaling laws predicted at both low and high temperatures remain to be con-
firmed experimentally. More generally, measuring the inelastic losses in a strongly in-
teracting Fermi gas would provide information about its three-body correlations at short
distance or equivalently its three-body contact ('3 for which there are currently no the-
oretical estimates. Furthermore, by performing a calibration of the losses on the BEC
or the BCS side like we did in chapter 8 for the impurity losses, it should be possible to
measure the precise value of (. Its determination might prove useful for characterizing
the effect of three-body interactions that are expected to occur between neutrons in the
crust of neutron stars [268].

(8.27)
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Appendix A

Derivation of the coupled oscillator
model using the sum-rule approach

In this appendix we provide the derivation of equations (3.7, 3.8) using the sum rule
method as given in our publication [269].
The dynamics of the system is described by a Hamiltonian

pO(’L
- Z [Qma} + U(7a), (A.1)

where o = b, f labels the isotopes, and U describes the total (trap+interaction) potential
energy of the cloud.
Consider the operators F = va“l Za,i» Where z, ; is the position along z of the i-th

atom of species o« = b, f and take F(df, dp) =), doF,, an excitation operator depending
on two mixing coefficients (d, ). We introduce the moments S, defined by

Sp =Y (En— Eo)

n

()]

where |n) and FE,, are the eigenvectors and the eigenvalues of the Hamiltonian H (by
definition |0) is the ground state and Ej is its energy). Using the Closure Relation and
first order perturbation theory, S; and S_; can be calculated exactly and we have

2
S = =Y N, (A2)

S, = (A.3)

where k is the restoring force of the axial magnetic trap and (z,) is the center of mass
position of atoms « in the presence of a perturbing potential —k > s bﬁﬁa corresponding
to a shift of the trapping potential of species /3 by a distance bg. (z,) satisfies two useful
conditions. First, using Hellmann-Feynman’s theorem, the matrix Naabﬁ (za) = 8§a bﬁ]:l
is symmetric. Secondly, if we shift the two traps by the same quantify bg = b, the center
of mass of the two clouds move by (z,) = b. Differentiating this constraint with respect
to b yields the condition » _; 0y, (z4) = 1.

Experimentally, we observe that only two modes are excited by the displacement of
the trap center. We label |[n = 1) and |n = 2) the corresponding modes and we take
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We thus have for any set of mixing

= E, — Ey, with, by convention, w; < wy

2L < h2w§

-1

hon,
(A4)

parameters (dg, dy,),

RPw? <
To find the values of the two frequencies w; and w,, one thus simply has to find the
extrema of S;/S_; with respect to dy and dj,. Using the sum rules (A.2) and (A.3), we see

2
20 Na/mady (AS)

that e
o =Mk 9(za) >
S—l Za B N d d/j o
This expression can be formally simplified by taking d/, = d,+/Na/me and ¥ = (df, d},).
We then have g )
1 2
=hk—— A6
5, TR My (A.6)

> . ¥,V and the effective-mass oper-

where the scalar product is defined by (V|¥”)
(A7)

;. = \/k/m;, where m; is an

With these notations, the frequencies w;—; > are given by w;

a<2a>

Map = y/m Ny Obg

ator is given by

eigenvalue of M.
In the weak-coupling limit, the cross-terms Jy,(za) (@ # 3) are small and using their

symmetry properties, we can write M as M + M with

m 0
M, = ( ! > : (A.8)
0 my
Nz
—mg a<b£> vm abf (A.9)
<2b) ’ )

M, = ~
b _
Vv abf My =5,

Since the matrix M is symmetric we can use the usual perturbation theory to calculate

its eigenvalues and eigenvectors. We have to first order

- 8<Zf>

m; = (1 — b, ) (A.10)
s ()

my = (1 — Bbr ) (A.11)

Using the symmetry of N,0,,(z.), we see that in the experimentally relevant limit
Thus the frequency of °Li is essentially not

Nt > Ny, we have Oy, (z1,) > 0O, (2t)
affected by the coupling between the two species. To leading order, we can identify w;
(w9) with @y, (@f) and we have

(A.12)

>~ W,

- 18<Zb>
Wp == Whp (1+2 (%f ) (A13)
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To calculate the frequency @, we need to know the crossed-susceptibility Oy, (z1,).
Since this is in equilibrium quantity, we can calculate it using the local-density approxi-

mation. We then obtain
6(zb) kgbf / 3 92 an an
= [ d — — A.14
abf Nb " (‘mf 8,ub ( )

In the limit NV, < N, the bosonic cloud is much smaller than the fermionic cloud. We
can therefore approximate this expression by

k
Aav)  kour (%> / dr2? <%) (A.15)
by Ny \Oue /), Oy,
where the index zero indicates that the derivative is calculated at the center of the trap.
The integral can be calculated exactly and we finally obtain

Olav) _ Gbf <%> ; (A.16)
0

8[1/{‘

where we recover eq. (A.13) from chapter 3.

To get the dynamics of the system after the excitation, we need to calculate the eigen-
vectors of the matrix M. Note ¥; = (d;;,d; ) the eigenvector associated to the eigen-
value w;. Using once more first order perturbation theory, we have

1
vy = Vmemy \/EW%) ’ (A.17)
me—mp N¢ Obg
v/ memy &8<2b>
Wy = [ memme VN O ) (A.18)
1
from which we deduce the vectors \f/i:m = (d;f,d;p) giving the excitation operator
F(d;¢,d;)). More precisely
~ me 1
U, = Ff ( e (o) ) , (A.19)
mg—my, Obg
. _mg Ny 9{z)
b, = ”];—Z < e N ) (A.20)

Note d the initial displacement of the two species and expand the initial condition
7 = (%(0),2,(0)) = (d,d) over the basis {¥;, ¥y} as Z = 3, ¢;¥;. Since by con-
struction the operator ﬁ(dm d; ) excites solely the mode w; we must have at time ¢
Z(t) = 3, ¢ cos(wit) U, (we assume that the initial velocities are zero). After a straight-

forward calculation, we get

B (1 — empn) cos(wit) + npem (1 + ) cos(wat)

%) = d { ot ] . (A2D)
B —&m(1 — empn) cos(wit) + (1 + &,,) cos(wat)

2(t) = d { e } , (A.22)
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with 7 = m¢/my, p = Ny/Ng, and g, = my, /(my, — mg) Oy, (2p)-
In experimentally relevant situations, we have ¢,, < 1, p < 1 and  ~ 1, we can thus
approximate the previous equations by
2e(t) =~ d[(1—enp)cos(@et) + pep, cos(Opt)] (A.23)
2(t) =~ d[—emcos(@et) + (1 + &) cos(wpt)], (A.24)

and where according to Eq. (A.13), we can take

2 Sy
g, = — 2 (“’b wb) . (A.25)
my — Mg Wh




Appendix B

Instability domains of modified 2D
Mathieu’s equations

In this appendix, we compute the parametric instability domains associated to the follow-
ing modified Mathieu’s equations:

d2

EZ +ou+ geiacos(ﬂt)v = 0, (B.1)
d? oS
d_t;) + v+ geiocos@), — (B.2)

If we introduce the new variables » = u + v* and s = u — v* we have the uncoupled
differential equations

d?r

E 4 +€eiacos(ﬂt)r* — 0’ (B.3)
d*s , .
el + 5 — ge@s@ g — (B.4)

which will have the same solutions provided e — —¢.

Since parametric instabilities develop in a time scale given by ¢, in the limit ¢ < 1 we
can adopt a multi-scale analysis. Here, let’s introduce two timescales 7p = ¢t and 7 = £t
and write our general solution as a perturbation series solution dependent both on 7 and
T1-

r(t) =Y "ra(mo, 7). (B.5)
n=0

We will also look at frequencies close to an a priori resonant one wy such that ) =
Wo + Ews.
For a function f (79, 71) we have the identity

Ef R P L0

— =42 . B.6
ez ord - 887087'1 e ort (B.6)
Then to 0-order in €, the equation (B.3) gives
(927“0
— =0. B.7
org o (B.7)
The solutions can be written as
7“0(7'0,7'1) = A(Tl)eim + B(Tl)e_”o. (B8)
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If we now plug in these solutions into (B.3), we can look at the first order terms in € and
we obtain the equation

0*ry 0A 8B

2
oz Tt Z(aﬁ " onC

) s tan) (4 ()6 1 B*(ry)eim) = 0

(B.9)
We can recognize the equation of an harmonic oscillator forced by oscillating terms. For
the solution 7; to not diverge on a time scale 7 and the multiscale approach to be valid,
there shouldn’t be any resonant terms.
Using the identity

eiacos(ono-‘rwlTl) _ 2 :ikjk(oz)eikonoeikwlﬂ (B.10)
k

we will have a resonance whenever there exist an integer k such that kwy = 2.
In other words the resonant frequencies are

2
Won = — n € N. (B.11)
n
To cancel the resonance we need that
0A . A
228——1— i" I ()e™1 A* + Jo (o) B =0, (B.12)
71
0B ) s
—228——|— Jo()A* + (=) J,(a)e”"™1 1 B* = (. (B.13)
1

By introducing the new variables a = exp "' 7/2A and b = exp™'™/2B, we get a time
independent set of differential equations

20 st () 4 e =0, (B.14)
1
b
2 bt @)at + (i (a)b =0 (B.15)
1

If we now consider the set a, b, a*, b* as independent variables, we have to solve

a —nw 0 i" Jn () Jo(@)
d b | i 0 nw  —Jola) —(=i)"J. () b
dt | a* 21 —(=i)"J.(a) —Jola)  nw 0 a*
b* Jo(av) i" (@) 0 —nwy b*
(B.16)
The eigenvalues of the matrix are
Aig =+- \/ Jo(@) £ nw)? — J, ()2 (B.17)
We will thus have a parametric instability if
Jn(@)? > (Jo() £ nwy)? (B.18)

The eigenvalues can be obtained numerically using a Floquet method. A comparison for
two mode frequencies is displayed in fig.(B.1) and shows an excellent agreement. We
also recover similar instability domains in the (c, 1/€2) plane as shown in fig.(B.2).
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Figure B.1: Real part of Ay 1 as a function of the amplitude o for w; = 0. Blue line:
n=20, Yellow line: n=22. Dashed lines represent the eigenvalue obtained numerically
using Floquet theory on eqs.(B.1,B.2).
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line correspond to the critical velocity predicted in the uniform movement case.
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Appendix C

Numerical simulation of counterflowing
superfluids: supplemental data

In this appendix, we present supplemental data in order for the reader to have a larger
overview of the different signals obtained from the numerical simulation itself but also
from the principal component analysis. This is of course not exhaustive.

In fig.(C.1), we present the center of mass oscillations of both clouds for different
interspecies couplings 12/ B29.

In fig.(C.2), we show the rescaled amplitude difference Az = z; 4, (t) /b1 — 2i,(t) /b2
for different interspecies coupling 312/ fa2.

In figs.(C.3,C.4,C.5,C.6) we show some typical results obtained from the PCA. We
display the 5 most populated modes for each cloud for two different simulation runs.
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Figure C.1: Center of mass oscillation of both clouds (¢ = 1 in blue, 7 = 2 in red) for
different interspecies coupling 312/ 320 and same initial dispalcement b = 2.
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Figure C.3: First five PCA’s modes for the small cloud i = 1 and the simulation run
P12/ B2 = 0.003, b = 6. From left to right figures: Mode’s parameters: A is the asso-
ciated covariance matrix’s eigenvalue. k is the extracted number of nodes which allows
to predict the mode frequency wipeo. Weap 1s the frequency of the highest peak in the
fourier spectrum. The spatial mode structure. The associated fourier spectrum. Mode
time evolution.
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Figure C.4: First five PCA’s modes for the large cloud 7 = 2 and the simulation run
P12/ P22 = 0.003, b = 6. From left to right figures: Mode’s parameters: A is the asso-
ciated covariance matrix’s eigenvalue. k is the extracted number of nodes which allows
to predict the mode frequency wipeo. Wegp 1S the frequency of the highest peak in the
fourier spectrum. The spatial mode structure. The associated fourier spectrum. Mode
time evolution.
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Figure C.5: First five PCA’s modes for the small cloud i = 1 and the simulation run
P12/ B2 = 0.186, b = 4.. From left to right figures: Mode’s parameters: \ is the asso-
ciated covariance matrix’s eigenvalue. k is the extracted number of nodes which allows
to predict the mode frequency wipeo. Weap 1s the frequency of the highest peak in the
fourier spectrum. The spatial mode structure. The associated fourier spectrum. Mode
time evolution.
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Figure C.6: First five PCA’s modes for the large cloud 7 = 2 and the simulation run
P12/ P22 = 0.186, b = 4. From left to right figures: Mode’s parameters: A is the asso-
ciated covariance matrix’s eigenvalue. k is the extracted number of nodes which allows
to predict the mode frequency wipeo. Wegp 1S the frequency of the highest peak in the
fourier spectrum. The spatial mode structure. The associated fourier spectrum. Mode
time evolution.
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Appendix D

Momentum distribution of a dilute
unitary Bose gas: Supplemental
material

In this appendix, we reproduce without modifications the supplemental material of arti-
cle [232] given in section 7.2 .

D.1 Derivation of the loss equations

The coefficient (1|£.L5[G]) can be written as

1 n>“§h ’ 3 3 3 Az 2 —BE
<1‘5£3[G]> =\ 73 d°p1d’pad P37 |o(825)[Te™ 77 (D.1)
123

where Eio = (p? + p2 + p3)/2m. We then define three new momentum variables which
are conjugated to Jacobi coordinates in real space and verify

P H1 CL]._.[Q
= — === D.2
D1 3 a 5 (D.2)
P 1II, oIl
= 412 D.3
P2 3 + 4 5 (D.3)
P
p3 = g—l—aHQ. (D.4)

with a = (4/3)'/4,

The energy in the center of mass frame is then Fyo3 = I1?/2p with I1? = 17 + II3 and
p = m/+/3 while the total energy is Ey,, = P2/6m -+ I12/2u. The jacobian of such a
change of variables is equal to one and we have the differential transformation

. 1 . N
d*p,d3pyd®ps = dSPGH5dHEsinz(Qa)dadgﬂldQHQ (D.5)

where IT; = IT; /I1; and o = arctan(IT; /II,) € [0;7/2]. o
It can be rewritten in terms of the hyperangular differential d°Q3 = 1/2sin’(a)dad?I1;d?I1,.
We thus obtain a new form for the integral

As

72 [6(Q) e (D.6)
123

1 nAd, ’ 3 54TT4°
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Using the normalization condition on ¢(23) we are left with Gaussian integrals which are
straightforward to calculate. We then get 1, = —L3n?.

To calculate (% |5 L3[G]) we use the fact that it can be written as

2 1 nA3 \* Eior A
(- = L4[6) = / d'prd’pod’py = 25 [6() e (D7)

Therefore we can use the same change of variables to get rid of the hyperangular depen-
dence and finally retrieve the loss equation E; = —5F L3n?/9.

D.2 Decomposition of the solution over the Laguerre Poly-
nomial basis

In this section, we solve the Eq.

Cla] = P {ézg[a]} (D.8)

In the spirit of Chapman-Enskog’s expansion, we expand « on a basis of orthogonal
polynomials for the scalar product

(alf) = / PG (p)a(p)B(p). (D.9)

Such a basis can be expressed in terms of the generalized Laguerre polynomials [270]

a(p) = \/%LS/ 2 (8p* /2m) (D.10)

By definition, ¢y and ¢ lie in Ker(C') and as such will not contribute to the expansion.
Take a(p) = > _;~5 axqr(p), where the coefficients a;, are real numbers, Eq. (D.8) is then
equivalent to the infinite set of linear equations

3" awlanlClav]) = (a5 £/G), ®.11)

k'>2

for £ > 2. In these equations, the coefficients (qx|C[gy]) can be calculated analytically
to arbitrary order, while the complex form of the Efimov wave-function allows only for
a numerical calculation of the projection of the loss term on this polynomial basis. We
solve this equation by truncating the indices (k, k') to a value k.. We observe in Fig.
(D.1) that the convergence is very fast and that the first order result (k. = 2) gives the
correct answer within a few percent accuracy.

D.3 Calculation of (

The coefficients {gx|C[qw]) can be expressed as follow (g |C[qw]) = —nh?*\/73/m3Cis,
C = (Cyy ) being a matrix with purely numerical coefficients. Those coefficients can be
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Figure D.1: Convergence of the numerical solution of Eq. (D.11). We estimate the error
on the solution using the norme ||«||* = (a|a) and we compare the solution of Eq. (D.11)
obtained by truncation at k = ky,,, with the “true” result corresponding to k., = 15.

calculated analytically to arbitrary order. As a “proof”, all the coefficients to a value
kmaz = 6 are shown below:

00 0 0 0 0
00 0 0 0 0
0 0 256 64 \/Z 32 8 /10
45 1 21 15v/21 9\ 231
C=| g a/z 28 &5 125 (D.12)
151/ 21 5 5 63 /5%
00 32 8v2 14908 533 /2
15v/21 5 1575 35 \/ 55
0 0 & /1o 428 533 /2 209863
9V 231 63v55 35 \/ 55 20790

D.4 Momentum distribution in a harmonic trap

The virial expansion of the momentum distribution was derived for a uniform system and
we need to take into account for the fact that in [37] the density is not uniform. Since the
quasi-equilibration time is much shorter than any collective mode period we can assume
that the density is given by the Thomas-Fermi density of the initially weakly interacting
Bose Einstein condensate n(r) = n(0) (1 — 72/R?). The density at the center n(0) and
the Thomas-Fermi radius R are related to the total atom number N, the initial scattering
length @ and the harmonic oscillator length ay, thanks to n(0) = (15)%/°/(87) 2 (¥2)2/5

a,zwa Aho
and R = (16N af‘wa)l/ °. The two-body scattering rate being large compared to the in-
verse of typical experimental time, we assume locally thermal equilibrium. For dimen-
sional reasons, the temperature at radius 7 is proportional to the degeneracy temperature
at density n(r). Therefore we have kp T(r) = C h? (67°n)*?/m with C' a dimension-
less constant. Hence we have a uniform phase-space density n(r) Ay, () = D, with D a
dimensionless constant.
D is related to the the fugacity z = e*/(*57) through the equation of state

D = z2+42by2%+--. (D.13)

Therefore we find that the fugacity is uniform in the cloud.
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Figure D.2: The product x* n(x) from Eq.D.15 and z = 0.5.

In order to calculate the momentum occupation number in the cloud, we have to in-
tegrate on space the result for a homogeneous system, keeping track of the fact that the
temperature and the chemical potential are non-uniform. The sum of the three contribu-
tions to the momentum occupation number p(? (p) of order 22 is denoted by fo(p \n/h).
This includes Bose statistics correction, interaction effects and three-body losses. There-
fore we have locally for the momentum occupation number, up to second order in fugacity

plp;r) = =z ¢ TRGTD 4 52 f2(p Aen(r) /1) (D.14)

: _ 2rn(0)?/3 2/ 9212/3 : :
with kpT'(r) = =57 (1 —7r*/R*)”" and z is related to D in Eq.D.13. The results
of Ref.[37] are given for dimensionless wave vector  defined by p = hk, x and k,, =
(672 (n))l/ ® with (n) a spatial average density. For a Thomas-Fermi profile, we easily get
n(0) = Ak3, with A = 5/(127?). Moreover the dimensionless wave vector occupation
number () should be normalized such that 47 [,"* dr x*n(k) = 87°. In this way, we

find for the dimensionless momentum distribution

p2/3

15 [ ~ 2 e D'V 1
nix) = ﬁ/o duv®{ze ‘w704 2 <A1/3 (1— )P }

In Fig.D.2, we show the product x* n(k) for 2 = 0.5. From Eq.D.15, we find this
product should tend to ~ 5.018. We also notice that this asymptotic value is not reached
for k equals 3.



Appendix E

Analysis of impurity losses of the
Innsbruck experiment.

We present in this appendix, a quick analysis of the data presented in [245], where they
measured the decay rate of an impurity (“°K atoms, denoted i) immersed in a strongly in-
teracting Fermi gas (°Li atoms ) accross the BEC-BCS crossover, see fig.(E.1) (taken from
[245]). The Fermi gas is in the superfluid regime as 7'/Tr = 0.15. According to what
we have presented in chapter 6 and 8, the loss rate I' = n;/n; is given by the two-body
contact of the interacting Fermi gas. On the BEC side, far from the resonance we thus
have I' = 47 (n¢) /ag, where the brackets denotes the averaging over the impurity density
distribution. Applied to the data point taken at 730 G we get v = 3.4(5) x 1072"m*.s7!
(at 690 G, the mixture suffers from strong dimer-dimer losses (see fig. 1 of the paper) and
the impurity decay seem to be underestimated). However, as the scattering length is still
large (~ 2500 ag) , krag is close to 1 and the value of ~y is an upper estimation. In the
far BCS limit we have instead I' = y47%(n?)a%. Using the data point with the highest
magnetic field (1190 G) we get v = 2.1(5) x 107?"m*.s~!. Similarly to the BEC data
point, the scattering length is still large (~ —2700 ay), the value of v is underestimated.
At unitarity and at zero temperature we should have

r= 7%(37r2)4/3<n?/3> , (E.1)
om

where ¢ = 0.87(3) is a dimensionless constant.
In the experiment, at resonance, the peak density is 7¢ peax = 2 X 2.1 X 10'? cm™3. More-
over, as they give 1y peak/(ns) = 1.7 and nf .../ (nf) = 2.4, we can take by extrapolation
”?,feak (n?/ %) = 1.9. The measured unitary loss rate is I' = 0.07(2)s ™! and we thus get
v =2.5(5) x 1072"m*.s7!. We did not take into account the corrections to the two-body
contact coming from the finite temperature of the mixture that can slightly modify this
result.

The extracted values of 7 in the three asymptotic regimes of the BEC-BCS crossover
shows at most a weak variation with the magnetic field. The data presented in [245] is thus
consistent with losses proportional to the two-body contact. A more refined analysis in-
cluding the beyond mean-field corrections to the contact could improve the agreement. In-
terestingly, the value of  found here for the °K/°Li mixture share the same order of mag-

nitude than what we have measured for our “Li/SLi mixture y = 1.17(11) x 10~*"m*.s71.
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Figure E.1: “°K impurity decay rate in the BEC-BCS crossover, taken from [245]. The
decay is fitted either by a two-body loss term or a three-body loss term. Red circles: two-
body loss rate coefficient Ly = I'/(n¢). Blue triangles:three-body loss rate coefficient
L3 = T'/(n?). The dashed black line marks the unitary limit where 1/a; = 0. The dotted
lines indicates the strongly interacting regime, where |krag| > 1.
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collisions. An analysis with some similarities to
ours for the bright debris disk of HD 172555
(20) found that dust created in a hypervelocity
impact will have a size slope of ~ -4, in agreement
with the fits of (10) to the IR spectrum of IDS.

After the exponential decay is removed from
the data (“detrending”), the light curves at both
wavelengths appear to be quasi-periodic. The
regular recovery of the disk flux and lack of ex-
traordinary stellar activity essentially eliminate
coronal mass ejection (21) as a possible driver of
the disk variability. We employed the SigSpec al-
gorithm (22) to search for complex patterns in
the detrended, post-impact 2013 light curve. The
analysis identified two significant frequencies with
comparable amplitudes, whose periods are P; =
254+ 1.1 days and P, = 34.0 £ 1.5 days (Fig. 3A)
and are sufficient to qualitatively reproduce most
of the observed light curve features (Fig. 3B).
The quoted uncertainties (23) do not account for
systematic effects due to the detrending and thus
are lower limits to the real errors. Other peaks with
longer periods in the periodogram are aliases or
possibly reflect long-term deviation from the ex-
ponential decay. These artifacts make it difficult
to determine whether there are weak real signals
near those frequencies.

We now describe the most plausible inter-
pretation of this light curve that we have found.
The two identified periods have a peak-to-peak
amplitude of ~6 x 1072 in fractional luminosity,
which provides a critical constraint for models of
the ID8 disk. In terms of sky coverage at the disk
distance inferred from the IR SED, such an am-
plitude requires the disappearance and reappear-
ance every ~30 days of the equivalent of an opaque,
stellar-facing “dust panel” of radius ~110 Jupiter
radii. One possibility is that the disk flux perio-
dicity arises from recurring geometry that changes
the amount of dust that we can see. At the time
of the impact, fragments get a range of kick ve-
locities when escaping into interplanetary space.
This will cause Keplerian shear of the cloud (24),
leading to an expanding debris concentration
along the original orbit (supplementary text). If
the ID8 planetary system is roughly edge-on, the
longest dimension of the concentration will be
parallel to our line of sight at the greatest elon-
gations and orthogonal to the line of sight near
conjunctions to the star. This would cause the
optical depth of the debris to vary within an
orbital period, in a range on the order of 1 to 10
according to the estimated disk mass and par-
ticle sizes. Our numerical simulations of such dust
concentrations on moderately eccentric orbits are
able to produce periodic light curves with strong
overtones. P, and P; should have a 3:2 ratio if
they are the first- and second-order overtones of
a fundamental, which is consistent with the mea-
surements within the expected larger errors (<2c
or better). In this case, the genuine period should
be 70.8 + 5.2 days (lower-limit errors), a value
where it may have been submerged in the perio-
dogram artifacts. This period corresponds to a
semimajor axis of ~0.33 astronomical units, which
is consistent with the temperature and distance
suggested by the spectral models (10).

SCIENCE sciencemag.org

Despite the peculiarities of ID8, it is not a
unique system. In 2012 and 2013, we monitored
four other “extreme debris disks” (with disk frac-
tional luminosity =10~2) around solar-like stars
with ages of 10 to 120 My. Various degrees of IR
variations were detected in all of them. The
specific characteristics of ID8 in the time domain,
including the yearly exponential decay, addition-
al more rapid weekly to monthly changes, and
color variations, are also seen in other systems.
This opens up the time domain as a new dimen-
sion for the study of terrestrial planet formation
and collisions outside the solar system. The var-
iability of many extreme debris disks in the era
of the final buildup of terrestrial planets may
provide new possibilities for understanding the
early solar system and the formation of habitable
planets (25).
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SUPERFLUIDITY

A mixture of Bose and Fermi superfluids

1. Ferrier-Barbut,* M. Delehaye, S. Laurent, A. T. Grier,T M. Pierce,

B. S. Rem,i F. Chevy, C. Salomon

Superconductivity and superfluidity of fermionic and bosonic systems are remarkable
many-body quantum phenomena. In liquid helium and dilute gases, Bose and Fermi
superfluidity has been observed separately, but producing a mixture in which both the fermionic
and the bosonic components are superfluid is challenging. Here we report on the observation
of such a mixture with dilute gases of two lithium isotopes, lithium-6 and lithium-7. We probe
the collective dynamics of this system by exciting center-of-mass oscillations that exhibit
extremely low damping below a certain critical velocity. Using high-precision spectroscopy
of these modes, we observe coherent energy exchange and measure the coupling between
the two superfluids. Our observations can be captured theoretically using a sum-rule
approach that we interpret in terms of two coupled oscillators.

n recent years, ultracold atoms have emerged
as a unique tool to engineer and study quantum
many-body systems. Examples include weakly
interacting Bose-Einstein condensates (1, 2),
two-dimensional gases (3), and the superfluid-
Mott insulator transition () in the case of bosonic
atoms, and the crossover between Bose-Einstein
condensation (BEC) and fermionic superfluidity
described by the the theory of Bardeen, Cooper,
and Schrieffer (BCS) for fermionic atoms (5). Mix-

tures of Bose-Einstein condensates were produced
shortly after the observation of BEC (2), and a
BEC mixed with a single-spin state Fermi sea
was originally observed in (6, 7). However, realizing
a mixture in which both fermionic and bosonic
species are superfluid has been experimentally
challenging. This has also been a long-sought goal
in liquid helium, where superfluidity was achieved
separately in both bosonic “He and fermionic *He.
The double superfluid should undergo a transition
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between s-wave and p-wave Cooper pairs as the
3He dilution is varied (8). However, because of
strong interactions between the two isotopes,
3He-*He mixtures contain only a small fraction
of ®He (typically 6%) which, so far, has prevented
attainment of simultaneous superfluidity for the
two species (8, 9).

Here we report on the production of a Bose-
Fermi mixture of quantum gases in which both
species are superfluid. Our system is an ultracold
gas of fermionic °Li in two spin states mixed with
“Li bosons and confined in an optical dipole trap.
Using radio-frequency pulses, we prepare °Li atoms
in their two lowest hyperfine states |1¢) and |2¢),
whereas “Li is spin polarized in the second-to-
lowest state |2;,) (Z0). For this combination of states,
in the vicinity of the °Li Feshbach resonance at a
magnetic field of 832 G (1), the scattering length
of the bosonic isotope @;, = 70a, (@, is the Bohr
radius) is positive, preventing collapse of the BEC.
The boson-fermion interaction is characterized by
a scattering length aps = 40.8ay that does not
depend on magnetic field in the parameter range
studied here. At resonance, the Fermi gas exhibits
a unitary limited collision rate, and lowering the
optical dipole trap depth leads to extremely ef-
ficient evaporation. Owing to a large excess of
51 atoms with respect to 7Li, the Bose gas is sym-
pathetically driven to quantum degeneracy.

The two clouds reach the superfluid regime
after a 4-s evaporation ramp (10). As the “Li Bose
gas is weakly interacting, the onset of BEC is
detected by the growth of a narrow peak in the
density profile of the cloud. From previous studies
on atomic Bose-Einstein condensates, we con-
clude that the “Li BEC is in a superfluid phase.
Superfluidity in a unitary Fermi gas is notori-
ously more difficult to detect because of the
absence of any qualitative modification of the
density profile at the phase transition. To dem-
onstrate the superfluidity of the fermionic com-
ponent of the cloud, we slightly imbalance the
two spin populations. In an imbalanced gas, the
cloud is organized in concentric layers, with a
fully paired superfluid region at its center, where
Cooper pairing maintains equal spin popula-
tions. This °Li superfluid core can be detected
by the presence of a plateau in the doubly in-
tegrated density difference (12). Examples of
density profiles of the bosonic and fermionic
superfluids are shown in Fig. 1, where both the
Bose-Einstein condensate (blue circles) and the
plateau (black diamonds in the inset) are clearly
visible. Our coldest samples contain N}, = 4 x 10*
"Li atoms and N; = 3.5 x 10° SLi atoms. The
absence of a thermal fraction in the bosonic cloud
indicates a temperature below 0.57.;, where
kpT.p, = 0.944w,N,/> is the critical temperature
of the “Li bosons, and @}, (@) is the geometric
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mean trapping frequency for “Li (°Li). Com-
bined with the observation of the °Li plateau,
this implies that the Fermi cloud is also super-
fluid with a temperature below 0.87.s. Here,
T,z is the critical temperature for superfluid-
ity of a spin-balanced, harmonically trapped
Fermi gas at unitarity, 7cs = 0.197% (13), and
kpTy = hmf(SNf)l/ 3 is the Fermi temperature.
The superfluid mixture is very stable, with a
lifetime exceeding 7 s for our coldest samples.

As seen in Fig. 1, the Bose-Fermi interaction is
too weak to alter significantly the density pro-
files of the two species (14). To probe the inter-
action between the two superfluids, we study the
dynamics of the mass centers of the two isotopes
(dipole modes), a scheme used previously for the
study of mixtures of Bose-Einstein condensates
(15, 16), mixtures of Bose-Einstein condensates and
spin-polarized Fermi seas (I7), spin diffusion in
Fermi gases (18), or integrability in one-dimensional
systems (19). In a purely harmonic trap and in
the absence of interspecies interactions, the di-
pole mode of each species is undamped and can
therefore be measured over long time spans to
achieve a high-frequency resolution and detect
small perturbations of the system. We excite the
dipole modes by shifting the initial position of
the Li and “Li clouds by a displacement d along
the weak direction & of the trap (10). We then
release them and let them evolve during a variable
time ¢, after which we measure their positions. By
monitoring the cloud oscillations during up to 4 s,
we determine their frequencies with high precision
(%‘” <2 X 10’3). In the absence of the other spe-
cies, the oscillation frequencies of 6Li and “Li are,
respectively, oy = 2n x 16.80(2) Hz and o, =

2n x 15.27(1) Hz. In the axial direction, the con-
finement is mostly magnetic, and at high mag-
netic field, both species are in the Paschen-Back
regime, where the electronic and nuclear spin
degrees of freedom are decoupled. In this regime,
the magnetic confinement mostly results from
the electronic spin and is therefore almost iden-
tical for the two isotopes. The ratio w/wy, is then
very close to the expected value /7/6 ~ 1.08
based on the ratio of the atomic masses (20).

Contrary to the large damping observed in the
Bose-Bose mixtures (15), we observe long-lived
oscillations of the Bose-Fermi superfluid mixture
at frequencies (®dy, ®¢). These oscillations extend
over more than 4 s with undetectable damping
(Fig. 2 and fig. S2). This very weak dissipation
is only observed when the initial displacement
d is below 100 um, corresponding to a maxi-
mum relative velocity vmax = (& + ®¢)d below
18 mm/s ~ 0.4 vy, where vp = \/2kpTs/ms. In
this situation, the BEC explores only the central
part of the much broader Fermi cloud. When
Umax > Ve = 0.42700%0r = 2072 mm/s, we ob-
serve a sharp onset of damping and heating of
the BEC compatible with the Landau criterion for
breakdown of superfuidity (Fig. 2C) (10). For com-
parison, the sound velocity of an elongated Fermi
gas at its center is v} = £¥*vp /V/5 =17 mm/s
(21), where & = 0.38 is the Bertsch parameter
(5, 13). The measured critical velocity v, is very
close to v and is clearly above the BEC sound
velocity of ~5 mm/s at its center.

Two striking phenomena are furthermore ob-
served. First, whereas the frequency & of °Li
oscillations is almost unchanged from the value
in the absence of “Li, that of “Li is downshifted
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Fig. 1. Density profiles in the double superfluid regime. N, = 4 x 10* "Li atoms and N; = 3.5 x 10° °Li
atoms are confined in a trap at a temperature below 130 nK. The density profiles ny, (blue circles) and
N1 (red squares) are doubly integrated over the two transverse directions. The blue (red) solid line is a fit
to the “Li (°Li) distribution by a mean-field (unitary Fermi gas) EoS in the Thomas-Fermi approximation.
Inset: Spin-imbalanced Fermi gas (Nf: =2 x 10%, Ni, = 8 x 10%) in thermal equilibrium with a BEC.
Red circles: g +; green squares: Ny, ; black diamonds: difference n¢ ; -t , . The plateau (black dashed line)
indicates superfluid pairing (12). Gray solid line: Thomas-Fermi profile of a noninteracting Fermi gas for the
fully spin-polarized outer shell prolonged by the partially polarized normal phase (gray dashed line).
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to &y, = 21 x 15.00(2) Hz. Second, the ampli-
tude of oscillations of the bosonic species displays
a beat at a frequency ~(&¢ — @)/(2n), reveal-
ing coherent energy transfer between the two
clouds (Fig. 2B). To interpret the frequency shift
of the "Li atoms, we note that N}, <« Ny, which
allows us to treat the BEC as a mesoscopic im-
purity immersed in a Fermi superfluid. Similar-
ly to the Fermi polaron case (22), the effective
potential seen by the bosons is the sum of the
trapping potential V() and the mean-field in-
teraction gyene(r), where 7y is the total fermion
densfiity, 7gbf = 21h% ayy /M, and Myt = e is
the °Li/‘Li reduced mass. Neglecting at first
the back-action of the bosons on the fermions,
we can assume that 7; is given by the local-density-
approximation result n¢(r) = n§°> - v(r),
where nfo (w) is the stationary equation of state
(EoS) of the Fermi gas. Because the Bose-Einstein
condensate is much smaller than the Fermi cloud
(Fig. 2A), V(r) is smaller than u? over the BEC
volume. We can thus expand ﬁf ), and we get

dnﬁo)
™
e r=0

(1)
We observe that the effective potential is still har-
monic and the rescaled frequency is given by

A

Vet (1) = 8ue15(0) + V(1)

Fig. 2. Coupled oscillations of the superfluid mixture. (A) Center-of-mass
oscillations. The oscillations are shown over the first 500 ms at a magnetic
field of 835 G for a Fermi superfluid (top) and a Bose superfluid (bottom).The
oscillation period of °Li (“Li) is 59.7(1) ms [66.6(1) ms]. leading to a
dephasing of m near 300 ms. These oscillations persist for more than 4 s
with no visible damping. The maximum relative velocity between the two clouds
is 1.8 cm/s. (B) Coupled oscillations. Symbols: Center-of-mass oscillation of
’Li (top) and °Li (bottom) displaying coherent energy exchange between both
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1 an'®
dp = 1-— f 2
O %( 2gbf<duf , (2)
=

For a unitary Fermi gas, the chemical potential is
related to the density by i = £4%(3n2ng)?° /2m;.
In the weakly coupled limit, we get 6(0—0:“ =% =6

(&)

DEer, where iy = \/2hmw¢(3Ny)"? is the Fermi
fLag

momentum of a noninteracting harmonically
trapped Fermi gas. Using our experimental pa-
rameters kr = 4.6 x 106 m™', we predict a value
®p ~ 21 X 14.97 Hz, in very good agreement with
the observed value 15.00(2)Hz.

To understand the amplitude modulation, we
now take into account the back-action on the
fermions. A fully quantum formalism using a
sum-rule approach (23-25) leads to a coupled
oscillator model in which the positions of the
two clouds obey the following equations (10)

My = —Kezp — Kog (2 — 20) (3)

My = —Kp2b — Ke(2 — %) 4)

where My, = Nymy, (My = Nemy) is the total mass
of the "Li (°Li) cloud, Ky, = My} (K = Mro?)
is the spring constant of the axial magnetic con-
finement, and Ky is a phenomenological (weak)
coupling constant describing the mean-field in-

teraction between the two isotopes. To recov-
er the correct frequency shift (Eq. 2), we take
Ky = 2Ky, %’% Solving these equations with the
initial condition £ (0) = ,(0) = d, and defining
p = Ny/Ni and & = 2o E"’bm—.,““’ , in the limit
p, e <« 1 we get

2 = d[(1 - ep)cos(®drt) + epcos(@pt)]  (5)

2p = d[-ecos(®t) + (1+ €)cos(@dpt)]  (6)

The predictions of Egs. 5 and 6 agree well with
experiment (Fig. 2B). Interestingly, the peak-to-
peak modulation of the amplitude of “Li is much
larger than the relative frequency shift, a conse-
quence of the almost exact tuning of the two
oscillators (up to a factor /6/7). Thus, the mass
prefactor in the expression for ¢ is large (=14) and
leads to € ~ 0.25 at unitarity. This results in
efficient energy transfer between the two modes
despite their weak coupling, as observed.

We now extend our study of the Bose-Fermi
superfluid mixture to the BEC-BCS crossover by
tuning the magnetic field away from the reso-
nance value By = 832 G. We explore a region
from 860 G down to 780 G where 1/kras spans
the interval [-0.4, +0.8]. In this whole domain,
except in a narrow region between 845 and
850 G where the boson-boson scattering length

0.4 0.6 0.8
Vmax/VF

superfluids. Solid lines: Theory for an initial displacement d of 100 um at a
magnetic field of 835 G; see text. (C) Critical damping. Symbols: Damping
rate (blue circles) of the amplitude of the center-of-mass oscillations of the
’Li BEC as a function of the maximal relative velocity between the two
superfluids normalized to the Fermi velocity of the °Li gas. Data taken at
832 G. From these data and using a fit function given in (10) (solid line), we
extract ve = O.42fg_ﬁSVF.The red dashed line shows the speed of sound of an
elongated unitary Fermi superfluid v, = £4v¢ /v/5 = 0.35v¢ (20).
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Fig. 3. Dipole mode frequency shift in the BEC-BCS crossover. Red circles: Experiment. Blue line:
zero-temperature prediction from the equation of state of (26); dashed line: ideal Fermi gas. Blue
triangle: prediction from (13). Error bars include systematic and statistical errors at 1 SD.

is negative, the mixture is stable and the damp-
ing extremely small.

The frequency shift of the BEC (Eq. 2) now
probes the derivative of the EoS 7n¢(y) in the BEC-
BCS crossover. In the zero-temperature limit and
under the local density approximation, Eq. 2
obeys the universal scaling %" = kranf (5

In Fig. 3, we compare our measurements to
the prediction for the function f obtained from the
zero-temperature EoS measured in (26). On the
BCS side, (1/krar < 0), the frequency shift is re-
duced and tends to that of a noninteracting
Fermi gas. Far on the BEC side (1/kras » 1), we
can compute the frequency shift using the EoS
of a weakly interacting gas of dimers. Within the
mean-field approximation, we have g—ﬁ: = nzz";'dd,
where aqq = 0.6a; is the dimer-dimer scatter-
ing length. This expression explains the increase
in the frequency shift when a¢ is reduced, i.e.,
moving toward the BEC side [see (10) for the
effect of Lee-Huang-Yang quantum correction].

The excellent agreement between experiment
and our model confirms that precision measure-
ments of collective modes are a sensitive dynamical
probe of equilibrium properties of many-body quan-
tum systems (27). Our approach can be extended to
the study of higher-order excitations. In particular,
although there are two first sound modes, one for
each atomic species, we expect only one second
sound for the superfluid mixture (28) if cross-
thermalization is fast enough. In addition, the
origin of the critical velocity for the relative motion
of Bose and Fermi superfluids is an intriguing ques-
tion that can be further explored in our system.
Finally, a richer phase diagram may be revealed
when Ny, /Nt is increased (29) or when the super-
fluid mixture is loaded in an optical lattice (30).
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EARTHQUAKE DYNAMICS

Strength of stick-slip and creeping
subduction megathrusts from heat

flow observations

Xiang Gao' and Kelin Wang>3*

Subduction faults, called megathrusts, can generate large and hazardous earthquakes. The
mode of slip and seismicity of a megathrust is controlled by the structural complexity of the
fault zone. However, the relative strength of a megathrust based on the mode of slip is far from
clear. The fault strength affects surface heat flow by frictional heating during slip. We model
heat-flow data for a number of subduction zones to determine the fault strength. We find that
smooth megathrusts that produce great earthquakes tend to be weaker and therefore
dissipate less heat than geometrically rough megathrusts that slip mainly by creeping.

ubduction megathrusts that primarily ex-
hibit stick-slip behavior can produce great
earthquakes, but some megathrusts are ob-
served to creep while producing small and
moderate-size earthquakes. The relation-
ship between seismogenesis and strength of sub-
duction megathrust is far from clear. Faults that
produce great earthquakes are commonly thought
of as being stronger than those that creep (I).

Megathrusts that are presently locked to build
up stress for future great earthquakes are thus
described as being “strongly coupled.” However,
some studies have proposed strong creeping
megathrusts because of the geometric irregular-
ities of very rugged subducted sea floor (2, 3).
Contrary to a widely held belief, geodetic and
seismic evidence shows that very rough subduct-
ing sea floor promotes megathrust creep (2). All

sciencemag.org SCIENCE
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Using a combination of Boltzmann’s equation and virial expansion, we study the effect of three-body
losses and interactions on the momentum distribution of a homogeneous unitary Bose gas in the dilute limit
where quantum correlations are negligible. The comparison of our results to the recent measurement made
at JILA on a unitary gas of 8Rb allows us to determine an experimental fugacity z = 0.5(1).

DOI: 10.1103/PhysRevLett.113.220601

In the past few years, ultracold gases have become a
unique tool for the experimental study of strongly corre-
lated systems. In atomic vapors, strong interactions can be
achieved either by trapping the atoms in an optical lattice or
by using Feshbach resonances. While the first route has
been very successful and has led to ground-breaking
discoveries such as the observation of the Mott transition
in both Bose [1] and Fermi gases [2,3], Feshbach reso-
nances could only be used to study strongly correlated
Fermi gases. Indeed, despite interest in strongly correlated
bosonic systems [4—13], the lifetime of the cloud of bosons
near a Feshbach resonance is strongly reduced by the onset
of three-body recombination towards deeply bound
molecular states [14,15]. Recent experimental results sug-
gested new routes to overcome this challenge and that it
might be possible to quantitatively study the unitary Bose
gas. First, it was demonstrated that at finite temperature the
increase of the three-body loss rate scaling as a* actually
saturates when a > Ay, where Ay, = h/\/2xmkgT is the
thermal wavelength [16,17]. Moreover, recent experimental
results from JILA demonstrated universal local dynamics
of the momentum distribution of a unitary Bose gas
towards a quasi-equilibrium state [18] and have triggered
several theoretical works on the dynamics of strongly
correlated Bose gases near Feshbach resonances [19-21].

The stability of the unitary Bose gas hinges on the
following argument [11]. First, the three-body losses are
characterized by a coefficient L3 such that N = —L;n®N,
where N is the total atom number and n is the particle
density. This phenomenological law defines a characteristic
loss rate y3 = L;n’. For a thermal gas, the cloud is brought
back to equilibrium by elastic scattering at a characteristic
rate y, = nov, where o is the scattering cross section and v
is the characteristic velocity of the atoms. At unitarity, the
scattering cross section follows a wuniversal scaling
oc=28x/ k%, where k is the relative wave vector of two
scattering particles. In the presence of losses, the system
can be kept in a quasiequilibrium state provided that the
ratio y3/y, stays small. It was shown both theoretically and

0031-9007/14/113(22)/220601(5)
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experimentally [16,17] that at unitarity the three-body loss
rate is given by

hS
L3 236\/§ﬂ'2m(1 —6_477), (1)

where 7 is a dimensionless parameter characterizing the
probability of forming a deeply bound molecule at a short
distance [22]. Plugging Eq. (1) into the expression for y3,
we see that quasiequilibrium can be achieved as long as
(1 —e™*Nni3 is small, i.e., when the system is not too
deeply in the quantum degenerate regime.

In this Letter, we investigate the effect of three-body
losses on the momentum distribution of a unitary Bose gas.
Our analysis is based on a semianalytical resolution of
Boltzmann’s equation. Since Boltzmann’s equation
neglects all many-body correlations, our work is restricted
to a low phase-space density regime where, as aforemen-
tioned, three-body losses can be treated perturbatively. We
calculate the first correction to the momentum distribution
and we compare it to the effect of two-body interactions.
We show that in the dilute limit, both effects deplete the
center of the momentum distribution proportionally to the
phase-space density of the gas. Moreover, for realistic
parameters, this depletion is dominated by three-body
losses.

Consider a homogeneous Bose gas that we describe by a
phase-space density f(p). In the presence of losses, f is the
solution of Boltzmann’s equation that we write formally

atf = Ieon [f] - L3 [f]’ (2)

where I, and L£; are nonlinear operators describing,
respectively, the elastic collisions and the three-body
losses. At low phase-space density, we can neglect the
bosonic stimulation and we have

© 2014 American Physical Society
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3 ’ do IPZ —p1| with
Ll fl(p1) = | &prd’@ 77(f3f4 = fif2).
W m .

B Cla)=ghalcd ©
Here, f, stands for f(p,), (1, p») [respectively, (p3, p4)] do |py - |
are the incoming (outgoing) momenta satisfying energy = / &Ip,d’w’ fO(pz)FT
and momentum conservation and do/dw’ = 8h*/|p, — @
p»|? is the differential scattering cross section towards X (3 +ag—a —ay), (10)

the outgoing solid angle @’'.
From [16], the loss rate operator for a unitary Bose gas
can be written as

cilflon) = [ d3p2d3p3§;|¢<sz3>|2f@1>f<p2>f@3>,
)

where E\p3 = (pi + p3 + p3)/2m = (py +py +p3)*/6m
is the energy in the center of mass frame of the three
particles of momenta (p;, p,, p3), A; = 273 (kgT)?L3 and
¢(€3) is the hyperangular wave function describing the
angular structure of the Efimov trimers that we normalize
by the condition [ d°Q;|¢p(Q3)[> = 1.

In the absence of losses, the system thermalizes to a
distribution G solution of I.,[G] = 0. For a classical gas,
the solution of this equation is a Gaussian distribution
G(n,E; p) = n2}e™P7" /2" /i3, where f = 1/kyT and E =
[(G(p)p?*/2m)d°p = 3nkpT/2 is the energy density.

In the quasistatic regime y3/y, < 1, three-body losses
are small and we can use .43 as an expansion parameter.
Since for A; = 0 the system can reach a stationary thermal
state, we expect the characteristic evolution time in the
presence of losses to vary as A3 and thus 0, must be
considered to scale as A;. We write then f = fo + f; + - -
where f; « A}. The expansion of Eq. (2) to first order in
Aj yields

Icoll[ 0} =0, (5)

8th:I/coll[ 1]—53[ o]v (6)

where I/ is the linearized collisional operator.

According to Eq. (5), fo, is a Maxwell-Boltzmann
distribution. However, since the system loses particles by
three-body recombination, its atom number and its energy
vary with time. We therefore have fo(p,t) = G(n,, E;; p).
We then have in Eq. (6)

Lignlf1] = Lslfo] + E0xG + 10, G. (7)

Take f(p,t) = G(n,, E; p)a(p,t). Equation (7) then
becomes

cm:égmhf%mmmmmmm, (8)

and a; = a(py) for k =1, ...,4. The operator C is sym-
metric for the scalar product [23]

(ald) = /d3PG(p)a(p)a’(p)- (11)

Because of energy and particle number conservation, the
kernel of C is spanned by a(p) =1 and a(p) = p>.
Finally, being a symmetric operator, its image is orthogonal
to its kernel. To find the time evolution of the energy and
the atom number, we project Eq. (8) on 1 and p?. Using the
structure of the kernel of C, the collisional term vanishes
and we obtain

ht:—<1'é£3[G]>, (12)
E,:-<% éc3[G}>. (13)

The explicit calculation of the rhs of these equations
involves nine-dimensional integrals over the three momenta
(1, P2, p3) in the three-body loss rate operator. This
calculation can be performed analytically by introducing
the momentum-space Jacobi coordinates [24] and we
finally obtain

I;lr = —L3l’l3, (14)
. 5 )
El = —§EL3V[ s (15)

where we recover the usual formula for three-body losses,
as well as the recombination heating discussed in [16,17].

To find a, we project Eq. (8) on the range of C [i.e.,
orthogonally to Span(1, p?)]. We then have

cm—PE@mw (16)

where P is the orthogonal projector on Im(C), and where
we used the fact that In G is a linear combination of 1 and
p? and thus lies in the kernel of C and P.

Equation (16) is solved numerically by decomposing its
solution over a basis of orthogonal polynomials [24]. The
results are displayed in Fig. 1, where we observe a
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FIG. 1 (color online). Deformation of the momentum distribu-
tion of a unitary Bose gas due to three-body losses. From top to

bottom: n3(1—e ) =0 (blue, Boltzmann gas), ni} (1 -
e~¥1) = 0.05 (orange), and ni (1 — ™) = 0.1 (red).

flattening of the momentum distribution when the three-
body losses strength is increased.

In the experiment described in [18], the cloud is not
directly prepared in the quasistatic, strongly interacting
state. Rather, the experimental sequence starts with a the
weakly interacting Bose-Einstein condensate in a regime
where losses can be neglected. The magnetic field is then
ramped quickly to unitarity where the system can relax
towards the quasiequilibrium described above. To get some
insight on the relaxation of the system towards equilibrium,
we consider the simpler case of a noncondensed gas for
which the momentum distribution before the ramp is
Gaussian. We write as before f = f,+ f; with f| =
figs +6f1, where f . is the quasistatic solution and
8f, satisfies the initial condition &f(p,t=0)=
~f1gs(pst=0), since at t=0, f=f, Expanding
Boltzmann’s equation to first order in f; and using the
properties of f 4, we obtain for 5f/,

9:6f = Loylof1]- (17)

This equation shows that the relaxation towards the
quasistatic regime is solely driven by two-body collisions
and occurs at a rate ~y,. This may seem paradoxical since
one would rather expect the three-body characteristic rate
~y3. However, as far as the phase-space density is con-
cerned, the depletion of f at low momenta is quite small
since the relative decrease of the peak momentum density is
o nA3. Since 1/y is the time required to lose typically half
the initial atom number, the dip should form on a time
scale, =nA3/y; = 1/y,.

The three-body losses lead to a correction to the
momentum distribution proportional to nA3. This scaling
is similar to the first virial correction, and one may wonder
if the three-body losses might not mask the effects of two-
body interactions. To clarify this point, we calculated the
leading order corrections to the occupation number p(p) =
R f(p) using the scheme presented in [26]. In the virial

expansion, the leading order term corresponds to the ideal
Boltzmann gas. In the grand canonical ensemble, this term
reads p)(p) = ze P, where z is the fugacity and
€, = p?/2m. The next order term is the sum of two
contributions. The first one corresponds to Bose’s statistics
and is simply p(>®(p) = z2e~?%, while the second one is
more involved and is due to interactions. Following [26], it
is given by

@, b 87tz / /+°° dPP? e Fs
P 2
i \/—ms

—B(P?/4m)

where C, is a Bromwich contour [27]. We note that this
expression is simply twice that obtained for spin 1/2
fermions [26]. To convert this momentum distribution to
the canonical ensemble, we use the virial expansion of the
equatlon of state of the unitary Bose gas, ni) = z+
2by72 + - - -, with by = 9/4+/2 [13]. We thus obtain

p(p) = nig e + (ndy,*[E(dnp/h) — 2bye 0], (19)

where  we took  p)(p) = p29)(p) + p2¥)(p) =

ZE(Anp/h).

In Fig. 2, we compare the effect of three-body losses with
the virial corrections to the momentum distribution. We
observe that for 7Li, for which 5 = 0.2, the dip in the
momentum distribution is dominated by three-body losses.

We now turn to the quantitative comparison of our results
with the experimental data presented in [18]. In this
experiment an ultracold, weakly interacting Bose-
Einstein condensate is ramped abruptly to the Feshbach
Resonance and after a 100-us-long waiting time, the system
reaches a quasiequilibrium characterized by the momentum

FIG. 2 (color online). Correction to the Boltzmann gas: Three-
body losses vs interactions. The correction to Boltzmann’s
distribution is plotted for maximal three-body losses (7 = oo
red dashed line), 7 = 0.2, corresponding to "Li (orange dotted
line). The blue solid line corresponds to the correction, Eq. (19),
due to Bose statistics and two-body interactions.
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FIG. 3 (color online). The dimensionless momentum occupa-
tion number for the unitary Bose gas in a semilog scale. k =
p/hk, with k, = (62%(n))'/? and (n) the spatially averaged
density ((n) =5.5x 102 cm™ and (n) = 1.6 x 10'2 cm™).
The occupation number is normalized so that [ n(k)dzxdx =
87%. The continuous line is the experimental result from
Ref. [18] , the dashed line is the result of Eq. (19) averaged
over the initial density profile for z = 0.6, and the dotted line
includes the effect of three-body losses. The fit is restricted to
x > 0.5 since for lower momenta, the momentum distribution
never equilibrates.

distribution of Fig. 3. To compare this experiment with our
results, we must first determine the temperature of the cloud
and since the dynamics is very fast (in the experiment the
trapping frequencies are a few Hz), it is most likely
inhomogeneous. We therefore assume a purely local heat-
ing and we consider that the thermalization mechanism
depends only on elastic processes. Neglecting the initial
scattering length, we conclude that the local temperature
must scale like 7T(r) = CTn(rg where C is a numerical
constant and T, = h?(6x%n)?/? /kzm. In other words, the
phase-space density (or equivalently the fugacity) is homo-
geneous over the cloud. Furthermore, the dynamics being
too fast for transport phenomena to occur, we can assume
that the density profile is not affected by the thermalization.
We can therefore average the predicted momentum dis-
tribution over the Thomas-Fermi density profile of the
initial, weakly interacting Bose-Einstein condensate and we
fit the experimental data taking n = 0.06 and using the
uniform fugacity z as the only fitting parameter [24]. In this
way, we find a surprisingly good agreement between
experiment and theory for z =0.6(1) (Note that as
expected for such a small value of #, the three-body losses
play only a small role in the wing of the momentum
distribution.) Using the virial expansion, this fugacity
corresponds to a temperature of 110 nK at the center of
the trap. This temperature is much higher than that of the
initial weakly interacting Bose gas and justifies the uni-
versal thermalization hypothesis.

In principle, the virial expansion is valid only in the limit
of vanishingly small fugacities, and its accuracy is therefore
questionable in the present case. Even though there is no

reliable way to assess the accuracy of the virial expansion
for unitary Bose gases, we note that for the equation of state
of the unitary Fermi gas, the first-order virial expansion
gives the correct result at a =10% level at z = 0.6 [28,29].
If we assume that the same level of accuracy is achieved in
the case of bosons, our calculation should provide a
quantitative description of JILA’s experiment. To further
support our analysis we note that the temperature deduced
from the virial expansion yields a three-body loss rate
comparable to the one observed in [18].

The approach presented above provides a quantitative
way to study unitary Bose gases in the dilute limit. In the
case of the results presented in [18], we find that three-body
losses are negligible and that the tail of the momentum
distribution is well described by a first-order virial expan-
sion at a fugacity z = 0.6(1). This value raises a series of
open questions. First, is it possible to derive this value from
a purely microscopic model describing the dynamics of a
Bose gas projected from a weakly interacting regime to
unitarity. Second, is it really universal? In our work, we
assumed that, after the ramp, the thermalization was only
driven by the two-body scattering length. However, for
strongly interacting bosons, we know that three-body
Efimov physics cannot be neglected and requires the
introduction of the three-body parameter R,. In this case,
the fugacity would be a log-periodic function of the
dimensionless parameter krR;, as suggested in [20]. This
assumption could be tested by reproducing JILA’s experi-
ment on different atoms to vary the value of R,.
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We study the dynamics of counterflowing bosonic and fermionic lithium atoms. First, by tuning the
interaction strength we measure the critical velocity v, of the system in the BEC-BCS crossover in the low
temperature regime and we compare it to the recent prediction of Castin et al., C. R. Phys. 16, 241 (2015).
Second, raising the temperature of the mixture slightly above the superfluid transitions reveals an
unexpected phase locking of the oscillations of the clouds induced by dissipation.

DOI: 10.1103/PhysRevLett.115.265303

Superconductivity and superfluidity are spectacular
macroscopic manifestations of quantum physics at low
temperature. Besides liquid helium 4 and helium 3, dilute
quantum gases have emerged over the years as a versatile
tool to probe superfluid properties in diverse and controlled
situations. Frictionless flows have been observed with both
bosonic and fermionic atomic species, in different geom-
etries and in a large range of interaction parameters from
the weakly interacting Bose gas to strongly correlated
fermionic systems [1-6]. Several other hallmarks of super-
fluidity such as quantized vortices or second sound were
also observed in cold atoms [7-9].

A peculiar feature of superfluid flows is the existence of
a critical velocity above which dissipation arises. In
Landau’s original argument, this velocity is associated
with the threshold for creation of elementary excitations
in the superfluid: for a linear dispersion relation, it predicts
that the critical velocity is simply given by the sound
velocity in the quantum liquid. This critical velocity has
been measured both in superfluid helium [10] and ultracold
atoms [1,4-6,11]. However, the recent production of a
Bose-Fermi double superfluid [12] raised new questions on
Bose-Fermi mixtures [13—16] and interrogations on the
validity of Landau’s argument in the case of superfluid
counterflow [17-22].

In this Letter, we study the dynamics of a Bose-Fermi
superfluid counterflow in the crossover between the Bose-
Einstein condensate (BEC) and Bardeen-Cooper-Schrieffer
(BCS) regimes and at finite temperature. We show how
friction arises when the relative velocity of the Bose and
Fermi clouds increases and we confirm that damping
occurs only above a certain critical relative velocity v,.
We compare our measurements to Landau’s prediction and
its recent generalization v, = cf' + ¢B, where ¢f and % are
the sound velocities of the fermionic and bosonic compo-
nents, respectively [18]. Finally, we study finite temper-
ature damping of the counterflow and we show that the
system can be mapped onto a Caldeira-Leggett-like model
[23] of two quantum harmonic oscillators coupled to a bath
of excitations. This problem has been recently studied as a
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toy model for decoherence in quantum networks [24] or for
heat transport in crystals [25] and we show here that the
emergence of dissipation between the two clouds leads to a
Zeno-like effect which locks their relative motions.

Our Bose and Fermi double-superfluid setup was pre-
viously described in [12]. We prepare vapors of bosonic (B)
"Li atoms spin polarized in the second-to-lowest energy
state and fermionic (F) °Li atoms prepared in a balanced
mixture of the two lowest spin states noted |1), || ). The
two species are kept in the same cigar-shaped hybrid
magnetic-optical trap in which evaporative cooling is
performed in the vicinity of the 832 G °Li Feshbach
resonance [26]. The final number of fermions Ny = 2.5 x
10° greatly exceeds that of the bosons N ~ 2.5 x 10* and
the temperature of the sample is adjusted by stopping the
evaporation at different trap depths. The thermal pedestal
surrounding the ’Li BEC provides a convenient low
temperature thermometer for both species after sufficiently
long thermalization time (~1 sec). The lowest temperature
achieved in this study corresponds to almost entirely
superfluid clouds with T/T,,_pr <0.5, where T., is
the superfluidity transition temperature of species a.

The magnetic field values used in the experiment (780-
880 G) enable us to scan the fermion-fermion interaction
within a range —0.5 < 1/krap < 1. Here, ay is the s-wave
scattering length between |1) and ||) fermions and the
Fermi momentum k; is defined by #A%k%/2my =
h@(3Np)'/3 with @ the geometric mean of the trap
frequencies, and N the total number of fermions of mass
mp. In our shallowest traps, typical trap frequencies for SLi
are w, = w, = 2z X 550 Hz and w, = 27z X 17 Hz. Since
the bosonic and fermionic isotopes experience the same
trapping potentials, the oscillation frequencies of the two
species are within a ratio 1/6/7 = 0.9.

We excite the dipole modes of the system by displacing
adiabatically the centers of mass of the clouds from their
initial position by a distance z, along the weakly confined z
direction, and abruptly releasing them in the trap. The two
clouds evolve for a variable time ¢ before in situ absorption

© 2015 American Physical Society
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images perpendicular to the z direction are taken. The
measurement of their doubly integrated density profiles
gives access to axial positions and atom numbers of both
species. Typical time evolutions of the centers of mass are
shown in Fig. 1 for different parameter values. Since the
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FIG. 1 (color online). Center-of-mass oscillations of bosons
(blue, top) and fermions (red, bottom), for different sets of
parameters at unitarity. Solid lines: fits using Eq. (1) for the
bosons and a similar equation for the fermions. (a) 7/T = 0.03,
T/T., <0.5, zo = 10 um. Superfluid regime, no damping is
observed and wp = 27 x 15.41(1) Hz ~ \/6/7wy. The observed
beating at w; — wp is due to coherent energy exchange between
the clouds. (b) T/Tr = 0.03 and z, = 150 pm. For a larger initial
displacement, initial damping (yz = 2.4 s7!) is followed by
steady-state  evolution. @y =2x x 14.2(1) Hz~ \/6/7wp.
(¢) T/Tr = 0.4 and zo = 80 um. At higher temperature, phase
locking of the two frequencies is observed with wp~ wp =
27 x 17.9(3) Hz and y5 = yp = 1.4(5) s7!

Bose and Fermi components oscillate at different frequen-
cies, they oscillate in quadrature after a few periods. By
changing z), we can thus tune the maximum relative
velocity between the two clouds and probe the critical
superfluid counterflow.

As shown in Fig. 1(a), the superfluid counterflow
exhibits no visible damping on a =5 s time scale for very
low temperature and small initial displacement. A striking
feature is the beat note on the "Li oscillation amplitude due
to the coherent mean-field coupling to the °Li cloud [12].
For larger relative velocities, 'Li oscillations are initially
damped [Fig. 1(b)] until a steady-state regime as in
Fig. 1(a) is reached. We fit the time evolution of the cloud
position using the phenomenological law

zp(t) = d(1)[a cos(wpt) + b cos(wpt)],
d(t) = dy + dy exp(—y3t). (1)

We measure the damping rate yp as a function of
relative velocity for six different values of magnetic field,
exploring a large region of the crossover going from the
BCS (1/kpar = —0.42, B =880 G) to the BEC side
(1/kpar = 0.68, B =780 G), see Fig. 2. For these mag-
netic field values, the Bose gas remains in the weakly
interacting (repulsive) regime and the Bose-Fermi scatter-
ing length is agp = 41qa,, constant in this magnetic field
range, and equal for both |1) and |]) spin states.

We extract the critical velocity v, using an ad hoc power-
law fitting function yg = A®(v — v.)[(v — v.)/v§]|*, Where
O is the Heaviside function and v is the Fermi velocity
given by vy = hkp/mp. For details, see [27]. v, in the
BEC-BCS crossover is displayed in Fig. 3 (red dots)
and compared to the predictions of Landau and Castin
et al. [18]. In this latter work, dissipation arises by the
creation of excitation pairs and yields a critical velocity

7
6t — 1/kpap =068
—_— l/kpll}r =0
5 — l/kFap =-042
T4
N
= 3
&~
2
1
0 : : . .
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Vimax/VF

FIG. 2 (color online). Damping rate of the center-of-mass
oscillations versus maximal relative velocity in the BEC-BCS
crossover in units of the Fermi velocity v. Dark blue dots, BEC
side (780 G) 1/kpar = 0.68; red squares, unitarity (832.2 G)
1/kpap = 0; light blue diamonds, BCS side (880 G)
1/kpar = —0.42. Power law fits with thresholds provide the
critical velocity (solid lines).
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ve = Min{[e®(p) + ¢/ (p)]/[p]}. In this expression, e”(p)

o=f.b
denotes the dispersion relation of excitations in the BEC
and ef (p) refers to the two possible branches of the Fermi
superfluid, phononlike (¢ = b), and threshold for pair
breaking excitations (6 = f) [28]. For homogeneous gases,
at unitarity and on the BEC side of the crossover, this
critical relative velocity turns out to be simply the sum of
the respective sound velocities of the Bose and Fermi
superfluids, v, = c¢f' + ¢B. We thus plot in Fig. 3 the
calculated sound velocities of both superfluids in an
elongated geometry obtained by integration over the trans-
verse direction [29-33] (red dashed line cf', blue bars c5).
Typically, ¢? contributes =20%-25% to the sum shown as
green squares in Fig. 3. Around unitarity and on the BCS
side of the resonance, our experimental data are consistent
with this interpretation as well as with a critical velocity
v, = cl that one would expect by considering the BEC as a
single impurity moving inside the fermionic superfluid. By
contrast, we clearly exclude the bosonic sound velocity as a
threshold for dissipation.

Our measured critical velocities are significantly higher
than those previously reported in pure fermionic systems
which, for all interaction strengths, were lower than
Landau’s criterion [4,6]. The main difference with our
study is the use of focused laser beams instead of a BEC as
a moving obstacle. In [6], the laser beam is piercing the
whole cloud including its nonsuperfluid part where the
density is low, and its potential may create a strong density
modulation of the superfluid. These effects make a direct
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FIG. 3 (color online). Critical velocity of the Bose-Fermi
superfluid counterflow in the BEC-BCS crossover normalized
to the Fermi velocity vz. Red dots, measurements. Red dot-
dashed line, sound velocity ¢! of an elongated homogeneous
Fermi superfluid calculated from its equation of state [29,30] after
integration of the density in the transverse plane, and also
measured in [34]. Blue bars, calculated sound velocity ¢ of
the elongated Li BEC for each magnetic field (880, 860, 832,
816, 800, 780 G). Green squares indicate the prediction

v, = cf' 4 ¢B. Error bars and ¢? are discussed in [27].

comparison to Landau criterion difficult [35]. On the
contrary, in our system the size of the BEC (Thomas
Fermi radii of 73, 3,3 ym) is much smaller than the typical
size of the Fermi cloud (350, 13, 13 ym around unitarity).
For oscillation amplitudes up to £200 pm the BEC probes
only the superfluid core of the fermionic cloud. During its
oscillatory motion along z the Bose gas may explore the
edges of the Fermi superfluid where the density is smaller.
However, it is easy to check that the ratio v/c! is maximum
when the centers of the two clouds coincide [27]. Finally, as
the mean-field interaction between the two clouds is very
small [27] our BEC acts as a weakly interacting local probe
of the Fermi superfluid.

On the BEC side of the resonance (780 G), however, we
observe a strong reduction of the measured critical velocity
compared to the predicted values. The effect is strikingly
seen in Fig. 2, dark blue dots (see also Supplemental
Material [27]). This anomalously small value for positive
scattering lengths is consistent with previous measurements
[4,6]. Its origin is still unclear but several explanations can
be put forward [35]. First, it is well known that vortex
shedding can strongly reduce superfluid critical velocity.
However, this mechanism requires a strong perturbation.
The density of the Bose gas and the mean-field interaction
between the two clouds are probably too small for vortex
generation through a collective nucleation process. Second,
inelastic losses increase on the BEC side of a fermionic
Feshbach resonance and heat up the system [36]. This
hypothesis is supported by the presence of a clearly visible
pedestal in the density profiles of the BEC taken at 780 G.
At this value of the magnetic field, we measure a =60%
condensed fraction, corresponding to a temperature
T/T.p=0.5. Even though the two clouds are still super-
fluids as demonstrated by the critical behavior around v,
the increased temperature could be responsible for the
decrease of v,.

We now present results of experiments performed at a
higher temperature (0.03 <7/Tr <0.5) for B =835 G.
For low temperatures (T/Tr < 0.2), the two clouds remain
weakly coupled and, as observed in Fig. 4, the bosonic and
fermionic components oscillate at frequencies in the
expected ratio =0.9 = 1/6/7. A new feature emerges for
T2T.p~034Tr > T, where both gases are in the
normal phase. In this “high” temperature regime, the
two clouds are locked in phase: ’Li oscillates at °Li
frequency (Fig. 4) and the two components are equally
damped [Fig. 1(c)]. This remarkable behavior can be
understood as a Zeno effect arising from the increased
dissipation between the two components. Indeed, the
system can be described as a set of two harmonic oscillators
describing, respectively, the macroscopic motion of the
global center of mass of the system (Kohn’s mode [37]) and
the relative motion of the two clouds [27]. These two
degrees of freedom are themselves coupled to the “bath” of
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FIG. 4 (color online). Ratio wg/wp versus temperature of the
cloud. Blue circles, the two clouds are superfluids. Yellow
squares, only the bosonic component is superfluid. Green
open diamonds, the two components are normal. Above
T=T.p~034Tr > T, p, oscillations of the Bose and Fermi
clouds become locked together at wy. Oscillations frequencies
are obtained using a Lomb-Scargle algorithm [27]. The lower
dashed line is the prediction of a low temperature mean field
model [12].

the internal excitations of the two clouds (breathing mode,
quadrupole modes, pair breaking excitations...).

In the spirit of the dressed-atom picture, we can represent
the state of the two harmonic oscillators by the “radiative”
cascade of Fig. 5. Here the states |N, n) are labeled by the
quantum numbers associated to Kohn’s mode (N) and
relative motion (n) of the two clouds and we trace out the
degrees of freedom of the bath. On the one hand, Kohn’s
mode is not an eigenstate of the system for fermions and
bosons of different masses; center-of-mass and relative-
motion modes are coupled and this coherent coupling is
responsible for the dephasing of the oscillations of the two
clouds in the weakly interacting regime. On the other hand,
interspecies interactions do not act on the center of mass of
the whole system, owing to Kohn’s theorem, but on the
contrary lead to an irreversible “radiative” decay of the
relative motion at a rate y.

[N,0O) = |N-Ll) =) |N-22)..
N

[N-1,0) "= |N-21) =| |[N-32)..

[N-2,00 = |N-3]1) =| |[N-42)

FIG. 5 (color online). Radiative cascade of the center-of-mass
motion. In |N, n), N (respectively, n) refers to the center-of-mass
(respectively, relative) motion of the two clouds (see text). When
the decay rate of the relative motion is larger than the oscillation
frequency difference between the two species, the dynamics is
restricted to the center-of-mass degree of freedom: in this Zeno-
like process, dissipation prevents excitation of the relative motion
and the center-of-mass modes of the Bose and Fermi gases do not
dephase.

In our experiments, the initial state is a pure center-of-
mass excitation |N,0). If we neglect the interspecies
coupling, the system evolves in the subspace spanned by
IN —n,n),_. .y of the two coupled oscillators and the
system oscillates at a frequency dw = wp — wr as the
centers of mass of the Bose and Fermi clouds dephase.
If we now consider the opposite limit where the decay rate y
is larger than the dephasing frequency oJw, the strong
coupling to the bath prevents the conversion of the
center-of-mass excitations into relative motion. As soon
as the system is transferred into |N — 1, 1) it decays towards
state |N — 1,0). Similarly to optical pumping in quantum
optics, we can eliminate adiabatically the excited states of
the relative motion and restrict the dynamics of the system
to the subspace |N,0)y_o. o of Kohn’s excitations. This
situation is reminiscent of the synchronization of two spins
immersed in a thermal bath predicted in [38] or to
phenomenological classical two-coupled oscillators model.

In this Letter, we have investigated how a Bose-Fermi
superfluid flow is destabilized by temperature or relative
velocity between the two clouds. In the limit of very low
temperature the measured critical velocity for superfluid
counterflow slightly exceeds the speed of sound of the
elongated Fermi superfluid and decreases sharply towards
the BEC side of the BEC-BCS crossover. In a future study,
we will investigate the role of temperature, of the confining
potential, and of the accelerated motion of the two clouds
[35] that should provide a more accurate model for the
damping rate versus velocity and more insights on the
nature of the excitations. In particular, the ab initio calcu-
lation of the damping rate will require clarification of the
dissipation mechanism at play in a trapped system where
the bandwidth of the excitation spectrum is narrow, in
contrast to a genuine Caldeira-Leggett model [39].
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The low-temperature unitary Bose gas is a fundamental paradigm in few-body and many-body physics,
attracting wide theoretical and experimental interest. Here, we present experiments performed with unitary
133Cs and 7Li atoms in two different setups, which enable quantitative comparison of the three-body
recombination rate in the low-temperature domain. We develop a theoretical model that describes the
dynamic competition between two-body evaporation and three-body recombination in a harmonically
trapped unitary atomic gas above the condensation temperature. We identify a universal “magic” trap depth
where, within some parameter range, evaporative cooling is balanced by recombination heating and the gas
temperature stays constant. Our model is developed for the usual three-dimensional evaporation regime as
well as the two-dimensional evaporation case, and it fully supports our experimental findings. Combined
133Cs and 7Li experimental data allow investigations of loss dynamics over 2 orders of magnitude in
temperature and 4 orders of magnitude in three-body loss rate. We confirm the 1/7? temperature
universality law. In particular, we measure, for the first time, the Efimov inelasticity parameter
1. = 0.098(7) for the 47.8-G d-wave Feshbach resonance in '*Cs. Our result supports the universal

loss dynamics of trapped unitary Bose gases up to a single parameter 7,.

DOI: 10.1103/PhysRevX.6.021025

I. INTRODUCTION

Resonantly interacting Bose systems realized in ultra-
cold atomic gases are attracting growing attention thanks to
being among the most fundamental systems in nature and
also among the least studied. Recent theoretical studies
have included hypothetical BEC-BCS—type transitions
[1-5] and, at unitarity, calculations of the universal constant
connecting the total energy of the system with the only
energy scale left when the scattering length diverges: E,, =
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h?n*3/m [6-9]. The latter assumption itself remains a
hypothesis as the Efimov effect might break the continuous
scaling invariance of the unitary Bose gas and introduce
another relevant energy scale to the problem. A rich phase
diagram of the hypothetical unitary Bose gas at finite
temperature has also been predicted [10,11].

In experiments, several advances in the study of the
resonantly interacting Bose gas have recently been made
using the tunability of the s-wave scattering length a near a
Feshbach resonance. The JILA group showed signatures of
beyond-mean-field effects in two-photon Bragg spectros-
copy performed on a Rb BEC [12], and the ENS group
quantitatively studied the beyond-mean-field Lee-Huang-
Yang corrections to the ground-state energy of the Bose-
Einstein condensate [13]. Logarithmic behavior of a
strongly interacting two-dimensional (2D) superfluid was
also reported by the Chicago group [14]. Experiments have
also started to probe the regime of unitarity (1/a = 0)
directly. Three-body recombination rates in the nondegen-
erate regime have been measured in two different species,
Li [15] and *°K [16], and they clarified the temperature
dependence of the unitary Bose gas lifetime. In another
experiment, fast and nonadiabatic projection of the BEC
on the regime of unitarity revealed the establishment of
thermal quasiequilibrium on a time scale faster than
inelastic losses [17].

Published by the American Physical Society
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In a three-body recombination process, three atoms
collide and form a dimer, the binding energy of which is
transferred into kinetic energies of the colliding partners.
The binding energy is usually larger than the trap depth and
thus leads to the loss of all three atoms. Because three-body
recombination occurs more frequently at the center of
the trap, this process is associated with “anti-evaporative”
heating (loss of atoms with small potential energy) which
competes with two-body evaporation and leads to a non-
trivial time dependence for the sample temperature.

In this article, we analyze the loss dynamics of '3*Cs and
Li unitary Bose gases prepared at various temperatures
and atom numbers. We develop a theoretical model that
describes these atom loss dynamics. By simultaneously
taking into account two- and three-body losses, we quan-
titatively determine each of these contributions. Our analy-
sis covers both the case of three-dimensional evaporation,
which applies to our '3Cs experimental data, and two-
dimensional evaporation, which applies to the "Li data. In
both cases, we find the existence of a “magic” value for the
trap-depth-over-temperature ratio, where residual evapora-
tion compensates for three-body loss heating and maintains
the gas temperature constant within some range of param-
eters. Comparing measurements in these two atomic
species, we find the dynamics to be universal; i.e., in both
systems, the three-body loss rate is found to scale univer-
sally with temperature. Excellent agreement between
theory and experiment confirms that the dynamic evolution
of the unitary Bose gas above the condensation temperature
can be well modeled by the combination of two- and three-
body interaction processes.

II. EXPERIMENTS

In this section, we present experimental T(N) trajecto-
ries of unitary '33Cs and "Li Bose gases trapped in shallow
potentials with non-negligible evaporation, where 7 is the
cloud temperature and N the atom number. We initially
prepare the samples at temperature 75, and atom number
N;, in a trap of depth U, as described in Appendix A. We
measure the atom numbers and the temperatures from
in situ absorption images taken after a variable hold time ¢.

The '33Cs Feshbach resonance at 47.8 Gauss and the Li
Feshbach resonance at 737.8 Gauss used in the experiments
have very similar resonance strength parameters s, = 0.67
and 0.80, respectively [18,19], and are in the intermediate
coupling regime (neither in the broad nor narrow resonance
regime). We note that in the '*Cs case, the dimer state
giving rise to the Feshbach resonance is of d-wave nature.
Both the two-body and three-body collisions happen in the
s-wave channel; we therefore expect to observe universal
Efimov (s-wave) physics.

In Fig. 1(a), we present typical results for the evolution
T(N) in the case of '33Cs. We show trajectories for different
initial relative trap depths #;, = U/kgT;,, where kg is
Boltzmann’s constant. We also plot the relative temperature
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FIG. 1. Evolution of the unitary '33Cs gas in (a) absolute and

(b) relative numbers (points). The solid lines are fits of the data
using the theory presented in Sec. III, and the fitted initial relative
trap depth #;, = U/kgT;, is given in the legend. The condition
for (dT/dN)|,_ is expected for n;, ~ n,, = 8.2, very close to the
measured data for 7, = 7.4 [green lines in (a) and (b)].
(c) Evolution of the unitary 7Li gas. The solid lines are fits of
the data using our 2D evaporation model and the fitted initial
relative trap depth 7;, as in (b). In 2D evaporation, 7;, ~ 7Sl =
lm + 1 = 8.5 is required to meet the (d7//dN)|,_, condition and
is found to be in good agreement with the measured value 8.5
[green line in (c)]; see text. All error bars represent 1 standard
deviation.

021025-2



UNIVERSAL LOSS DYNAMICS IN A UNITARY BOSE GAS

PHYS. REV. X 6, 021025 (2016)

T/T;, as a function of the relative atom number N/N;,
for the same data in Fig. 1(b), and for "Li in Fig. 1(c).
Each data point results from averaging about ten
{N(t),T(t)} measurements at a given ¢, and error bars
are 1 standard deviation from the mean.

The readily observed maxima in the 7 — N plots indicate
deviation from the usually applied model for three-body
recombination loss of atoms and “anti-evaporation” heating
associated with it [20]. This model is valid in the limit of
deep trapping potentials (trapping depth much larger than
the gas temperature) and for temperature-independent
losses. We show below that the additional dynamics come
from the two-body evaporation due to the finite trap depth.
In order to analyze the observed data quantitatively, and to
correctly extract the three-body recombination loss rate
constant, we now describe our theoretical model which
generalizes the study [20] to arbitrary trap depths.

III. THEORETICAL MODEL

A. Rate equation for atom number

The locally defined three-body recombination rate
L;n*(r)/3 leads, through integration over the whole
volume, to the loss rate of atoms:

N=-3 / “”T(r)d% — LN, (D)

where the factor of 3 in front of the integral reflects the fact
that all 3 atoms are lost per each recombination event. In the
following, we neglect single-atom losses due to collisions
with the background gas, and we assume that two-body
inelastic collisions are forbidden, a condition that is
fulfilled for atoms polarized in the absolute ground state.

An expression for the three-body recombination loss
coefficient at unitarity for a nondegenerate gas has been
developed in Ref. [15]. Averaged over the thermal distri-
bution, it reads

~ 723a%h(1 — )
N mk?h

X /00 (1= [syy e/ kukdk
0 |1+ (kRy)Soe sy

Ly

(2)

where ky, = +/mkgT/h, R is the three-body parameter,
and the Efimov inelasticity parameter 7, characterizes the
strength of the short-range inelastic processes. Here, 7 is
the reduced Planck’s constant, and sy = 1.00624 for three
identical bosons [21]. The matrix element s;; relates the
incoming to outgoing wave amplitudes in the Efimov
scattering channel and shows the emerging discrete scaling
symmetry in the problem (see, for example, Ref. [22]).
Details are given in the supplementary material to Ref. [15]
for the calculation of s,;(ka), where a is the scattering

length and £ is the relative wave number of the colliding
partners. Because of its numerically small value for three
identical bosons at unitarity, we can set |s;;| = 0, and L; is
well approximated by

hS 1- 6_4’7* /13
Lymn 2 36V32— S =23 3
3T m3 V3n (kgT)? T2 (3)

where 15 is a temperature-independent constant. Assuming
a harmonic trapping potential, we directly express the
average square density (n?) through N and 7. In combi-
nation with Eq. (3), Eq. (1) is represented as

. N3
N=-y3 F’ (4)

where

ma? \3
=MhKh|l—, 5
73 3<2\/§7ﬂ<3> ( )

with @ being the geometric mean of the angular frequencies
in the trap.

To model the loss of atoms induced by evaporation, we
consider time evolution of the phase-space density distri-
bution of a classical gas:

noas’ —U(r)/ksT ,—p/2mksT
flr,p) = 5e¢ pleP/ominl, (6)

(27h)?

which obeys the Boltzmann equation. Here, nq is the
central peak density of atoms, Ay = (22h%/mkgT)'/? is
the thermal de Broglie wavelength, and U(r) is the external
trapping potential. The normalization constant is fixed by
the total number of atoms, such that [ f(r, p)d*pd’r = N.

If the gas is trapped in a three-dimensional (3D) trap with
a potential depth U, the collision integral in the Boltzmann
equation can be evaluated analytically [23]. Indeed, the
low-energy collisional cross section

8

W=y

(7)
reduces at unitarity to a simple dependence on the relative
momentum of colliding partners: (k) = 87/k*. However,
not every collision leads to a loss of atoms due to
evaporation. Consider

n=U/kgT. (8)

In the case of # > 1, such loss is associated with a transfer
of a large amount of energy to the atom, which ultimately
leads to the energy-independent cross section. This can be
understood with a simple argument [24]. Assume that two
atoms collide with the initial momenta p; and p,. After the
collision, they emerge with the momenta p; and py, and if
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one of them acquires a momentum |ps| = v2mU, the
momentum |py| iS necessarily smaller than the most
probable momentum of atoms in the gas and |ps| > |p4|.
In the center-of-mass coordinates, the absolute value
of the relative momentum is preserved, so %|p; —p,| =
5Ips —pa| 3 [ps|. Assuming [ps| = v2mU, we get
|[pi — p2| = V2mU. Substituting the relative momentum
in the center-of-mass coordinate, 71k = 1 (p; — p,), into the

unitary form of the collisional cross section, we find that the
latter is energy independent:

167h?
i

©)

and the rate equation for the atom number can be written as

. Vv
N = -TN, I, = noauﬂe_”f. (10)

€
The peak density is ny = N/V,, where V, is the effective
volume of the sample. In the harmonic trap, V. can be
related to @ and the temperature T: V, = (2zkgT/ma?)>/>.

The ratio of the evaporative and effective volumes is
defined by [23]

Pla+1,n)
P(a,n)

(11)

where P(a,n) is the incomplete Gamma function

n.a—1_,—u
Jdu=temdu
P(a.n) = [ uTe vy

Finally, taking into account both three-body recombi-
nation loss [see Eqgs. (4) and (5)] and evaporative loss, we
can express the total atom number loss rate equation as

) N3 V., N?
N=—y;——pre 1 -, 12
73 T3 728 V. T (12)
where
16 W*®°
= . 13
V2 7 kgU ( )

Note that  and the ratio of the evaporative and effective
volumes explicitly depend on temperature, and y, is
temperature independent.

B. Rate equation for temperature
1. Anti-evaporation and recombination heating

Reference [20] points out that in each three-body
recombination event, a loss of an atom is associated
with an excess of kg7 of energy that remains in the sample.

This mechanism is caused by the fact that recombination
events occur mainly at the center of the trap, where the
density of atoms is highest, and it is known as anti-
evaporation heating. We now show that the unitary limit
is more anti-evaporative than the regime of finite scattering
lengths considered in Ref. [20], where L; is temperature
independent. We separate center-of-mass and relative
motions of the colliding atoms and express the total loss
of energy per three-body recombination event as follows:

I’l3
B == [ {55 () + 3000)

n(r)
3

n <L3<k>Ek>}d3r. (14)

The first two terms in parentheses represent the mean center-
of-mass kinetic energy (E.,) = (P2,)/2M and the local
potential energy 3U(r) per each recombination triple. M =
3m is the total mass of the three-body system. The last term
stands for thermal averaging of the three-body coefficient
over the relative kinetic energy E; = (hk)?/2u, where u is
the reduced mass.

Averaging the kinetic energy of the center-of-mass motion
over the phase-space density distribution [Eq. (6)] gives
(Eem) = (3/2)kgT. Then, the integration over this term is
straightforward, and using Eq. (1), we have

Lyn’(r)

1 .
- / B (B e = kT (15)

The integration over the second term can be easily
evaluated as well:

_/%n%r)U(l’)d%:%kBTN- (16)

To evaluate the third term, we recall the averaged over
the thermal distribution expression of the three-body
recombination rate in Eq. (2). Now, its integrand has to
be supplemented with the loss of the relative kinetic energy
per recombination event E;. Keeping the limit of Eq. (3),
this averaging can be easily evaluated to give (L3 (k)E;) =
L3kgT. Finally, the last term in Eq. (14) gives

/"3(r)<L WEET = L kTN 17
- 3 3(k)Ey) r—gB . (17)

Finally, getting together all the terms, the lost energy per
lost atom in a three-body recombination event becomes

Ey, 4
=0 T kaT. 18
o~ 3ks (18)

This expression shows that the unitarity limit is more
anti-evaporative than the regime of finite scattering length

021025-4
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(k|la] < 1). As the mean energy per atom in the harmonic
trap is 3kgT, at unitarity each escaped atom leaves behind
(3—4/3)kgT = (5/3)kgT of the excess energy as com-
pared to 1kgT when L is energy independent. In the latter
case, thermal averaging of the relative kinetic energy gives
(E}) = 3kgT, and thus E5,/N = 2kgT.

Equation (18) is readily transformed into the rate
equation for the rise of temperature per lost atom using
the fact that E3, = 3NkgT in the harmonic trap and Eq. (4):

2
= %g 73 N—5 (19)
T

Another heating mechanism pointed out in Ref. [20] is
associated with the creation of weakly bound dimers whose
binding energy is smaller than the depth of the potential.
In such a case, the three-body recombination products stay
in the trap, and the binding energy is converted into heat.

In the unitary limit, this mechanism causes no heating.
In fact, in this regime, as shown in the supplementary
material to Ref. [15], the atoms and dimers are in chemical
equilibrium with each other; e.g., the rate of dimer
formation is equal to the dissociation rate. We therefore
exclude this mechanism from our considerations.

2. Evaporative cooling

“Anti-evaporative” heating can be compensated by
evaporative cooling. The energy loss per evaporated atom
is expressed as

E=N(n+®)kgT, (20)

where k in a harmonic trap is [23]

1)

with 0 <k < 1.

In a harmonic trap, the average energy per atom is
3kgT = (E/N). Taking the derivative of this equation and
combining it with Eq. (20), we get

T N
3==— K—3). 22
7=y tE=3) (22)
From Egs. (10) and (22), evaporative cooling is expressed as

. V NT
T =—ye— K—3)—=—, 23
r2e Ve(’7+’< >T3 (23)
where, as before, the temperature dependence remains in #.
Finally, combining the two processes of recombination
heating [Eq. (19)] and evaporative cooling [Eq. (23)],
we get

. T /5 N? V N
_i(2, N - Yev ~ Y
r 3 (3 35 e V. (n+k-3) T)- (24)

Equations (12) and (24) form a set of coupled rate
equations that describe the atom loss dynamics which we fit
to our data.

C. Extension of the model to 2D evaporation

The above model was developed to explain 3D iso-
thermal evaporation in a harmonic trap, and experiments
with '3Cs presented below correspond to this situation.
Our model can also be extended to 2D isothermal evapo-
ration, as realized in the "Li gas studied in Ref. [15] and
presented in Fig. 1. In this setup, the atoms were trapped in
a combined trap consisting of optical confinement in the
radial direction and magnetic confinement in the axial
direction. Evaporation was performed by lowering the laser
beam power, which did not lower the axial (essentially
infinite) trap depth due to the magnetic confinement. Such a
scenario realizes a 2D evaporation scheme. Here, we
explore the consequences of having 2D evaporation. In
the experimental section, we show the validity of these
results with the evolution of a unitary "Li gas.

Lower-dimensional evaporation is, in general, less effi-
cient than its 3D counterpart. One-dimensional evaporation
can be nearly totally solved analytically, and it has been an
intense subject of interest in the context of evaporative
cooling of magnetically trapped hydrogen atoms [23,25,26].
In contrast, analytically solving the 2D evaporation scheme
is infeasible in practice. It also poses a rather difficult
question considering ergodicity of motion in the trap [27].
The only practical way to treat 2D evaporation is by using
Monte Carlo simulations, which were performed in Ref. [27]
to describe evaporation of an atomic beam. However, as
noted in Ref. [27], these simulations follow amazingly well a
simple theoretical consideration, which leaves the evapora-
tion dynamics as in 3D but introduces an “effective” 7
parameter to take into account its 2D character.

This consideration is as follows. In the 3D evaporation
model, the cutting energy e, is introduced in the Heaviside
function that is multiplied by the classical phase-space
distribution of Eq. (6) [23]. For the 2D scheme, this
Heaviside function is Y(e. —e€,), where €. is the 2D
truncation energy and e, is the radial energy of atoms
in the trap, the only direction in which atoms can escape.
Now, we simply add and subtract the axial energy of atoms
in the trap and introduce an effective 3D truncation energy
as follows:

Y((—JC - GL) = Y((ec + ez) - (ei + ez)) = Y(€gff - etol)v
(25)

where €, is the total energy of atoms in the trap and
the effective truncation energy is given as €ff = ¢+
€, =¢€. + kgT, where we replaced €, by its mean value
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kgT in a harmonic trap. The model then suggests that the
evaporation dynamics follows the same functional form
as the well-established 3D model, but it requires a
modification of the evaporation parameter (8):

't =n+1. (26)

Then, the experimentally provided 2D 7 should be
compared with the theoretically found 3D #° reduced
by 1 (ie., 7 — 1).

IV. DATA ANALYSIS
A. N-T dynamics and the magic 7,

We now perform a coupled least-squares fit of the atom
number and temperature trajectories, Eqs. (12) and (24),
to the data. We note that with our independent knowledge
of the geometric mean of the trapping frequencies, @, the
only free fit parameters apart from initial temperature and
atom number are the trap depth U and the temperature-
independent loss constant A3. The solid lines in Fig. 1 are
the fits (see Appendix D for details on the fitting) to our
theory model that describe the experimental data well for a
large variety of initial temperatures, atom numbers, and
relative trap depth. We are able to experimentally realize
the full predicted behavior of rising, falling, and constant-
to-first-order temperatures.

The existence of maxima in the 7-N plots indicates the
existence of a “magic” relative trap depth 7,,,, where the first-
order time derivative of the sample temperature vanishes.

The theoretical value of 7, (T, N) is found by solving the
equation d7/dN = 0, i.e., when T(N) becomes indepen-
dent on the atom number up to the first order in N. From the
general structure of this equation, we see that 7, is solely a
function of the dimensionless parameter:

= N(:B—“;f(l ) (27)

Up to a factor (1 — e~*"), n,, depends only on the phase-
space density N(h@/kgT)? of the cloud. We plot in Fig. 2
the dependence of 7, vs a. Since our approach is valid only
in the nondegenerate regime where the momentum distri-
bution is a Gaussian, we restricted the plot to small (and
experimentally relevant) values of a.

Using the knowledge of , for both 133Cs and "Li, we can
compare the observed values of 7, to the theory values of
Fig. 2 (note that in the case of ’Li, we plot %I, which enters
into the effective 3D evaporation model). We see that for
both the 3D evaporation '*3Cs data and 2D evaporation ’Li
data, the agreement between experiment and theory is
remarkable.

Furthermore, in Appendix E, we show that from the
three-body loss coefficients and the evaporation model, we
can obtain the trap depth, which is found to be in good
agreement with the value deduced from the laser power,

12""x"'x"'x"'x
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0.004
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FIG.2. “Magic”n, as afunction of the dimensionless parameter
a = N(hd/kgT)*(1 — e~*1) (solid line). The blue solid circles
correspond to the results obtained for '33Cs in Fig. 1(a) with
7, = 0.098. The red solid squares correspond to the "Li data of
Fig. 1(c) with , = 0.21 [28]. Error bars are statistical.

beam waist, and atomic polarizability. Note that, although
the theory is developed for harmonic traps, it can be applied
to more complex setups (crossed dipole traps or hybrid
magnetic-optical traps), where the average-energy atoms
sense the harmonic part of the potential only.

We furthermore note that in an experimental situation with
a finite error bar on temperature 67, and a range of atom
number AN = max N(¢) — min N(¢), the (d7/dN)|,_, =0
condition can be of less practical meaning than the weaker
expression |(dT/dN)|gnie ;| < 6T/AN. If the atom number
spread AN needs to be maximized at approximately constant
temperature, this second condition requires a slightly higher
value than 7, given by (d7//dN)|,_, = 0. For instance, with
a = 0.002,n,, = 8.2and 6T/T;, = 10%, n ~ 10 maximizes
the spread in AN at nearly constant 7.

B. Universality of the three-body loss

We now show the validity of the Ly & T2 law for the
three-body loss of unitary 7Li and '33Cs Bose gases. Because
both species are situated at the extreme ends of the (stable)
alkaline group, they have a large mass ratio of 133/7 = 19,
and the temperature range is varied over 2 orders of
magnitude from 0.1 uK to 10 uK. We determine the
three-body loss coefficients Ay from fits to decay curves
such as those shown in Fig. 1. We present in Fig. 3 the results
for the rate coefficient L3, which varies over approximately 2
orders of magnitude for both species. In order to emphasize
universality, the loss data are plotted as a function of
(m/my)3T?, where my is the hydrogen mass. In this
representation, the unitary limit for any species collapses
to a single universal line [dotted line in Fig. 3, cf. Eq. (3)].

For "Li, we cover the 1—10 uK temperature range. For
the temperature-independent loss coefficient, we find
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FIG. 3. The magnitude of three-body loss rate at unitarity for

7Li (red) and '33Cs (blue), with the respective standard deviations
(shaded areas). On the horizontal axis, masses are scaled to the
hydrogen atom mass my. The dashed line represents the unitary
limit [Eq. (3) with , — oo]. For comparison, we show predic-
tions of universal theory [15] with 5, = 0.21 for 7Li [28] and
1. = 0.098(7) for '33Cs as solid lines (see text). The data confirm
the universality of the L; o< 772 law.

A3 = 3.0(3) x 1072 cm®uK?s~!, very close to the unitary
limit A7 ~2.7 x 1072 cm®uK?s~!. It is also consistent
with the result A3 = 2.5(3)(6)sys X 10720 cmuK?s™!
found in Ref. [15] with a restricted set of data, and to
the prediction from Eq. (3) with n, = 0.21 from Ref. [28]
(red solid line in Fig. 3). Because the 'Li data nearly
coincide with the unitary limit, the value of #, cannot be
deduced from our measurements.

Furthermore, the quality of the '*3Cs temperature and
atom number data enables us to directly measure the
previously unknown #, parameter of the 47.8-G
Feshbach resonance. The standard technique for obtaining
1, is by measuring the three-body loss rate Ls(a, T — 0) as
a function of scattering length in the zero-temperature limit
and subsequently fitting the resulting spectrum to universal
theory. However, for a given experimental magnetic field
stability, this method is difficult to put into practice for
narrow resonances like the 47.8-G resonance in '33Cs.
Instead, we use the fits to our theory model in order to
obtain 7, from A;. We cover the 0.1—1 uK range and find
A3 =1.27(7) x 1072* cm%uK?s~!. Plugging this number
into Eq. (3), we deduce a value for the Efimov inelasticity
parameter 7, = 0.098(7). The corresponding curve is the
blue line in Fig. 3 and is significantly below the unitary line
because of the smallness of 7,. This new value is compa-
rable to the Efimov inelasticity parameter found for other
resonances in '33Cs, in the range 0.06, ...,0.19 [29.30].

The plot of the full theoretical expression Eq. (2) for
Ly(m’T%) in Fig. 3 (solid lines) requires an additional
parameter describing three-body scattering around this
Feshbach resonance, the so-called three-body parameter.
It can be represented by the location of the first Efimov
resonance position R, [31]. Because of the lack of

experimental knowledge for the 47.8-G resonance, we take
the quasiuniversal value Ry = —9.73(3)r,qw, rvaw being
the van der Waals radius, for which theoretical explanations
have been given recently [31-33]. The theory curve
then displays log-periodic oscillations with a temperature
period set by the Efimov state energy spacing of
exp(2z/sy) ~ 515, where sy = 1.00624, and with a phase
given by R,. The relative peak-to-peak amplitude is 7% for
133Cs with 77, = 0.098. As seen in Fig. 3, such oscillations
cannot be resolved in the experimental data because of a
limited signal-to-noise ratio and the limited range of
temperature. Thus, the assumption of the quasiuniversal
value of R, for the 47.8-G resonance, although strongly
suggested by theory and experimental findings [30],
remains to be proven. The predicted contrast of these
oscillations for “Li with 5, = 0.21 is even smaller (about
6%). This is a general property of the system of three
identical bosons due to the smallness of |s;| [15].

V. CONCLUSIONS

In this article, we have examined the coupled time
dynamics of atom number and temperature of the 3D
harmonically trapped unitary Bose gas in the nondegener-
ate regime. We have presented a set of experiments using
lithium and cesium with vastly different mass and temper-
ature ranges.

We have developed a general theoretical model for the
dynamics observed, taking full account of evaporative loss
and the related cooling mechanism, as well as of the
universal three-body loss and heating. It is furthermore
extended to the special case of 2D evaporation. We have
theoretically obtained and experimentally verified the
existence of a “magic” trap depth, where the time derivative
of temperature vanishes both in 3D and 2D evaporation,
and which only depends on phase-space density and the
Efimov inelasticity parameter #,. Our data illustrate the
universal 772 scaling over 2 orders of magnitude in
temperature, and we obtained an experimental value of
1. for the 47.8-G resonance in '33Cs. Furthermore, the
theory enables an independent determination of the trap
depth in the experiment. The agreement we have found here
with standard methods shows that it can be used in more
complex trap geometries, where the actual trap depth is
often not easy to measure.

In future work, it would be very interesting to probe the
discrete symmetry of the unitary Bose gas by revealing the
7% log-periodic modulation of the three-body loss coef-
ficient expected over a factor 515 energy range.
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APPENDIX A: CESIUM SETUP

Our setup is a modified version of the one presented in
Ref. [34]. The '33Cs atoms are trapped by means of three
intersecting laser beams, and a variable magnetic-field
gradient in the vertical direction (partially) compensates
gravity. An intrinsic advantage of the scheme is the perfect
spin polarization in the lowest hyperfine ground state
|F,mp) = |3,3) because the dipole trap potential is too
weak to hold atoms against gravity if they are in any other
ground state. As we will see, the trap frequencies stay
almost constant when reducing the trap depth, making
evaporation very efficient [34].

1. Trap model

The trap consists of three 1064-nm laser beams and an
additional magnetic gradient field [see Fig. 4(a)]. All beams
propagate in the horizontal plane. An elliptical light sheet
beam [power Ppg = 520 mW, waists of wig, = 33.0 yum
(vertical direction) and wyg, = 225 um (horizontal direc-
tion)] creates the vertical confinement, together with the
magnetic gradient. Two round beams (Pr; o = 1.1/1.2 W,
waist of wg = 300 pm) stabilize the horizontal confinement.
The light sheet center is zy = 6 ym lower than the center

(2) (b)

FIG. 4.

of the trap formed by the round beams only. The potential
along the vertical axis can therefore be written as

V(2) = —Upse |3/ 0is)] — Ugem 2620/ 0] 4 7,
(A1)

where the Uy g and Uy are the contributions from the light
sheet and round beams, respectively. The tilt y has a
gravitational and a magnetic contribution,

y = mg—uB', (A2)
where m is the atomic mass, g is the gravitational accel-
eration, B = 0,B, is the magnetic field gradient along the z
axis, and u = 0.75 pg is the atom’s magnetic moment in the
|3, 3) state, with up being Bohr’s magnetic moment. Thus, a
gradient of By = B'(y =0) =31.3 G/cm is needed for
magnetically levitating the cloud. An example potential
shape is given in Fig. 4(b).

2. Trap frequency calibration

When we intentionally change the trap depth, we also
change the trap frequencies, mostly affecting the vertical
direction. The data were taken during two different meas-
urement campaigns in 2012 and 2013. Therefore, the trap
had to be recalibrated for each of these campaigns, and the
data are presented in a normalized way.

We measure the oscillation frequency w, along the z axis
as a function of the tilt [see Fig. 4(c)]. This is established by
inducing sloshing oscillations to a small, weakly interacting
Bose-Einstein condensate (BEC) and performing time-of-
flight measurements of its position after a variable hold time.

(©)

—
=]
T

Rel. freq. o,/0,

S 2 o o <o
whn A 9 oo O

0.2 04 0.6 0.8 1.0
Relative tilt y/vy,

Sr
o

(a) Schematic drawing of the hybrid trap. It consists of three intersecting lasers, and a magnetic-field gradient in the z direction

(vertical) created by a pair of coils. The light sheet beam (blue) confines dominantly along the vertical direction. The additional round
beams (red) stabilize the horizontal confinement. (b) Trap shape along the vertical (z) direction. It is composed of two Gaussians and a
linear contribution from the tilt [see Eq. (A1)]. Relative dimensions are to scale. Also indicated are the contributions of the tilt only
(dashed line) and the round beams (dotted line). (c) Trap frequency measurements (dots) and fits (line) as a function of the tilt of the trap.
The frequencies are normalized with respect to the zero-tilt frequency w, o = 2z x 140 Hz. We normalize the tilt from our knowledge of
the critical y., where the trap opens (see text).
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FIG. 5. (a) Relative '33Cs trap-depth results from the fits to our data (dots) and theoretical model [Egs. (A1) and (A3), line]. The trap

depth is normalized with respect to the trap depth U; g = 11 uK given by the Gaussian light sheet only. The shaded area corresponds to
the region where the horizontal confinement beams significantly contribute to the trap depth. (b) Absolute 7Li trap-depth results from the
fits to our data (dots). The solid line indicates theoretical knowledge of our trap [Egs. (A1) and (A3), line], with wg = 38(1) pm.

The shaded area accounts for the combined uncertainty of wg and Py,

We fit the measured z-axis frequencies to a numerical
model of the trap potential Eq. (A1). In the model, we insert
the aspect ratio of the trap depth contributions from the
three beams i,

U i :% aPi ) (A3)

T WhWy
where a/kg = 2.589 x 10712 Kem> mW~! is the atomic
polarizability at 1064 nm [35], P; is the power in beam i,
and wy,, are the waists in the horizontal or vertical
direction. We are left with two fit parameters: The fre-
quency at zero tilt w,(y = 0) = w,( and the critical tilt
ve = y(B' = B.,) where the trap opens [local minimum in
V(z) disappears] and @, goes to zero by construction. We
find @,y = 27 x 139(1) Hz and 2z x 140(1) Hz for 2012
and 2013, and B, = —0.3(4) G/cm and —4.3(7) G/cm for
2012 and 2013. With this calibration, we introduce the
normalized tilt y/y.. The values for B, coincide well with
the gradient values observed when increasing the tilt until a
small (< 5000 atoms) weakly interacting BEC drops out of
the trap.

The kink in the trap depth theory curve (Fig. 5) near
y/7. = 0.02 [shaded area in Fig. 5(a)] corresponds to a
situation depicted in Fig. 4(b), where the contribution of the
large-waist horizontal beams on the trap depth vanishes.
The blue-shaded region of the horizontal beams’ contri-
bution extends over the small region from y/y. = —0.02 to
0.02. Therefore, small experimental uncertainties on the
applied magnetic gradient, or additional trap imperfections,
can explain the fact that we do not find this sudden rise in
U. Other than that, we see a remarkable correspondence
between theory and experiment.

We note that the data can also be well described by the
analytical model of a single Gaussian potential (U = 0)

with tilt, as presented in Ref. [34]. Because of the large
mismatch between wi and wy g, the presence of the round
beams mainly affects the horizontal trapping. The critical
gradient we find is only 2% larger than the single-Gaussian
value /eyw;s/2Us, [34]. Furthermore, the horizontal
trapping frequencies (w,,w,)~ 27 x (13,30) Hz, mea-
sured with a similar method for each data set, remain
constant.

3. Imaging system calibration

The high-resolution imaging system is similar to the one
presented in Ref. [14]. It is well calibrated using the
equation of state of a weakly interacting 2D Bose gas
for the absorption-coefficient-to-atomic-density conversion
(in good accordance with the method of classical 2D gas
atomic shot noise [36]). The imaging magnification is
obtained from performing Bragg spectroscopy on a 3D
BEC, using the variable retroreflection of the 1064-nm
round beams.

4. 133Cs sample preparation

We prepare the '*Cs samples in the trap described
before. In brief, after magneto-optical trapping and degen-
erate Raman sideband cooling, we obtain magnetically
levitated (y = 0) samples of 10° '3Cs atoms at 1 uK [34].
We can cool the samples further by evaporative cooling. In
order to achieve this, we adjust the trap depth U(y) by
changing the tilt y of the potential (A1). Thus, the samples
can be evaporatively cooled all the way to quantum
degeneracy in ~2 s [34] at 20.8 G, yielding a scattering
length of 200 a,, with a, being the Bohr radius [29].

We prepare our samples by stopping the evaporation at a
given tilt. We then ramp the tilt adiabatically to the desired
value. Finally, at a time #j,, we jump the field to the
Feshbach resonance at 47.8 G [18] in typically < 1 ms and
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wait for at least 2z/w, in order for the samples to reach
dynamical equilibrium. We are therefore able to prepare
samples of variable initial parameters: Atom number Nj,,
temperature T, and relative trap depth n;, = U(y)/kg T,
where kg is the Boltzmann constant. After a hold time 7, we
take an in situ absorption image with a vertical imaging
setup.

APPENDIX B: LITHIUM SETUP

The 7Li data were taken using the apparatus described in
Ref. [15]. This trap consists of a 1073-nm single-beam
optical dipole trap providing adjustable radial confinement,
and an additional magnetic-field curvature providing essen-
tially infinitely deep harmonic axial confinement along the
beam axis. After loading into this trap, the gas is evaporated
by lowering the radial trap depth at a magnetic field of
720 G, where the two-body scattering length is 200 a,. The
evaporation in this hybrid trap is then effectively 2D. After
the temperature and atom number of the gas have stabi-
lized, the radial trap is adiabatically recompressed by about
a factor of 2. Since the axial magnetic confinement is
practically unchanged, this recompression causes the
temperature of the gas to increase with wy/ %, while
the trap depth increases as @®. Consequently, by varying
the amount of recompression, we can vary #;,. After this
recompression, the magnetic field is ramped to the
Feshbach resonance field of 737.8 G in 100-500 ms,
and N(r) and T(z) are measured with in situ resonant
absorption imaging perpendicular to the long axis of the
cloud. The trap shape can be described by Eq. (Al) with
Urs =0, wg =37(1) um, and by replacing z by p, the
radial coordinate. Uy is the dipole trap potential with power
Pyap, and a is the polarizability of the "Li atoms at
1073 nm. We can neglect the tilt y because of the small
mass of "Li.

APPENDIX C: TIME SCALE ORDER

In order for the theory to be valid, we make sure the time-
scale order is not violated:
(C1)

3B, Tey > Ttrap> T2B>»

where we have the three-body loss time constant
[cf. Eq. (19)]

5 N?
=Ty C2
738 973 75" (C2)
the evaporation time constant [cf. Eq. (24)]
1 Vv . N
o= gn(en)ori-nt )

the two-body scattering time constant

o8 = nyoy?, (C4)
and the trapping time constant
ng{p = Wglow> (CS)

where @y, is the slowest trapping frequency (along z in
the 133Cs case).

APPENDIX D: FITS TO THE MODEL

For each data set, we have decay data for N(r) and 7'(r)
from the mean values of ~10 individual measurements. The
error bars from Figs. 3(a)-3(c) are the 1o standard devia-
tions of the individual measurements. We fit both temper-
ature and atom number individually with solutions to the
coupled differential equation set of Eqs. (12) and (24). For
both fits, we use a common three-body loss coefficient 13
and a common trap depth U. The fitting is done by
minimizing the weighted sum ay; + a~'yy by varying
both the weighing factor @ and the fit parameters. The
quadratic deviations are defined as yry = Zo%y (o7.y
being the deviations of data and the fit). This method also
accounts for the different amount of relative signal-to-noise
ratio of both data sets.

APPENDIX E: TRAP DEPTH

As an independent test of the theory fits, we compare the
fitted trap depth U to its independently known counterpart
from experimental parameters. In Fig. 5(a), we plot the
133Cs results as a function of the relative trap tilt y/y.. We
also plot the theoretical value for U(y/y.) as a solid line.
Except near zero tilt, we find excellent agreement of the
fitted values with the values known from experimental
parameters. For "Li [see Fig. 5(b)], we find excellent
agreement with our theoretical knowledge of the trap
depth, which is given by the dipole laser waist wg, power
Pyap, and the atom’s polarizability. It is indicated by the
shaded area in Fig. 5(b). Therefore, we can infer the dipole
trap laser’s waist in an independent fashion. From the fit to
our measured trap depths (solid line) in Fig. 5(b), we obtain
wr = 38(1) um. This value coincides with independent
measurements of wgr from fitting the trap frequencies as a
function of Py,,. These results emphasize the validity of the
theory model [Egs. (12) and (24)].

[1] Y.-W. Lee and Y.-L. Lee, Quantum Phase Transition in an
Atomic Bose Gas near a Feshbach Resonance, Phys. Rev. B
70, 224506 (2004).

[2] M. W.]J. Romans, R. A. Duine, S. Sashdev, and H.T. C.
Stoof, Quantum Phase Transition in an Atomic Bose Gas
with a Feshbach Resonance, Phys. Rev. Lett. 93, 020405
(2004).

021025-10



UNIVERSAL LOSS DYNAMICS IN A UNITARY BOSE GAS

PHYS. REV. X 6, 021025 (2016)

[3] L. Radzihovsky, P. B. Weichmann, and J. 1. Park, Super-
fluidity and Phase Transitions in a Resonant Bose Gas,
Ann. Phys. (Amsterdam) 323, 2376 (2008).

[4] A. Koetsier, P. Massignan, R. A. Duine, and H. T. C. Stoof,
Strongly Interacting Bose Gas: Nosiéres and Schmitt-Rink
Theory and Beyond, Phys. Rev. A 79, 063609 (2009).

[5] F. Cooper, C.-C. Chien, B. Mihaila, J. F. Dawson, and E.
Timmermans, Non-Perturbative Predictions for Cold Atom
Bose Gases with Tunable Interactions, Phys. Rev. Lett. 105,
240402 (2010).

[6] S. Cowell, H. Heiselberg, 1. E. Mazets, J. Morales, V.R.
Pandharipande, and C.J. Pethick, Cold Bose Gases with
Large Scattering Length, Phys. Rev. Lett. 88, 210403 (2002).

[7] J.L. Song and F. Zhou, Ground State Properties of Cold
Bosonic Atoms at Large Scattering Lengths, Phys. Rev. Lett.
103, 025302 (2009).

[8] Y.-L. Lee and Y.-W. Lee, Universality and Stability for a
Dilute Bose Gas with a Feshbach Resonance, Phys. Rev. A
81, 063613 (2010).

[9] J.M. Diederix, T.C.F. van Heijst, and H.T.C. Stoof,
Ground State of a Resonantly Interacting Bose Gas, Phys.
Rev. A 84, 033618 (2011).

[10] W. Li and T.-L. Ho, Bose Gases near Unitarity, Phys. Rev.
Lett. 108, 195301 (2012).

[11] S. Piatecki and W. Krauth, Efimov-Driven Phase Transi-
tions of the Unitary Bose Gas, Nat. Commun. 5, 3503
(2014).

[12] S.B. Papp,J. M. Pino, R.J. Wild, S. Ronen, C. E. Wiemann,
D.S. Jin, and E.A. Cornell, Bragg Spectroscopy of a
Strongly Interacting 8 Rb Bose-Einstein Condensate, Phys.
Rev. Lett. 101, 135301 (2008).

[13] N. Navon, S. Piatecki, K. Giinter, B. Rem, T. C. Nguyen, F.
Chevy, W. Krauth, and C. Salomon, Dynamics and Thermo-
dynamics of the Low-Temperature Strongly Interacting
Bose Gas, Phys. Rev. Lett. 107, 135301 (2011).

[14] L.-C. Ha, C.-L. Hung, X. Zhang, U. Eismann, S.-K. Tung,
and C. Chin, Strongly Interacting Two-Dimensional Bose
Gases, Phys. Rev. Lett. 110, 145302 (2013).

[15] B. Rem, A.T. Grier, 1. Ferrier-Barbut, U. Eismann, T.
Langen, N. Navon, L. Khaykovich, F. Werner, D. S. Petrov,
F. Chevy, and C. Salomon, Lifetime of the Bose Gas with
Resonant Interactions, Phys. Rev. Lett. 110, 163202 (2013).

[16] R.J. Fletcher, A. L. Gaunt, N. Navon, R. P. Smith, and Z.
Hadzibabic, Stability of a Unitary Bose Gas, Phys. Rev.
Lett. 111, 125303 (2013).

[17] P. Makotyn, C.E. Klauss, D. L. Goldberg, E. A. Cornell,
and D. S. Jin, Universal Dynamics of a Degenerate Unitary
Bose Gas, Nat. Phys. 10, 116 (2014).

[18] A.D. Lange, K. Pilch, A. Prantner, F. Ferlaino, B. Engeser,
H.-C. Négerl, R. Grimm, and C. Chin, Determination of
Atomic Scattering Lengths from Measurements of Molecu-
lar Binding Energies near Feshbach Resonances, Phys.
Rev. A 79, 013622 (2009).

[19] C. Chin, R. Grimm, P. Julienne, and E. Tiesinga, Rev. Mod.
Phys. 82, 1225 (2010).

[20] T. Weber, J. Herbig, M. Mark, H.-C. Nagerl, and R. Grimm,
Three-Body Recombination at Large Scattering Lengths in
an Ultracold Atomic Gas, Phys. Rev. Lett. 91, 123201
(2003).

[21] V. Efimov, Energy Levels Arising from Resonant Two-Body
Forces in a Three-Body System, Phys. Lett. B 33, 563
(1970).

[22] S.-K. Tung, K. Jiménez-Garcia, J. Johansen, C. V. Parker,
and C. Chin, Phys. Rev. Lett. 113, 240402 (2014).

[23] O.J. Luiten, M. W. Reynolds, and J.T.M. Walraven,
Kinetic Theory of the Evaporative Cooling of a Trapped
Gas, Phys. Rev. A 53, 381 (1996).

[24] L. Luo, B. Clancy, J. Joseph, J. Kinast, A. Turlapov, and
J.E. Thomas, New J. Phys. 8, 213 (2006).

[25] E.L. Surkov, J.T.M. Walraven, and G. V. Shlyapnikov,
Collisionless Motion and Evaporative Cooling of Atoms in
Magnetic Traps, Phys. Rev. A 53, 3403 (1996).

[26] P.W.H. Pinkse, A. Mosk, M. Weidemiiller, M.W.
Reynolds, T.W. Hijmans, and J.T.M. Walraven, One-
Dimensional Evaporative Cooling of Magnetically Trapped
Atomic Hydrogen, Phys. Rev. A 57, 4747 (1998).

[27] E. Mandonnet, A. Minguzzi, R. Dum, I. Carusotto, Y.
Castin, and J. Dalibard, Evaporative Cooling of an Atomic
Beam, Eur. Phys. J. D 10, 9 (2000).

[28] N. Gross, Z. Shotan, S.J.J.M.F. Kokkelmans, and L.
Khaykovich,  Nuclear-Spin-Independent ~ Short-Range
Three-Body Physics in Ultracold Atoms, Phys. Rev. Lett.
105, 103203 (2010).

[29] T. Kraemer, M. Mark, P. Waldburger, J. G. Danzl, C. Chin,
B. Engeser, A.D. Lange, K. Pilch, A. Jaakkola, H.-C.
Nigerl, and R. Grimm, Evidence for Efimov Quantum States
in an Ultracold Gas of Caesium Atoms, Nature 440, 315
(2006).

[30] M. Berninger, A. Zenesini, B. Huang, W. Harm, H.-C.
Nigerl, F. Ferlaino, R. Grimm, P.S. Julienne, and J. M.
Hutson, Universality of the Three-Body Parameter for
Efimov States in Ultracold Cesium, Phys. Rev. Lett. 107,
120401 (2011).

[31] C. Chin, Universal Scaling of Efimov Resonance Positions
in Cold Atom Systems. arXiv:1111.1484.

[32] J. Wang, J. P. D’Incao, B. D. Esry, and C. H. Greene, Origin
of the Three-Body Parameter Universality in Efimov Phys-
ics, Phys. Rev. Lett. 108, 263001 (2012).

[33] P. Naidon, S. Endo, and M. Ueda, Microscopic Origin and
Universality Classes of the Efimov Three-Body Parameter,
Phys. Rev. Lett. 112, 105301 (2014).

[34] C.-L. Hung, X. Zhang, N. Gemelke, and C. Chin, Accel-
erating Evaporative Cooling of Atoms into Bose-Einstein
Condensation in Optical Traps, Phys. Rev. A 78, 011604
(2008).

[35] C.-L. Hung (private communication).

[36] C.-L. Hung, X. Zhang, L.-C. Ha, S.-K. Tung, N. Gemelke,
and C. Chin, Extracting Density—Density Correlations from
In Situ Images of Atomic Quantum Gases, New J. Phys. 13,
075019 (2011).

021025-11



E.0 199

Connecting few-body inelastic decay to
quantum correlations in a many-body system: a

weakly coupled impurity in a resonant Fermi
gas

Sébastien Laurent, Matthieu Pierce, Marion Delehaye, Tarik Yefsah,
Frédéric Chevy, and Christophe Salomon

Physical Review Letters, 118, 103403 (2017)



PRL 118, 103403 (2017)

PHYSICAL REVIEW

week ending

LETTERS 10 MARCH 2017

Connecting Few-Body Inelastic Decay to Quantum Correlations in a Many-Body System:
A Weakly Coupled Impurity in a Resonant Fermi Gas

Sébastien Laurent,* Matthieu Pierce, Marion Delehaye,T Tarik Yefsah, Frédéric Chevy, and Christophe Salomon
Laboratoire Kastler Brossel, ENS-PSL Research University, CNRS, UPMC-Sorbonne Universités,
Collége de France, 24 rue Lhomond, 75005 Paris, France
(Received 22 December 2016; published 10 March 2017)

We study three-body recombination in an ultracold Bose-Fermi mixture. We first show theoretically that,

for weak interspecies coupling, the loss rate is proportional to Tan’s contact. Second, using a "Li/SLi
mixture we probe the recombination rate in both the thermal and dual superfluid regimes. We find excellent
agreement with our model in the BEC-BCS crossover. At unitarity where the fermion-fermion scattering

4/

length diverges, we show that the loss rate is proportional to n; 3, where n ¢ is the fermionic density. This

unusual exponent signals nontrivial two-body correlations in the system. Our results demonstrate that
few-body losses can be used as a quantitative probe of quantum correlations in many-body ensembles.
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Understanding strongly correlated quantum many-body
systems is one of the most daunting challenges in modern
physics. Thanks to a high degree of control and tunability,
quantum gases have emerged as a versatile platform for the
exploration of a broad variety of many-body phenomena
[1], such as the crossover from Bose-Einstein condensation
(BEC) to Bardeen-Cooper-Schrieffer (BCS) superfluidity
[2], quantum magnetism [3], or many-body localization [4].
At ultralow temperatures, atomic vapors are metastable
systems and are plagued by three-body recombination
which represents a severe limitation for the study of some
dense interacting systems. A prominent example is the
strongly correlated Bose gas [5,6] that bears the prospect of
bridging the gap between dilute quantum gases and liquid
helium. However, inelastic losses can also be turned into an
advantage. For instance, they can be used to control the
state of a system through the Zeno effect [7-9], or serve as a
probe of nontrivial few-body states, as demonstrated by the
observation of Efimov trimers, originally predicted in
nuclear physics, but observed for the first time in Bose
gases as resonances in three-body loss spectra [10].

In this Letter, we study inelastic losses in a mixture of
spinless bosons and spin 1/2 fermions with tunable inter-
action. We show that when the Bose-Fermi coupling is weak,
the loss rate can be related to the fermionic contact parameter,
a universal quantity overarching between microscopic and
macroscopic properties of a many-body system with zero-
range interactions [11-19]. We first check our prediction on
the strongly attractive side of the fermionic Feshbach
resonance, where we recover known results on atom-dimer
inelastic scattering. We then turn to the unitary limit where
the fermion-fermion scattering length is infinite. We dem-
onstrate both theoretically and experimentally—with a
Li/Li Fermi-Bose mixture—that the bosons decay at a

rate proportional to n‘}/ 3 where n ¢ is the fermion density. The

0031-9007/17/118(10)/103403(6)

103403-1

unusual fractional exponent results from nontrivial quantum
correlations in the resonant gas. Our method offers a new way
to measure the two-body contact of the homogeneous Fermi
gas. More generally, our work shows that the decay of an
impurity immersed in a strongly correlated many-body
system is a quantitative probe of its quantum correlations.
Inelastic decay of an impurity inside a two-component
Fermi gas has been studied previously both in the weakly

Loss rate (a.u)
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FIG. 1. Sketch of inelastic decay of an impurity immersed in a
tunable Fermi gas. On the BEC side, 1 and | fermions are paired
in tightly bound molecules and the decay mechanism is a two-
body process involving the impurity (green disk) and a molecule.
The loss rate scales as 1/a,, [20,24]. On the BCS side, the loss
occurs through a three-body process and it scales as a%f in
the mean-field limit [20]. The extrapolation of these two
asymptotic behaviors towards the strongly correlated regime
yields contradictory results (grey area).
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TABLEI Scaling of the boson-fermion mixture loss rate and of
Tan's contact [11], C,, in the BEC-BCS crossover. Both scalings
are identical in the weakly and strongly attractive limits. As
kp = (37*n;)'/3, at unitarity C, scales as nj/3. { is a dimension-
less constant, { = 0.87(3) [17,25].

BEC Unitary BCS
(ny/ny)  (n,,/agr) [20] x n_‘}-ﬂ o« ajgny [20]
C, 87 (ny/agys) (2¢/57)k%: 47r2a%fn]2c

and strongly attractive limits of the BEC-BCS crossover
[20-23], see Fig. 1 and Table I. When the fermion-fermion
interaction is weak, the fermions behave almost as isolated
particles and the recombination can be described as a three-
body process involving one spin-up (1), one spin-down ({,)
fermion and the impurity (a boson in our experiments). In
this case, the impurity or boson density n, follows a rate
equation 7, = —Lsnjn,, with Ly o« a7, where ay is the
fermion-fermion scattering length [20,22,24]. In contrast,
on the strongly attractive side of the Feshbach resonance,
the fermions form halo dimers of size =ay; and the
relaxation occurs through two-body processes between
one such molecule and one boson. In this case the rate
equation for bosons reads 7, = —L,n,,n,, where n,, =
ng/2 is the molecule density. Far from the Feshbach
resonance, the two-body loss rate scales as 1/a;; as a
consequence of the enhanced overlap of the halo dimer
wave function with the deeply bound product molecules
[20,24]. However, these two scalings give rise to a paradox
in the central region of the BEC-BCS crossover. Indeed, as
depicted in Fig. 1, the extrapolation towards unitarity leads
to contradictory results depending on whether we approach
the resonance from the BEC or the BCS side. In the former
case, one would predict an increasingly long lifetime at
unitarity while it tends to a vanishingly small value in the
latter case. This paradox has a fundamental origin: these
two scalings are obtained in the dilute limit where the
recombination can be described by a well-defined few-
body process, whereas this hypothesis fails in the strongly
correlated regime where n|as|> > 1. There, it is not
possible to single out two fermions from the whole many-
body system. Instead, the inelastic loss involving a boson
and two fermions is tied to the correlations of the whole
ensemble. A first hint towards reconciling these two
behaviors near unitarity is to assume that they saturate
7, yielding the same scaling 7, n‘;/ 3nb.
The three asymptotic regimes—BEC, BCS, and unitary—
were obtained using different theoretical approaches and we
now show that, using Tan’s contact, they can be unified
within the same framework. The recombination rate is
proportional to the probability of having the three particles
within a distance b from each other, where b is the typical
size of the deeply bound molecule formed during the

-1
for aff = I’Lf

collision [26-28]. Take p;(ry.r|.r)) the three-body prob-
ability distribution of the system. When the bosons are
weakly coupled to the fermions, we can factor it as
p3(ry.ry.ry) = pr(ry.ry)p,(ry). Integrating over the posi-
tions of the three atoms we readily see that the three-body
loss rate is proportional to Tan’s contact parameter C,
of the fermions that gives the probability of having two
fermions close to each other [11]. C, is calculated using the
equation of state of the system thanks to the adiabatic-sweep
theorem

dgm;  OF
hZ 8(1/aff)7

where m is the fermion mass and F'is the free-energy of the
fermionic gas per unit-volume [12,13]. The asymptotic
expressions of C, in the BEC, BCS and unitary regimes
are listed in Table I. In the deep BEC limit, the free energy is
dominated by the binding energy of the molecules
n?*/mgaz;; in the BCS regime C, is derived using the
mean-field approximation [11]. At unitary, the expression of
the contact stems from the absence of any length scale other
than the interparticle distance. The dimensionless parameter
{ =0.87(3) was determined both theoretically [29] and
experimentally [14—19]. Expressions listed in Table I con-
firm that the contact parameter and the bosonic loss rate
follow the same scalings with density and scattering length.

We support this relationship between inelastic losses
and Tan’s contact by considering a microscopic model
where the recombination is described by a three-body
Hamiltonian

G, = (1)

Hy = /d3rbd3er3r¢g(rb,r¢,r¢)

~ r~+r;\ » ~ ~ ~
x ¥, <TTL> W (1) Wy (ry) Py ()P ()
+Hc., (2)

where W, is the field operator for the species @ and the
coupling ¢ takes significant values only when the three
particles are within a distance b [30]. Assuming that b is the
smallest distance scale in the problem and that this
Hamiltonian can be treated within Born’s approximation
we find that (see Ref. [31])

n, = —yCon,. (3)

The constant y depends on the coupling g and describes the
coupling to deeply bound nonresonant states; hence, y has
essentially no variation with the magnetic field across the
fermionic Feshbach resonance.

Equation (3) is the main prediction of this Letter and we
explore the consequences of this equation by measuring the
lifetime of an ultracold Fermi-Bose mixture of °Li and "Li
atoms. Our experimental setup is described in Ref. [37].
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The ®Li atoms are prepared in a spin mixture 1, | of |F =
1/2,mp = +1/2) for which there is a broad Feshbach
resonance at 832 G [33]. The "Li atoms are transferred into
the |F = 1, my = 0) featuring two Feshbach resonances, a
narrow one at 845.5 G and a broad one at 893.7 G [31].
The scattering length between bosons and fermions is
aps = 40.8a, and is equal for the 7, | states. It can be
considered constant in the magnetic field range that we
explored, 680-832 G. The atoms are confined in a hybrid
magnetic-optical trap and are evaporated at the °Li
Feshbach resonance until we reach dual superfluidity or
any target temperature. We ramp the magnetic field to an
adjustable value in 200 ms and wait for a variable time .
We then measure the atom numbers of the two species by
in situ imaging or after time of flight.

We first show that the dominant boson loss mechanism
on the BEC side of the resonance involves one boson, one
fermion 1, and one fermion |. This is easily done by
comparing the boson losses for spin-balanced and spin-
polarized fermionic samples. Figure 2 displays the remain-
ing fraction of bosons and fermions after a waiting time of
1 s for balanced fermions and 1.5 s for spin-polarized
fermions with 90% polarization. We observe that the losses
for high spin polarization are strongly suppressed indicat-
ing that fermions of both spin components are required to
eliminate one boson.

Second we show that the losses in the weakly interacting
regime na?p,r < 1 (deep BEC side of the resonance, 720 G)

are proportional to the fraction of molecules in the sample,
7 =2N,,/(Ns +2N,,). This fraction is varied by changing

o
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FIG. 2. Remaining fraction of bosons (blue symbols) and
fermions (red symbols, inset) after a 1 s and 1.5 s waiting time
for spin-balanced (filled symbols), resp. 90% polarized (open
symbols) fermions. The blue dash-dotted (red dashed, inset)
curve is a coupled loss model describing the competition between
boson fermion-dimer decay (o« 1/a;;) and dimer-dimer decay
(x1 /a%']”) [27,31]. The blue-shaded area represents the lo
fluctuations for the remaining fraction of bosons with spin-
polarized fermions. The initial atom numbers are 3 x 10° for SLi
and 1.5 x 10° for "Li at a temperature T = 1.6 uK with trap
frequencies v, = 26 Hz and v, = 2.0 kHz.

the temperature from 1 uK to 4 uK and Li densities from
2x 10" cm™ to 1.0 x 10" cm™3. In these temperature
and density ranges, both gases are well described by
Maxwell-Boltzmann position and velocity distributions.
The molecular fraction is calculated using the law of mass
action [31,36] and is assumed to be time independent
owing to the high formation rate of halo dimers
(:ha‘}f /mf)[38]. We extract the interspecies decay rate
by fitting the time evolution of the bosonic population

Ny = —Lyg(ns)N, —T',N,, (4)

where (---) represents the trap average, and I',, is the one-
body residual gas loss rate (0.015 s™').

The data in Fig. 3(a) show that the boson loss rate is
proportional to the molecule fraction of the fermionic
cloud. Introducing the boson-fermion dimer molecule loss
rate Ly, defined by Ly,(n,) = Ly (ns), we check the
proportionality of Ly, with 1/a,, predicted in Table I by

15}
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FIG. 3. (a) Boson-fermion loss rate vs molecule fraction.
Circles: Experimental data. The vertical error bars represent
the statistical errors for Ly from fitting the loss curves. The
horizontal error bars represent the statistical errors on the
molecule fraction due to °Li number fluctuations. The red dashed
line is a linear fit to the data. (b) Boson-dimer loss rate vs inverse
scattering length. The blue dot-dashed line is a linear fit to the
data with n fa_?-f < 0.025 (black circles), providing y=1.17(11)x

1072’ m*-s7!, see Eq. (3).
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repeating the loss measurements for different magnetic
fields in the interval 690-800 G, see Fig. 3(b). From a linear
fit to the data where interaction effects are negligible
(naj; <0.025), we extract the slope y = 1.17(11) x
10727 m* - s~! entering in Eq. (3).

Since y doesn’t depend on the magnetic field, we can
now predict the loss rate anywhere in the BEC-BCS
crossover using Eq. (3). The strongly interacting unitary
regime (1/az;r =0) is particularly interesting and we
measure the boson decay rate at 832 G in the low
temperature dual superfluid regime [37]. The mixture is
initially composed of about 40 x 10° fully condensed "Li
bosons and 150 x 10° Li spin-balanced fermions at a
temperature T = 100 nK which corresponds to 7/T = 0.1
where T is the Fermi temperature. At this magnetic field
value, the atoms are now closer to the boson Feshbach
resonance located at 845.5 G and bosonic three-body losses
are no longer negligible. The time dependence of the boson
number is then given by

Ny = —Ly(n2)N;, = [yeN;, =T, N, (5)

To extract I'y; we measure independently L, with a BEC
without fermions in the same trap and inject it in Eq. (5),
see Ref. [31]. We typically have L, (n7) = 0.1-0.4 s~!, and
L, =0.11(1) x 10%® ¢cm® - s~ consistent with the model
of Ref. [35]. Repeating such measurements for different
fermion numbers and trap confinement, we now test the
expected n‘}/ 3 dependence of the Bose-Fermi loss rate at
unitarity (central column in Table I). In this dual superfluid
regime, the size of the BEC is much smaller than that of the
fermionic superfluid and the BEC will mainly probe the
central density region n,(r = 0). However, it is not truly a
pointlike probe, and introducing the ratio p of the Thomas-
Fermi radii for bosons and fermions, we obtain the finite
size correction for Eq. (3) [31]:

ru=rG:0)(1-507). (©)

where C,(0) = (2¢/57)(37%n,(0))*?, and the last factor
in parenthesis amounts to 0.9. The prediction of Eq. (6) is
plotted as a red line in Fig. 4 and is in excellent agreement
with our measurements without any adjustable parameter.

Alternatively, a power-law fit An” to the data yields an

exponent p = 1.36(15) which confirms the nj/ ? predicted

scaling at unitarity. Finally, fixing p to 4/3 provides the
coefficient A and a value of the homogeneous contact
¢ =0.82(9) in excellent agreement with previous mea-
surements, ¢ = 0.87(3) [17,25]. This demonstrates that
impurity losses act as a microscopic probe of quantum
correlations in a many-body system.

The bosonic or fermionic nature of the probe is of no
importance. Provided the coupling between the impurity
and the resonant gas is weak, our method can also be
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FIG. 4. Boson loss rate versus fermion central density at
unitarity, n, = n,(0). Circles: Experimental data. The red line
is the nj/ 3 prediction of Eq. (6) without any adjustable parameter.

The red shaded area represents the 1o uncertainty resulting from
the error on y.

applied to other mixtures. It gives a framework to interpret
the experimental data on °Li/4°K [22] and, in particular, to
test our prediction on the BCS side of the Feshbach
resonance. It can also be applied to the recently observed
°Li/174Yb [39], °Li/*'K [40], and °Li/’Li [41] dual-
superfluid Bose-Fermi mixtures and even to the case where
one of the collision partners is a photon as in photo-
association experiments [42,43]. Our observation of a loss

rate scaling « n;‘/ 3 at unitarity is in stark contrast with the

generic case n”, where the integer p is the number of
particles involved in the recombination process. A frac-
tional exponent is also predicted to occur for the resonant
Bose gas [5,6] and Fermi gas [27,44].

A first extension of this work is to investigate regimes
where aye = azp > n~'/3 and the Born approximation
breaks down. In this case Efimovian features are expected
to occur [45,46]. Second, our method provides a unique
microscopic way to measure the contact quasilocally in a
harmonic trap. An important perspective is to determine the
homogeneous contact of the unitary Fermi gas at finite
temperature, whose behavior is largely debated near the
normal-superfluid transition [18].
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Résumé

La compréhension des effets des interactions dans un
ensemble de particules quantiques représente un enjeu
majeur de la physique moderne. Les atomes ultra-froids
sont rapidement devenus un outil incomparable pour étu-
dier ces systéemes quantiques fortement corrélés. Dans
cette thése, nous présentons plusieurs travaux portant
sur les propriétés d’'un mélange de superfluides de Bose
et de Fermi créé a l'aide de vapeurs ultra-froides de 7Li
et de L.

Nous étudions tout d’abord les propriétés hydrodynami-
ques du mélange en créant un contre-courant entre les
superfluides. Lécoulement est dissipatif uniquement au
dessus d’'une vitesse critique que nous mesurons dans
le crossover BEC-BCS. Une simulation numérique d’un
contre-courant de deux condensats permet de mieux com-
prendre les mécanismes sous-jacents mis en jeu dans la
dynamique. En particulier, I'étude numérique fournit des
preuves supplémentaires que l'origine de la dissipation
dans nos expériences est liée a I'émission d’excitation
élémentaires dans chaque superfluide.

Finalement, nous nous intéressons aux pertes inélasti-
ques par recombinaison a trois corps qui peuvent limiter
la stabilité de nos nuages. Ces pertes sont intimement
liées aux corrélations a courte distance présentes dans
le systeme et sont ainsi connectées aux propriétés uni-
verselles du gaz quantique. Cela se manifeste notam-
ment par 'apparition de dépendances en densité ou en
température inusuelles du taux de perte lorsque le sys-
téme devient fortement corrélé. Nous démontrons cet
effet dans deux exemples ou les interactions sont réso-
nantes, le cas du gaz de Bose unitaire et celui de notre
mélange de superfluides Bose-Fermi. Plus généralement,
nos travaux montrent que ces pertes inélastiques peu-
vent étre utilisées pour sonder les corrélations quantiques
dans un systéme en fortes interactions.

Mots Clés

Gaz quantiques, mélange de superfluides, vitesse cri-
tique, simulation de Gross-Pitaevskii, gaz de Fermi forte-
ment corrélé, gaz de Bose unitaire, pertes inélastiques,
contact de Tan, corrélations quantiques

Abstract

Understanding the effect of interactions in quantum many-
body systems presents some of the most compelling chal-
lenges in modern physics. Ultracold atoms have emerged
as a versatile platform to engineer and investigate these
strongly correlated systems. In this thesis, we study the
properties of a mixture of Bose and Fermi superfluids
with tunable interactions produced using ultracold vapors
of “Li and SLi.

We first study the hydrodynamic properties of the mixture
by creating a counterflow between the superfluids. The
relative motion only exhibit dissipation above a critical ve-
locity that we measure in the BEC-BCS crossover. A nu-
merical simulation of counterflowing condensates allows
for a better understanding of the underlying mechanisms
at play in the dynamics. In particular, this numerical study
provides additional evidence that the onset of friction in
our experiment is due to the simultaneous generation of
elementary excitations in both superfluids.

Finally, we consider the inelastic losses that occur via
three-body recombination in our cold gases. This few-
body process is intimately related to short-distance cor-
relations and is thereby connected to the universal prop-
erties of the many-body system. This manifests as the
apparition of an unusual dependence on density or tem-
perature in the loss rate when increasing the interactions.
We demonstrate this effect in two examples where inter-
actions are resonant: the case of a dilute unitary Bose
gas and the one of impurities weakly coupled to a unitary
Fermi gas. More generally, our work shows that inelastic
losses can be used to probe quantum correlations in a
many-body system.

Keywords

Quantum gases, mixture of superfluids, critical velocity,
Gross-Pitaevskii simulation, strongly interacting Fermi gas,
unitary Bose gas, inelastic losses, Tan’s contact, quan-
tum correlations
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