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CHAPTER 1

INTRODUCTION

1.1 Backward stochastic differential equation with jumps

The first part of this thesis is dedicated to the study of backward stochastic differential equation
with jumps with exponential quadratic growth and unbounded terminal condition. First we recall
the classical notion of BSDEs in the Brownian setting as well as the jump framework. We also
review the major results on this subject.

1.1.1 Backward stochastic differential equation: The continuous setting

Backward stochastic differential equations were first introduced by Bismut in 1973 [18] and in
the last two decades they became one of the main tools to solve different financial mathematics
problems, for instance, pricing problem, stochastic differential games. In 1990, Pardoux and
Peng [113] generalized this notion for bounded BSDEs with drivers that satisfy a general non-
linear Lipschitz condition. Furthermore, Duffie and Epstein [36] introduced these equations
independently in the context of recursive utility.

Given a complete filtered measurable probability space (Ω,F, (Ft){0≤t≤T},P) generated by
a d-dimensional Brownian motion B, a backward stochastic differential equation is presented
as follows

Yt = ξ +
∫ T

t
fs(Ys, Zs)ds−

∫ T

t
ZsdBs, t ∈ [0, T ], P-a.s. (1.1)

This equation is characterized by:

• Terminal condition ξ which is an FT -measurable random variable.

• Driver f : Ω× [0, T ]× Rk × Rk×d → Rk which is a progressively measurable process.

According to [113], solving this equation consists of finding a couple of progressively measur-
able processes (Yt, Zt)0≤t≤T taking values in Rk × Rk×d satisfying (1.1) such that

E[ sup
0≤t≤T

|Yt|2 +
∫ T

0
|Zs|2ds] < +∞. (1.2)
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The control process Zt steers the process Yt towards the terminal condition ξ and ensures the
adaptedness of Yt to the underlying filtration.

Before proceeding further, let us recall some classical existence and uniqueness results for
BSDEs. We start by introducing a necessary assumption.

Assumption 1.1.1.

• Integrability condition: ft(0, 0) and ξ are square integrable.

• Lipschitz condition: The driver is Lipschitz in (y, z) and uniformly in (t, w) i.e. There exists
a constant K such that, for all (y, ȳ, z, z̄) we have

|ft(y, z)− ft(ȳ, z̄)| ≤ K(|y − ȳ|+ |z − z̄|).

Classically the solution (Y,Z) is defined in the following spaces

• H2 the set of all Rk×d-valued Ft-progressively measurable processes Z such that

E[
∫ T

0
|Zs|2ds] < +∞.

• S2 is the space of Rk-valued Ft-progressively measurable processes Y such that

E
[

sup
0≤t≤T

|Yt|2
]
< +∞.

Theorem 1.1.2. (Pardoux-Peng [113]) Under Assumption 1.1.1, the BSDE (1.1) has a unique
solution (Y,Z) ∈ H2(Rk)×H2(Rk×d).

The proof of this theorem is based on fixed point argument.
Another important result in the one-dimensional case is the comparison theorem given in the
paper of El Karoui and al [43]. This result says that once we can compare the terminal condi-
tions and the coefficients of two different BSDEs, the corresponding solutions can be ordered.
More precisely, the comparison theorem given by EL Karoui and al. in [43] and relaxed in [39]
is stated as follows

Theorem 1.1.3. Let (Y,Z) and (Ȳ , Z̄) be two solutions of BSDEs associated respectively to
(f, ξ) and (f̄ , ξ̄). Then, if whether f or f̄ satisfies Assumption 1.1.1 and

• ξ ≤ ξ̄, f(Yt, Zt) ≤ f̄(Yt, Zt), ∀t ∈ [0, T ], P-a.s.

Then we have Yt ≤ Ȳt, ∀t ∈ [0, T ], P-a.s.
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Several works proposed different approaches or techniques to prove that under weaker
assumptions, either on the driver or on the terminal condition, we can guarante the existence
of the solution. We can mention the case where

• f is locally Lipschitz and grows sub-linearally in z (see Hamadène [60]).

• f has linear growth (see Lepeltier and San Martin [90] ).

• f is uniformly Lipschitz in z and satisfies a monotone condition (see Pardoux [112]).

• f is Lipschitz in z and has polynomial growth in y ( see Carmona and Briand [21] ).

In these papers, authors show existence of the solution using the monotone stability approach,
that is based on approximation of the generator by a converging sequence. The problem is then
reduced to showing the monotone convergence of the approximated BSDEs to the original one.

Quadratic BSDEs

Since their introduction, the main innovation about BSDEs is the study of quadratic BSDEs.
This type of equations have been an object of intensive study during the last decades mainly
due to the wide range of applications including financial problem (dynamic risk measure, port-
folio maximization problem, etc).
As far as we know, BSDEs of this type were first considered by Schroder and Skiadas [125] in
1999 and followed by Kobylanski [84] who showed existence of the solution under the following
assumption

Assumption 1.1.4. Let α0, β0, b ∈ R and c be an increasing continuous function. For all
(t, v, z) ∈ R+ × R1+d

F (t, v, z) = a0(t, v, z)v + F0(t, v, z)

and
β0 ≤ a0(t, v, z) ≤ α0, |F0(t, v, z)| ≤ b+ c(|v|)|z|2.

The existence and uniqueness result of Kobylanski [84] are stated as follow

Theorem 1.1.5. Assume that ξ ∈ L∞ and f satisfies Assumption 1.1.4, then the BSDE (1.1)
has at least one solution (Yt, Zt)0≤t≤T such that Y is bounded a.s and Z ∈ H2. Moreover, there
exists a minimal solution (resp.a maximal solution).

The idea of the proof was inspired by the partial differential equation technics and is based
on the following road mapp.
In the first step, we truncate the driver with respect to y and z to obtain a continuous monotone
sequence of generators with linear growth for which solutions do uniquely exist. In the second
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step, we show that the limit of these solutions exist and solves the original BSDE. Nonetheless,
the technical difficulty in the so-called Kobylanski method is the strong convergence of the mar-
tingale part.
The uniqueness of the solution is also stated in this paper and based on the following compar-
ison theorem.

Theorem 1.1.6. Let (ξ1, f1) and (ξ2, f2) be two sets of parameters such that

• ξ1 ≤ ξ2 and f1
t (Yt, Zt) ≤ f2

t (Yt, Zt), ∀t ∈ [0, T ], P-a.s.

• f1 or f2satisfies the following assumption: For all M ∈ R+ there exist two constants b

and c such that for all t ∈ [0, T ] , |y| ≤M and ∀z ∈ Rd,

|f(t, y, z)| ≤ b+ c|z|2 and |∂f
∂z

(t, y, z)| ≤ b+ c|z|,

∂f

∂y
(t, y, z) ≤ b+ c|z|2.

Then, if (Y 1, Z1) and (Y 2, Z2) are two solutions of the BSDE (1.1) associated respectively to
(f1, ξ1) and (f2, ξ2), one has Y 1

t ≤ Y 2
t , ∀t ∈ [0, T ], P-a.s.

Another approach has been developed by Tevzadze [129] concerning well-possedness of
this type of equations. More precisely, the author proved the existence and uniqueness of the
solutions for BSDEs under locally Lipschitz-quadratic conditions. Although, this approach is
limited to small bounded terminal condition, the strong convergence of martingale part is no
longer needed.

Another important aspect of the theory of quadratic BSDEs is the well-posednes of these
equation under weaker terminal condition. We would like to illustrate this through the following
brief example. Consider a quadratic BSDE of the form dYt = 1

2 |z|
2dt− ZtdBt, ∀t ∈ [0, T ],P-a.s,

YT = ξ.

Applying Itô’s formula to exp(Yt) and taking the conditional expectation, it is easy to see that
Yt = ln(E[exp(ξ)|Ft]) is a solution of the above BSDE. With this simple example we see that it
is sufficient to consider a terminal condition with finite exponential moment.
This direction was first explored by Briand and Hu in [23, 24]. They showed existence and
uniqueness of the solution under the following assumption

Assumption 1.1.7.

• ∀t ∈ [0, T ], (y, z)→ f(t, y, z) is continuous P-a.s,.

10
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• ∀(t, y, z) ∈ [0, T ]× R× Rd , β ≥ 0, γ > 0, α ≥ β
γ , |f(t, y, z)| ≤ α+ β|y|+ γ

2 |z|
2.

• ∃λ > γeβT , E[eλξ] < +∞.

This result was followed by Delbaen et al [34] for a super quadratic growth driver under
a specific Markovian assumption. The authors also argue that when the terminal condition is
bounded, there are cases of BSDEs without any solution as well as infinitely many solutions.

A lot of research followed until Barrieu and EL Karoui [12] proposed in 2013 what is now
known as "the forward approach". This is a new technique to deal with the well-posedness of
quadratic BSDE allowing to find a solution in a direct way. The method is based essentially on
a special class of semimartingale defined as follows

Definition 1.1.8. A quadratic semimartingale Y is a continuous process such that Y = Y0−V +
M with V a local finite variation process and M a local martingale with the following structure
condition Q(Λ, C, δ): For an increasing predictable processes C, Λ, and a constant δ

−δ2d〈M〉t − dΛt − |Yt|dCt � dVt �
δ

2d〈M〉t + dΛt + |Yt|dCt. (1.3)

Note that the symbol "�" means that the difference is an increasing process.

The authors showed that a quadratic semimartingale Y who lives in the spaces Dexp is in fact
a quasi entropic submartingale .i.e for all stopping times σ, τ ,

lnE[exp(−Yτ )|Fσ] ≤ Yσ ≤ lnE[exp(Yτ )|Fσ]. (1.4)

Via the exponential submartingale inequality (1.4), they derive the characterization of this
semimartingale as well as integrability properties to investigate the behavior of this semimartin-
gale as the limit of a sequence of quadratic semimartingale based on an stability result of
Barlow and Protter [11]. Moreover, they prove that the quadratic semimartingale is stable in a
suitable class and obtain different types of convergence of the martingale part.
The novelty of this method is that, it gives in a direct way, an existence result for quadratic
BSDE. To the best of our knowledge, this is the only paper who gave a general existence result
for quadratic BSDEs in the Brownian setting.

What about the uniqueness? The question of uniqueness is much more complicated then
the existence of the solution. In the BSDEs literature the uniqueness result is only obtained
under very limited conditions. More precisely, it requires additional assumptions on the driver
and stands only for bounded terminal condition. We highlight that, Briand and Hu showed in [24]
the uniqueness of quadratic BSDE’s solution for unbounded terminal condition under stronger
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hypothesis. More precisely, they proved comparison theorem where the driver f is convex with
respect to the control process. Using this property and a localization procedure, they obtained
a comparison result which leads to the uniqueness of the solution. This result was extended
later by Mocha and Westray [107] to semimartingale BSDEs.
As explained before, BSDEs are of great theoretical interest due to their connection with various
domains including finance, physics or biology. For an extensive overview of applications, we
refer the reader to the relevant papers of El Karoui et al [120], Hu, Imkeller and Muller [73].

1.1.2 Backward stochastic differential equation : The jump setting

One of the directions who attracted many researchers is the case involving a discontinu-
ity in the dynamics of the state solution. In this setting, the BSDE is no longer driven by
Brownian motion but also by a random jump measure. To be more precisely, let a filtered
probability space (Ω,F,F,P) on which the filtration F = (Ft)0<t<T satisfies the usual condi-
tions of completeness and right continuity. On this stochastic basis, let W a d-dimensional
Brownian motion and µ(ω, dt, de) an independent integer valued random measure defined on
([0, T ]× E,B([0, T ])⊗B(E)), with compensator ν(ω, dt, de).
The BSDE with jumps were first introduced and studied by Tang and Li [128] and it has the
following form

Yt =
∫ T

t
f(s, Ys− , Zs, Us)ds−

∫ T

t
ZsdWs −

∫ T

t

∫
E
Us(e)µ̃(dt, de), ∀t ∈ [0, T ] ,P-a.s. (1.5)

This equation involves a second stochastic integral with respect to a compensated random
measure. More precisely, the compensated random measure µ̃ is given by

µ̃(ω, dt, de) = µ(ω, dt, de)− ν(ω, dt, de),

where the associated compensator ν is absolutely continuous with respect to λ⊗ dt such that

ν(ω, dt, de) = ζ(ω, t, e)λ(de)dt, 0 ≤ ζ ≤ Cν , for some constant Cν .

for a σ-finite measure λ on (E,B(E)) satisfying
∫
E 1∧ |e|2λ(de) <∞ and a bounded P⊗B(E)-

measurable non negative density function ζ. Here, P is the predictable σ-field on Ω× [0, T ].

In [128], Tang and Li studied existence and uniqueness of square integrable solutions un-
der global Lipschitz assumption where the jump is of Poisson type. A solution of the BSDEJ
associated to (f, ξ) consists of a triple (Y,Z, U) ∈ S2 × H2 × H2

ν of progressively measurable
processes such that the equation (1.5) holds.
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Here S2 is the set of real valued RCLL adapted process Y such that

‖Y ‖2S2 := E[ sup
0≤t≤T

|Yt|2] < +∞.

The space associated to the jump component U is H2
ν which is the set of all P̃-predictable

processes U such that

E
[(∫ T

0

∫
E
|Us(e)|2ν(de, dt)

)] 1
2

< +∞,

where P̃ is the respective σ-field on Ω× [0, T ]×E. We also need to define the following space.
For u, ū ∈ L0(B(E), ν), let

|u− ū|2t =
∫
E
|u(e)− ū(e)|2ζ(t, e)λ(de).

Under the following standard assumption, Barles, Buckdahn and Pardoux [10], established an
existence result in order to give a probabilistic interpretation of viscosity solution of semilinear
integral Partial equations.

Assumption 1.1.9.

• The terminal data ξ ∈ L2
T .

• E[
∫ T

0 |fs(0, 0, 0)|2ds] < +∞.

• The generator f is Lipschitz continuous in the following sens: for all (t, y, z, u) ∈ [0, T ] ×
R× Rd × L0(B(E), ν),

|ft(y, z, u)− ft(ȳ, z̄, ū)|2 ≤ K[|y − ȳ|2 + |z − z̄|2 +
∫
E
|u(e)− ū(e)|2ν(dt, de)].

BSDEs with jumps (BSDEJs) and semi-linear partial differential equation (PDEs)
Let us focus now on how BSDEJs are linked to semi-linear PDEs. The starting point is the
Markovian BSDEJs. From a diffusion process (Xs)0≤s≤T defined as the strong solution of the
following standard stochastic differential equation (SDE):

Xt = x0 +
∫ t

0
b(s,Xs)ds+

∫ t

0
σ(s,Xs)dBs +

∫ t

0

∫
E
β(Xs− , e)µ̃(ds, de), ∀t ∈ [0, T ],P-a.s, (1.6)

we define the Markovian BSDE as follows

Yt = g(XT ) +
∫ T

t
fs(Xs, Ys, Zs, Vs)ds−

∫ T

t
ZsdBs −

∫ T

t

∫
E
Vs(e)µ̃(de, dt), ∀t ∈ [0, T ],P-a.s.

(1.7)
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Consider now the following PDE
∂u
∂t (t, x) + Ku(t, x) + f(t, x, u(t, x),∇u(t, x)σ(t, x), Bu(t, x)) = 0, ∀(t, x) ∈ [0, T ]× Rd,

u(T, x) = g(x), ∀x ∈ Rd,
(1.8)

where K, B are defined by

Ku(t, x) := Lu(t, x) +
∫
E

[u(x+ β(x, e))− u(x)−∇u(x).β(x, e)]λ(de). (1.9)

Bu(x) =
∫
E

[u(x+ β(x, e))− u(x)]γ(x, e)λ(de). (1.10)

If we suppose that the PDE (1.8) has a smooth solution then, using Itô formula we can prove
that the BSDEJ (1.7) admits (Yt, Zt, Vt)0≤t≤T := (u(t,Xt),∇u(t,Xt)σ(t,Xt))0≤t≤T as a unique
solution.
This result can be understood as the probabilistic representation of the solution of the semilin-
ear PDE (1.8) via the solution of the BSDE (1.7). This probabilistic representation, also called
Feynman-Kac representation is an interesting tool to solve PDE numerically and to prevent
from the dimension problem. Various results have been obtained in this subject. Among then
we quote Bouchard and Touzi [20], Gobet and al. [53].

As for the Brownian setting, the comparison theorem for BSDEJs is an important result
since it implies the uniqueness of the solution. Although the comparison theorem holds true for
Lipschitz BSDEs in the Brownian one dimensional case, it need further assumption to control
the increment of the jump component in the discontinuous setting.

Royer [121] solves this problem and introduce necessary and sufficient condition to obtain
a comparison result. This condition namely "Aγ-condition" is stated as follows.

Assumption 1.1.10. There exits −1 ≤ C1 ≤ 0 and C2 ≥ 0 such that ∀y ∈ R,∀z ∈ Rd and
∀v, v̄ ∈ L0(B(E), ν).

ft(y, z, v)− ft(y, z, v̄) ≤
∫
E
γy,z,v,v̄t (e)[v(e)− v̄(e)]ν(de), ∀t ∈ [0, T ],P-a.s,

where γy,z,v,v̄ is a P ⊗ B(R1+d) ⊗ B(E)-measurable function satisfying C1(1 ∧ |e|) ≤ γt(e) ≤
C2(1 ∧ |e|).

The comparison theorem is then stated jointly under the following assumption.

Assumption 1.1.11.

• The terminal condition ξ ∈ L2
T .
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• E[
∫ T

0 |fs(0, 0, 0)|2ds] < +∞.

• The driver f is Lipschitz with respect to y, z.

Theorem 1.1.12 (Royer [121]). Assume that 1.1.11 and 1.1.10 are fulfilled. Consider (Y, Z, U)
and (Ȳ , Z̄, Ū) the respective solutions of BSDEJs driven by (f, ξ) and (f̄ , ξ̄). If ξ ≤ ξ̄ and
ft(y, z, u) ≤ ft(ȳ, z̄, ū), then Yt ≤ Ȳt, ∀t ∈ [0, T ],P-a.s.

In 2006, Becherer et al. [15] studied the existence and uniqueness of bounded BSDE’s solution
when the generator is Lipschitz in (y, z) but not necessarily Lipschitz in the jump component.
In this paper, the BSDE is driven by a Brownian motion and a random measure that is possibly
inhomogeneous in time with finite jump activity. More precisely, the authors considered a driver
with the following form

ft(y, z, u) = f̂t(y, z, u) +
∫
E
gt(u(e))ν(de). (1.11)

Assumption 1.1.13.

• |f̂t(y, z, u)− f̂t(ȳ, z̄, ū)| ≤ K[|y − ȳ|+ |z − z̄|+ (
∫
E |u(e)− ū(e)|2ν(dt, de))

1
2 ].

• ∃K1,K2 ∈ [0,+∞) such that |f̂t(y, z, u)| ≤ K1 +K2|y|.

• g is locally Lipschitz in u, uniformly in (t, w) and

 g(t, u) ≤ |u|, if u ≤ 0, dt⊗ P-a.s

g(t, u) ≥ −|u|, if u ≥ 0, dt⊗ P-a.s.
(1.12)

Under the above assumption, the existence result is stated as follows

Theorem 1.1.14. (Becherer et al [15]) Let ξ ∈ L∞. Assume that λ(de) is finite and Assump-
tion1.1.13 is fullfield. Then there exists a unique solution (Y,Z, U) in S∞×H2×H2

ν to the BSDEJ
(1.5).

More recently, Becherer et al. continued in [14] their study by considering an extension to the
infinite activity jumps. Moreover, the authors analyzed a jump market model in which they derive
generalized good-deal valuation bounds for possibly path-dependent contingent claims using
this class of BSDEJ. They also draw a close link between the BSDEs with infinite activity and
the utility maximization problem in finance for power and exponential utility functions.

Quadratic BSDE with jumps

Many attempts have been suggested to relax the assumptions on the driver f as well as on the
terminal condition in the discontinuous framework. In particular quadratic BSDEJ have found
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much attention. However, only few general existing results concerns the quadratic case. Most of
the works are arising form utility maximization problem and hence deals with the wellposedness
of BSDEJ with a specific form of f .

This gap has been successfully filled by El Karoui, Matoussi and Ngoupeyou [42] in the case
of unbounded BSDEs with jumps, where the existence of the solution is provided by means of
forward approach. In this paper the driver satisfies the following quadratic exponential structure
condition

q
t
(y, z, u) = −1

δ
jt(−δu)− δ2 |z|

2− lt− ct|y| ≤ ft(y, z, u) ≤ 1
δ
jt(δu)+ δ

2 |z|
2 + lt+ ct|y| = q̄t(y, z, u),

with l, c are non negative processes and δ is a constant and

jt(δu) :=
∫
E

eδut(e) − δut(e) + 1
δ

ν(dt, de).

Let us point out that the choice of this quadratic exponential structure condition seems to be
natural and realistic. In fact if we look the following canonical example of this type of BSDEJs

Yt = ξ +
∫ T

t

δ

2 |Zt|
2 + 1

δ
jt(δU)dt−

∫ T

t
ZsdWs −

∫ T

t

∫
E
Vs(e)ν̃(dt, de). (1.13)

the solution is the process defined as ρδ,t(ηT ) = 1
δ lnE

[
exp(δηT )

∣∣∣Ft] . Under the simplest driver
structure, we see that the related BSDEJ can characterize an entropic dynamic risk measure (
see [42]) .
The approach exposed in [42] permits to relate these BSDEJs to a quadratic exponential semi-
martingale. In fact, this specific type of semimartingale yields to a suitable dominated inequali-
ties in terms of entropic processes:

ρ−δ,t(UT ) ≤ Yt ≤ ρδ,t(UT ), (1.14)

where UT and UT are two random variables depending only on l, c, δ and ξ.
From this dominated inequalities, the structure properties on the martingale part as well as the
finite variation part are established. Under sufficient integrability condition, we can derive from
the Doob decomposition of this class of semimartingale a general stability result. Then, exis-
tence of the solution of the BSDEJs follows from this stability theorem.
Nonetheless, we have to point out that the extension of the forward approach to the jumps
framework is not straightforward or trivial. In fact, the presence of the jump induces many tech-
nical difficulties and requires some specific arguments.

Afterward, Kazi-Tani, Possamai and Zhou [117] established existence of a solution of Lips-

16



Introduction

chitz quadratic BSDE with jumps by adopting the approach developed in [129] where the main
tool is the fixed point argument. More precisely, under the following condition

• f is uniformly Lipschitz in y.

• There exits µ > 0 and φ ∈ H2
BMO such that ∀(t, y, z, z′ , u)

|ft(y, z, u)− ft(y, z
′
, u)− φt(z − z

′)| ≤ µ|z − z′ |(|z|2 + |z|2).

• There exit ν > 0 and ψ ∈ J2
BMO s.t C1(1 ∧ x) ≤ ψt(x) ≤ C2(1 ∧ x).

|ft(y, z, u)− ft(y, z
′
, u)− 〈ψt, z − z

′〉t| ≤ µ|u− u
′ |t(|u|2t + |u|2t ).

• ft(0, 0, 0) verify some integrability condition.

where ‖φ‖JBMO
= ‖

∫ .
0
∫
E φs(e)µ̃(de, ds)‖BMO for all predictable and B(E)-measurable pro-

cess U defined on Ω × [0, T ] × E and ‖Z‖H2
BMO

= ‖
∫ .

0 ZsdWs‖BMO for all Rd-valued and Ft-
progressively measurable process Z. The authors show that if we assume that ‖ξ‖∞ is small
enough we can obtain existence of the solution. The construction of the solution is done via
a fixed point argument. However, unlike the lipschitz case, the fixed point argument falls when
f has local Lipschitz and quadratic growth. Regarding this and chosen a weighted norm of ξ
, they prove that in sufficiently small ball the contraction can be obtained and hence the map
has a fixed point. The authors also prove that under stronger assumption on f we can have the
existence of the solution of the BSDEJ for any bounded terminal condition.

Recently, Fujii and Takahashi in [52] proved the existence and uniqueness of bounded so-
lution under the exponential quadratic structure of [42]. They also derive sufficient conditions
for the Malliavin differentiability of the solution.

In the context of exponential utility maximization problem, Morlais investigates in [108,109]
the solvability of bounded BSDEJs with the following specific driver

fnt (z, u) = inf
π∈C

[α
2 |πtσt − (z + θ

α
)|2 +

∫
E
jα
(
u− πtβt

)
ν(de)

]
− θtz −

|θt|2

2α .

The author shows the existence and uniqueness results of BSDEs governed by Wiener pro-
cess and Poisson random measure using the monotone stability approach. In this paper, the
particular case of admissible strategies valued in a compact set is considered in a model with
bounded coefficients. More precisely, she characterized the associated value function as the
unique solution of a quadratic BSDEJs using the well known dynamic programming principle.
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A very recent result in this subject is the work of Laeven and Stadje [86], where they in-
vestigate the effect of ambiguity on a portfolio choice and indifference valuation problem. Using
the well known dual approach, they express the value function in term of bounded BSDEJ’s
solution who grows at most quadratically. They proved a general existence result of BSDEJ
with infinite activity jumps. However, the methodology adopted in this paper requires convexity
assumption on the driver.

When the terminal condition is no longer bounded, the literature is less abounding. In fact
the only existing reference in this subject is the paper of El Karoui, Matoussi, and Ngoupeyou
[42]. As explained before, the approach adopted in this paper is the forward approach and the
terminal condition is considered with finite exponential moment as follow

∀γ > 0 E
[
exp (γ

(
eCt,T |ξ|+

∫ T

t
eCt,sdΛs)

)]
< +∞.

The common feature in all these works except [42] is the use of BMO martingale. This
notion plays a crucial role to prove the uniqueness of solutions in the continuous and discontin-
uous setting. In general, the uniqueness of BSDE’s solution where the coefficient is no longer
Lipschitz relies on two arguments:

• Classical linearization technic.

• Change of probability measure (Girsanov theorem).

Hence, to justify the use of Girsanov theorem, we are naturally lead to the BMO structure. More
precisely, a square integrable càdlàg, Rd-valued martingale M on a compact interval [0, T ] with
M0 = 0 is a BMO ( bound mean oscillation) martingale if

ess sup
τ
‖EFτ

[
[〈M,M〉T − 〈M,M〉τ

]
‖∞ ≤ ∞, (1.15)

where ‖X‖∞ = supω∈Ω |X| for any bounded random variable and the supremum is taken over
all stopping times τ valued in [0, T ]. The first important property of this class is that if M is a
càdlàg BMO martingale such that ∆Mt > −1, ∀t ∈ [0, T ], P-a.s, then the stochastic exponential
E(M) is strictly positive uniformly integrable martingale. A consequence of this result is that the
probability measure dQ = E(MT )/dP is well defined. Moreover, M̃ = M + 〈M〉 is a BMO(Q)
martingale.
For further theoretical result about BMO martingales, we refer the interested reader to [81], [80].
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Connection with financial and economics problem

When the jumps arise through a standard Poisson process or a Lévy process, several papers
have been devoted to this type of equation. Among them, we quote Morlais [108], Yin and
Mao [133], Kharoubi and Lim [82], Jiao and al [79], Ankirchner [4]. However, in a general set-
ting that allows infinite activity jumps in the price process, only few papers studied this problem.
Morlais [109] considered utility maximization problem in incomplete market and proved that the
value process can be characterized as a solution of a specific quadratic BSDE with infinite ac-
tivity jumps.
In [14], Becherer et al also analyzed a jump market model in which they derive generalized
good-deal valuation bounds for possibly path-dependent contingent claims using this class of
BSDEJ. They also draw a close link between the BSDE with infinite activity and the utility max-
imization problem in finance for power and exponential utility functions.

Robust utility maximization problem
In general the problem can be formulated as follows

V := sup
π∈A

inf
Q∈P

EQ[U(Xπ
T − ξ)], (1.16)

where P is the set of all possible probability measures and A is the set of admissible trading
strategies. In contrast with standard utility maximization problem in which the "historical" prob-
ability P is well known, the investor has some uncertainty on the probability that describes the
dynamics of the underlying asset. More precisely, instead of solving the utility maximization
problem over one measure, a family of probability measures is considered.
In this context, the main goal of the investor is to find the optimal strategy under the worst
scenario. In order to solve the problem, the information on the set P is fundamental where we
can distinguish two cases, the dominated and non dominated case. So the set P is dominated
means that every probability measure P ∈ P is absolutely continuous with respect to some
reference probability measure in P.
In this case, several papers were devoted to this problem. However the starting point was by
Gilboa and Schmeidler [124] and followed by many others such that of Anderson, Hansen and
Sargent [3] and Hansen et al. [71], [58], [123] among others. In particular, JeanBlanc et al. [78]
generalized the result of Bordigoni et al. [19] and proved that the solution of the robust problem
is the solution of an exponential quadratic BSDE with jumps.
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1.1.3 Summary of the main results

Motivation. In contrast to basic model with continuous paths, the jumps diffusion models,
have been used to quantify and to capture adequately the risk of strong stock price move-
ments. One reason for this move into, is that financial data in many cases cannot be accounting
by a diffusion process and hence cannot provide a realistic observation of financial markets in
a more accurate way.

Started with Merton, the jump diffusion models was developed in several setting. Classically,
these model are build on a Brownian motion and a Poisson process to measure the variation
of the normal asset prices and capture the large movement due to unexpected market infor-
mation. We highlight that, recently, fiancial models allowing infinite activity jumps have been
proposed.

Motivated by these models, our first contribution presented in this thesis is to study the solv-
ability of quadratic BSDEs with unbounded terminal condition in a general jumps setting under
the following assumption.

Assumption 1.1.15.
• Structure condition. ∀(y, z, u) ∈ Rk × Rk×d × L0(B(E), ν),∀t ∈ [0, T ]

−1
δ
jt(−δu)− δ

2 |z|
2 − lt − ct|y| ≤ ft(y, z, u) ≤ 1

δ
jt(δu) + δ

2 |z|
2 + lt + ct|y|, P-a.s.

• Integrability condition.∀γ > 0, E
[
exp (γ

(
eCt,T |ξ|+

∫ T
t eCt,sdΛs)

)]
< +∞,

where lt and Ct are two predictable positive processes.

Under this assumption, we prove the following existence result

Theorem 1.1.16. Suppose that Assumption 1.1.15 and Aγ-condition are fulfilled. Then there
exists a solution (Y,Z, U) ∈ S2 ×H2 ×H2

ν to the BSDEJ (1.5).

We prove the existence of unbounded solution in a general framework using double trun-
cation procedure and a stability theorem for a specific class of semimartingale. The idea of the
construction is based on the following road map.

• Since we are dealing with BSDEs with infinite activity, we first rely on the truncation technics
of Becherer and al [14]. More precisely, we truncate the infinite activity jump measure ν by an
appropriate finite random measure.
• The second one is based on a double approximation of f by mean of the regularization
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function of Moreau and Yosida to recover the case of driver with Lipschitz growth.
Combining the two steps we obtain a sequence of Lipschitz BSDEs with finite activity jumps.
In the other hand, since we rely on the forward approach, the solution of the truncated BSDEs
will be seen as an exponential quadratic semimartingale with the following structure condition
Q(Λ, C):

−δ2d〈M
c〉t − dΛt − |Yt|dCt − jt(−δMd

t )� dVt �
δ

2d〈M
c〉t + dΛt + |Yt|dCt + jt(δ∆Md

t ).

From the entropy properties of this class of semimartingale, we apply a general stability
result to obtain the existence of the solution.
As explained before, the uniqueness of the solution requires further hypothesis. For this reason,
we state the uniqueness result under stronger assumption on the driver with respect to the
control state process Z.
This work is concretized in the preprint [104].

1.2 Backward stochastic differential equation with random coeffi-
cients and jumps

1.2.1 Presentation of the problem and the link with doubly reflected BSDEJs

The second part of this thesis is devoted to the study of BSDE with jumps and unbounded ter-
minal condition in more general framework. The first general setup concerns a class of BSDE
called Generalized BSDE (GBSDEs in short). This class was introduced in the Brownian set-
ting, by Pardoux and Zhang [115] in order to give a probabilistic representation for solutions of
semilinear PDE with nonlinear Neumann boundary condition. This equation has the following
form:

Yt = ξ +
∫ T

t
fs(Ys, Zs, Us)ds+

∫ T

t
gs(Ys)dAs −

∫ T

t
ZsdBs, ∀t ∈ [0, T ],P-a.s. (1.17)

Compared to the classical setting, we consider an additional integral with respect to an in-
creasing continuous real valued process A that is independent of the Wiener process W .

In the paper [115], an existence and uniqueness result are established in the case where the
drivers are monotone with respect to y and uniformly Lipschitz in z. This result was extended
later by El otmani [44] to the Lévy jump setting. Several works have followed and developed
in various subject. Among them we quote Ren and Xia [119], Ren and El Otmani [118] and
Essaky and Hassani [49].
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We should point out that, in all these works, the existence of the solution is based es-
sentially on the fixed point argument. However the main problem in carrying out this method-
ology is that the construction of the contracting map (in an appropriate Banach spaces) re-
quires a strong shape of integrability on the terminal condition of the type E

[
eβT |ξ|2

]
< +∞

or E
[
eβ
∫ T

0 a2
sds|ξ|2

]
< +∞. Unfortunately, since we are looking for unbounded solution, this

approach may fail in our context.

We also consider more general assumptions on the driver. More precisely, we are looking
for unbounded solution of Generalized BSDEJ where f has general stochastic growth.
Classically in the study of BSDEs, well-posedness results are obtained in the case where f

satisfies some uniformly growth condition. However since BSDEs become an indispensable
tool in various topics, these type of assumptions are too restrictive to be assumed and they are
not verified in general.
If we look for the simplest example of a pricing problem in a Black and Scholes market we
can see that the fair price of an European options is given by the solution of a linear BSDE
associated to (r(t)Yt + θ(t)Zt, ξ), where θ and r are stochastic. Unfortunately, the interest rate
and the risk premium are in general not bounded in the market.
In this sens, El karoui and Huang [40] introduced the following "Stochastic Lipschitz" hypothesis

Assumption 1.2.1. [40]

• There are two predictable positive processes θ, r such that for all (t, y, ȳ, z, z̄) ∈ [0, T ] ×
R2d × R2n×d, |ft(y, z)− ft(ȳ, z̄)| ≤ rt|y − ȳ|+ θt|z − z̄|.

• E
[∫ T

0
exp(β

∫ t

0
α2
sds)
|f(t, 0, 0)|2

α2
t

dt

]
< +∞, where α2

t := rt + θ2
t , βt > 0.

• E
[

sup
0≤t≤T

expβ
∫ T

0
α2
sds|ξ|2

]
< +∞.

Under this assumption, the authors established existence and uniqueness results for the fol-
lowing BSDE driven by a general càdlàg martingale and an increasing process

−dYt = f(t, Yt, Zt)dCt − Z∗t dMt − dNt, ∀t ∈ [0, T ], P-a.s.

This result was extended in different direction

• Bender and Kohlmann [16] who studied BSDEs with random time under this condition.

• Bahlali et al. in [8] studied the case where the coefficient satisfies the Lipschitz Condition
w.r.t z and some stochastic monotone condition in y.
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• Essaky [50] extended this result to doubly reflected BSDEs with stochastic quadratic
growth in z.

• Briand and Confortola [22] and Wang et al [130] among others.

To solve the unbounded generalized BSDE with jumps (1.17) under stochastic quadratic growth
we were inspired by the work of Bahlali, Edhabi, Ouknine [7]. In this paper the authors gives
a totally different approach to tackle the problem of existence and uniqueness of quadratic
BSDE’s solution in the continuous setting. This approach is based mainly on existing results of
doubly reflected BSDEs.
In the following we explain the approach in more details. The existence of the solution of BSDE
with a driver f satisfying the following structure condition

|fs(y, z)| ≤ a+ b|y|+ h(y)|z|2 = gs(y, z),

is based on the following road map. The first step is to prove that the BSDE associated re-
spectively to g and −g admits a maximal solution. More precisely, we denote respectively by
(Y g, Zg) and (Y −g, Z−g) the associated solution of

Y g
t = ξ +

∫ T

t
gs(Y g

s , Z
g
s )ds−

∫ T

t
ZgsdBs, ∀t ∈ [0, T ], P-a.s.

Y −gt = ξ +
∫ T

t
−gs(Y −gs , Z−gs )ds−

∫ T

t
Z−gs dBs, ∀t ∈ [0, T ], P-a.s.

In fact the solution process Y −g and Y g will be seen respectively as the obstacle L and U of
the following doubly reflected BSDEs

Yt = ξ +
∫ T
t fs(Ys, Zs)ds−

∫ T
t ZsdBs +K+

T −K
−
T , ∀t ∈ [0, T ], P-a.s.

Lt = Y −gt ≤ Yt ≤ Ut = Y g
t , ∀t ∈ [0, T ], P-a.s.∫ T

0 (Ys − Ls)dK+
s =

∫ T
0 (Ys − Us)dK−s = 0, P-a.s.

Relying on the result of Essaky [50] related to doubly reflected BSDE, we can deduce the exis-
tence of the solution of the above system. Finally, if we show that the processes dK+ = dK− =
0, we can deduce existence result for non reflected case.
Our goal is to extend this result to a jump setting which leads naturally to the study of general-
ized doubly reflected BSDEs with infinite activity jumps and where the driver satisfies a general
stochastic structure condition.
Unfortunately, as far as we know, there is no existing result on this subject. Hence, as a first
step, we concern ourselves to the well-posedness of doubly reflected BSDEJ’s where the driver
has a general stochastic growth and unbounded terminal condition.
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1.2.2 Doubly Reflected BSDEJs

As already mentioned, we fix our attention on BSDEJs with two reflecting barriers. These equa-
tions are commonly called doubly reflected BSDEJs (DRBSDE in short) and were first intro-
duced and studied by Cvitanic and Karatzas [32]. However the notion of BSDEs with constrains
started with the seminal paper of El Karoui, Kapudjian, Pardoux, Peng and Quenez [41] as the
generalization of the work of Pardoux Peng [113].
Intuitively, the solution of these equation are constrained to be greater then a given process
called obstacle. In this situation, the reflected BSDE takes the following form

Yt = ξ +
∫ T

t
fs(Ys, Zs)ds−

∫ T

t
ZsdBs +KT −Kt, ∀t ∈ [0, T ], P-a.s,

together with the following constraints Lt ≤ Yt, ∀t ∈ [0, T ], P-a.s.∫ T
0 (Ys − Ls)dKs = 0, P-a.s.

This system is also charcterized by an extra term K, which turns out to be crucial to the well
posedness of those equation. This increasing process has to fulfilled the Skorohod condition,
which means that K operate in a minimal way so that it only acts when the process Y try to
over pass the obstacle L.
El Karoui et al. [41] proved in this paper, the existence of a unique L2-bounded solution when
the generator satisfies uniform Lispchitz condition with respect to the processes (Y,Z). In
addition, the obstacle L which is a continuous progressively measurable process satisfies
E[supt∈[0,T ](L+

t )2] < +∞.
The authors also draw a close link between reflected BSDE and optimal stopping control prob-
lem. More precisely, they show that the solution process Yt characterize the value of an optimal
stopping problem as follow

Yt = ess supτ∈TtE
[∫ τ

t
fs(Ys, Zs)ds+ Lτ1τ<T + ξ1τ=T |Ft

]
, (1.18)

where T is the set of all stopping times dominated by T and Tt := {τ ∈ T; t ≤ τ ≤ T} . In terms
of applications, they proved that the reflected BSDEs are intrinsically linked to the hedging
problem for American options.

Since then, this class of BSDE has been widely studied in the literature. In [103], Matoussi
proved existence of the solution where the driver have linear growth with respect to (y, z).
Afterwards, Kobylanski et al [85] showed the existence of one dimensional BSDEs solution in
the case when the terminal condition and the barrier are uniformly bounded. Also, the driver
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has superlinear growth in y and quadratic growth in z as follow

|f(, y, z)| ≤ l(y) + C|z|2 and
∫ +∞

0

1
l(t)dt =

∫ 0

−∞

1
l(t)dt = +∞.

Several works has been obtained in this subject under weaker assumptions. We mention the
work of Hamadène and Popier [69] or Klimsiak [83] who treated separately the case where f is
continuous and monotone in y, Lipschitz continuous with respect to z and Lp-integrable data.
When f is Lipschitz and the barrier is RCLL, Lepeltier [92] and Hamadène [62] also investi-
gated this problem. Lepeltier, Matoussi and Xu [91], considered the case of driver who grows
arbitrary with respect to y. Xu [132] treated the case when the terminal condition is bounded
and the driver is quadratic in z and monotone with arbitrary growth in y.

Later, Lepeltier and Xu [93] extended the result of [23] to the reflected setting and prove
the existence of maximal solution in the case when the obstacle is bounded and the driver is
linear increasing in y with quadratic growth in z as follow : there exits α, β ≥ 0 , γ > 0 satisfying
α ≥ β

γ , |f(t, y, z)| ≤ α+ β|y|+ γ
2 |z|

2.

The extension to the unbounded obstacle case is obtained by Bayraktar and Yao [13].
More recently, Essaky et al [50] treat the case where the driver has general stochastic quadratic
growth without assuming any integrability condition on the terminal data.

Building upon these works, RBSDE has been extended to jump setting as well as in more
general settings( general martingale [9]). Among these works we mention the existence of the
solution when
• f is uniformly Lipschtz, ξ is square integrable and the obstacle is RCLL with E[supt(St)2] <
+∞ (see Essaky [48]),
• ξ is suqare integrable , f is uniformly Lipschitz and the barrier (St)t≤1 is a càdlàg process with
inaccessible jumps (see [68]).
•When the obstacle process has arbitrary jump structure (see [67]).

Doubly Reflected BSDEs

As we mentioned before, Cvitanic and Karatzas [32] introduce the notion of doubly reflected
BSDE. Unlike reflected BSDE, the solution of the doubly reflected BSDE is maintained between
two barriers L and U with a minimality condition that is the process K+ and K− only act when
Y reaches the obstacle L and U .

In contrast with reflected BSDE we need to add additional assumption on the barrier to get
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the existence result. In [32], the authors propose two different assumptions on the obstacle to
get an existence result.
The first one is called "the Mokobodski condition" : This condition postulates that there exists
two positives uniformly square integrable supermartingales h1 and h2 such that: ∀t ∈ [0, T ], Lt ≤
h1
t − h2

t ≤ Ut.
The second one is that the two barriers are quasi-semimartinagles. They show that under either
the first or the second condition and

E
[
|ξ|2 +

∫ T

0
|f(t, 0, 0)|2dt+ sup

0≤t≤T
(|Ut|2 + |Lt|2)

]
< +∞,

there exist a unique solution. The reason for preferring the last condition to the first one is sim-
ply that the Mokobodski’s condition can be difficult to verify.

In general there is two possible approachs to solve the problem .
− Penalization procedure. This approach has been widely studied in the literature. However the
first work using this technique is of El karoui and al [41]. Roughly speaking, the reflected BSDE
can be viewed as limit of penalized BSDEs. Consider (Y n, Zn) the solution of the following
BSDE

Y n
t = ξ +

∫ T

t
fs(Ys, Zs)ds+ n

∫ T

t
(Y n
s − Ls)−ds−

∫ T

t
Zns dBs ∀t ∈ [0, T ],P-a.s. (1.19)

In addition to the driver, the term n(Y n
s − Ls)−dt measures how far the solution Y n violate the

obstacle Lt. When the penalty parameter n goes to infinity, it ward off Y n from passing under
L. Setting Kn

t := n(Y n
t − Lt)−dt and showing that (Y n, Zn,Kn) converges in some sens to

(Y, Z,K) in an appropriate spaces then we have that the limit of (Y n, Zn,Kn) solves the origi-
nal reflected BSDE.
− Picard iterative method. This approach is based essentially on the construction of an iter-
ative sequence of processes (Y n, Zn,Kn). If one can prove that the sequence (Y n, Zn,Kn)
converges in some sens then we can say that the limit is a solution to the reflected BSDE. As a
final step, we prove that the solution (Y,Z,K) is the fixed point of a contracting mapping in an
appropriate spaces.

DRBSDE in the Brownian seting as well as the jump setting have been considered by many
authors. In the Brownian setting, we cite the work of Hamadène Lepeltier and Matoussi who
investigated in [59] the existence of solution for DRBSDE when the driver has linear growth
by assuming regularity condition on the one barrier and also the existence of a positive semi-
martingale between the barriers constraints. Later, Hamadène and Hassani [63] generalize the
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result of [59] and proved the existence of the solution when the barriers are completely sepa-
rated .

Under the Mokobodski condition, Bahlali et al. [9] treated the case where the driver has lin-
ear growth in y and quadratic in z. This result was followed by Hdhiri and Hamadène [65], they
establish an existence result by assuming that the barriers are completely separated. Essaki
and Hassani [50] proved existence and uniqueness of the solution of doubly reflected BSDE
under more general assumption on the data by considering a driver with quadratic stochastic
growth i.e |fs(y, z)| ≤ ζs(w) + Cs(w)

2 |z|2 without imposing any integrability condition on the ter-
minal condition. This result was generalized later by Essaky, Hassani and Ouknine to the case
of RCLL obstacles.
More recently, Baadi and Ouknine [6] have studied doubly reflecting barrier BSDEs when the
noise is driven by a Brownian motion. They showed existence and uniqueness of the solution
when the reflecting barrier don’t satisfy any regularity assumption.

Several authors have been regarding to extend these results to the discontinuous setting by
adding a stochastic integral with respect to a jump measure. Among them, we cite the work of
Crepey and Matoussi [31] who considered the case when the driver f is Lipschitz the Obstacles
satisfy the Mokobodski’s condition.

When the obstacles are completely separated, Hamadène and Hassani [63] showed that
the DRBSDE driven by a Brownian motion and a Poisson noise has a unique solution. Let us
mention that, in their study the proces Y has only inaccessible jumps. This result was general-
ized later by Hamadène and Wang [70].
Hamadène and Lepeltier [66] generalized the results of [32] in order to solve a non anticipa-
tive mixed zero-sum game. Doubly reflected BSDE is further developed to different framework,
such work includes that of [30,37,38,51,64] among others.

1.2.3 Summary of the main results

The second contribution of this thesis is to study doubly reflected BSDEs with jumps in general
setting. We prove the existence of a unique solution under a general structure condition. More
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precisely, we study the following system

(S)



Yt = ξ +
∫ T
t fs(Ys− , Zs, Vs)ds+

∫ T
t dRs+

∫ T
t gs(Ys)dAs −

∫ T
t ZsdBs −

∫ T
t

∫
E Vs(e)µ̃(ds, de)

+
∫ T
t dK+

s −
∫ T
t dK−s , 0 ≤ t ≤ T, P-a.s.

Lt ≤ Yt ≤ Ut and
∫ T

0 (Us − Ys−)dK+
s =

∫ T
0 (Ys− − Ls)dK−s = 0, 0 ≤ t ≤ T, P-a.s,

where

• B is a d-dimensional Brownian motion.

• µ̃ = µ− ν is a compensated random measure.

• f : Ω× [0, T ]× R2+d → R is a P-measurable continuous function with respect to (y, z, v).

• g : Ω× [0, T ]× R→ R is a P-measurable continuous function with respect to y.

• R is a P-measurable and continuous process such that there exist two continuous non
decreasing process R+ and R− with R−T < +∞ and R+

T < +∞ satisfying R = R+ −R−.

• A is P-measurable continuous non decreasing process such that A0 = 0 and AT < +∞.

First, we define the solution of generalized doubly reflected BSDEJs associated to (fds+gdAs+
dRs, L, U) as the quintuple (Y,Z, V,K+,K−) ∈ D×L2,d ×L2

ν ×K2 such that the system (S) is
satisfied. More precisely, we look for solution in the following spaces
L2,d is the spaces of Rd -valued and P-measurable processes such that

‖Z‖2L2 :=
∫ T

0
|Zs|2ds < +∞, P-a.s.

L2,d
ν is the space of predictable processes such that

‖U‖2L2
ν

:=
∫ T

0

∫
E
|Us(e)|2ν(de, ds) < +∞, P-a.s.

K the space of P-measurable continuous non decreasing process such that K0 = 0.
D (respectively Dc) the space of R-valued P-measurable càdlàg processes resp. (∆Yt = 0).
We ask the data (fds+ gdAs + dRs) to verify the following assumptions

Assumption 1.2.2 (Assumptions on the drivers).

• The first assumption characterize the growth of the driver f with a lower and an upper
bound: For every (y, z, v) ∈ R × Rd × L0(B(E), ν), there exist δ > 0 and two positives
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processes η and C respectively in L1(Ω, [0, T ]) and Dc such that

q
s
(y, z, v) = −ηs(w)− Cs(w)

2 |z|2 − 1
δ
J(v)

≤ fs(w, y, z, v) ≤ q̄s(y, z, v) = ηs(w) + Cs(w)
2 |z|2 + 1

δ
J(v),

dt⊗ dP-a.s, (w, t) ∈ Ω× [0, T ], where

J(v) =
∫
E

(
eδv(e) − δv(e)− 1

)
ν(de).

• The second assumption consists in specifying a lower and upper bound for g: For all
y ∈ [Ls(w), Us(w)],

|gs(w, y)| ≤ 1 A(dt)⊗ P(dw)-a.s.

• The last assumption known as the ”Aγ-condition ” deals with the increments of the driver
f with respect to the jump component: For all (y, z, u, ū) ∈ R × Rd × L0(B(E), ν) there
exists a P⊗B(Rd+2)⊗B(E)-measurable function γ where C1 ≤ γ ≤ C2 with −1 < C1 ≤
0, C2 ≥ 0,

ft(y, z, v)− ft(y, z, v̄) ≤
∫
E
γt(e)[v(e)− v̄(e)]ν(de).

We will always assume that the upper and lower obstacle L and U verify the following
properties

Assumption 1.2.3. (Assumptions on the Obstacle)
(i) There exists a semimartingale S with the following decomposition

S = S0 + V +
. − V −. +

∫ .
0 αsdBs, where S0 ∈ R, V +

. , V
−
. ∈ K and αs ∈ L2,d, P-a.s.

(ii) Lt ≤ St ≤ Ut, Lt ≤ 0 ≤ Ut, ∀t ∈ [0, T ],P-a.s.

(iii) For all R ∈ K, dRt ≥ 0, ∀t ∈ [0, T ],P-a.s.

Let us point out that these assumptions are not restrictive and weaker than the existing
assumption in the literature. Let us expose the example treated in [50].
We consider the case where the driver has general growth in y and quadratic growth in z.
Let η̂, η̃ ∈ L1([0, T ]) and a progressively measurable functions ϕ,Φ, ψ such that ∀t ∈ [0, T ],
∀y ∈ [Ls, Us], ∀z ∈ Rd, we have

|fs(w, y, z)| ≤ η̃s(w, z) + Φs(w, y) + ψ(s, w, y)|z|2, |gs(w, y)| ≤ η̂s(w) + ϕs(w, y).
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We can see that the above structure condition holds in this case and thus, if we choose η and
C as follow

ηt(w) = η̃t(w) + sup
s≤t

sup
α∈[0,1]

|Φs(w,αLs + (1− α)Us|

Ct(w) = 2 sup
s≤t

sup
α∈[0,1]

|ψs(w,αLs + (1− α)Us|.

and

|gt(w, y)| ≤ η̂t + sup
s≤t

sup
α∈[0,1]

|ϕs(w,αLs + (1− α)Us]| = η̄t(w) ≤ 1 + η̄t(w), (1.20)

Put gt(w, y) = gt(w,y)
1+η̄t and dAt = (1 + η̄t)dAt in the BSDE (1.17), we see that g also satisfies the

above assumption. Our goal is then to find a solution to the Generalized DRBSDE with jumps
(S) under assumptions 1.2.2 and 1.2.3.

Theorem 1.2.4. Assume that Assumptions 1.2.2 and 1.2.3 are fulfilled then the doubly re-
flected BSDE with jumps associated to (f̄ds+ dR̄s + gdAs, ξ, L̄, Ū) has maximal solution.

The construction’s scheme of the solution is as follow. Following the classical terminology in the
quadratic BSDE literature, we begin by an exponential change of variable. This transformation
enables us to obtain another doubly reflected BSDE with more tractable coefficients. However,
unlike the classical results on BSDE, this exponential transformation did not lead to a Lipschitz
one. We are thus led naturally to a trancature procedure.
The second step will be the truncation procedure to obtain an approximation sequence of glob-
ally Lipschitz doubly reflected BSDEJs. More precisely, let us introduce the sequence of DRB-
SDE with jumps.

Y n,i
t = ξ +

∫ T

t
fns (Y n,i

s , Zn,is , Un,is )ds+
∫ T

t
gns (Y n,i

s )dAns +
∫ T

t
dRis −

∫ T

t
Zn,is dBs

−
∫ T

t

∫
E
V n,i
s (e)µ̃(ds, de) +

∫ T

t
dKn,i+

s −
∫ T

0
dKn,i−

s , 0 ≤ t ≤ T,P-a.s.

with the constraint
Lt ≤ Y n,i

t ≤ Ut, 0 ≤ t ≤ T, P-a.s.∫ T

0
(Y n,i
s− − Ls)dK

n,i+
s =

∫ T

0
(Uns − Y

n,i
s− )dKn,i−

s = 0, 0 ≤ t ≤ T,P-a.s.

To insure that the approximated coefficient conserves all the properties of f , we truncate the
driver by means of sup-convolution .
Thanks to this truncation procedure, the coefficients f and g are respectively Lipschitz in (y, z, v)
and y. However, since we work under weaker assumptions, we introduce a family stopping time
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τi = inf
{
t ≥ 0;At +Rt + Ct +

∫ t
0 ηsds ≥ i

}
∧ T. We show that this approximated BSDE has a

unique solution.
The solution is then constructed by proving a monotone limit theorem and achieving the con-
vergence of the Lipschitz DRBSDEs constructed by the above trucation procedure. Then we
show that the limit of those solution indeed solves the original DRBSDEJ. As a final step we
comeback to our initial system and prove that admit a solution using a logarithmic transforma-
tion.
This work is concretized in the preprint [105].

1.3 Mean-field FBSDEs with jumps and application

The Last chapter of this thesis is dedicated to fully coupled Mean field FBSDEs with jumps and
applications to the energy storage problem.

1.3.1 Forward Backward stochastic differential equation with jumps

An abundant literature has been dynamically devoted to investigate the solvability of forward
backward stochastic differential equation (FBSDEs) as they naturally arise in the various field
such as in finance (stochastic control problem), economics (contract theory) and Partial Differ-
ential equation ( PDEs).

Forward-Backward SDEs were first introduced in the continuous framework by Antonelli in
his Phd thesis [5]. He studied the well-posedness of these equations over a sufficiently small
time duration. The author also argue through a counter example that, over a considerable time
period, the solvability of the FBSDEs may fail. The same problem was solved by Pardoux and
Tang [114] and proved continuous dependence of the solution on parameters. The authors also
make a link with quasi parabolic PDE.

Forward Backward SDE driven by a Brownian motion have been studied by several authors
using different approaches. Let us mention here the main approaches developed in the litera-
ture.

• Four step method. This method goes back to Ma, Protter and Young [100] and based
essentially on PDE technics and probability method. In this paper, they proved existence and
uniqueness of the solution of fully coupled FBSDEs when the coefficients are deterministic sat-
isfy the non degeneracy condition (σ is non degenerate ). They also showed that the solution
is closely linked to some quasilinear PDE.
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• The continuation method. Developed in [74] by Hu and Peng, it can be seen as a prob-
abilistic approach. They proved existence and uniqueness under an arbitrary time horizon by
relaxing the degeneracy condition with some monotonicity condition.
This result was followed by many others. Among them, we quote Peng and Wu [116], Yong
[135,136]. In [116] the authors also showed some results about the links between FBSDEs and
some linear quadratic stochastic optimal control problem using the maximum principle. We also
refer to the paper of Yu and Ji [139] who studied the linear quadratic non zero sum games in
term of FBSDE.

We also mentioned the work of Delarue [33] for decoupled FBSDEs. The existence and
uniqueness are both proved in this paper using a fixed point argument and the so-called ’four
step approach’. This result was extended later by Zhang [137].
• Unified approach. Developed in [101] by Ma et al. to study the solvability of a general type of
FBSDE namely coupled FBSDE.

We can describe the difference between decoupled or coupled FBSDEs system as follows:
− The system of FBSDEs is said to be decoupled if the randomness of the terminal condition
and the coefficients comes from a Forward SDE and does not depend on the BSDE’s solution.
Moreover, if the coefficients are deterministic, then the backward equation exhibits a Markovian
property.
− Coupled FBSDEs: when the dependence of the coefficients of the Forward SDE is related to
the Backward solution.

FBSDEs was extended naturally to the jumps setting. This subject started with the work
of Zhen [138], where the author proved existence and uniqueness results for FBSDEs driven
by a Brownian motion and a Poisson random measure. Later, Wu [131] generalized the result
of [138] to fully coupled FBSDEs with jumps over a random interval. Recently, Situ [134] dis-
cussed the existence and uniqueness of the solution under the monotonicity condition using a
probabilistic method.

Motivated by stochastic differential game and partial differential-integral equations (PDIE),
Li and Wei [96], studied some Lp-estimates as well as an existence and uniqueness result re-
lated to fully coupled FBSDE with jumps.

When it comes to application, a large trend of literature has been developed dynamically
especially in connection with stochastic optimal control problem for random jumps and mathe-
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matical finance. We refer the interested reader to the work of Oksendal and Sulem [110,111] ,
Shi [126,127] and the reference therein.

1.3.2 Mean field theory

Mean-field game were first introduced around 2006 by Lasry, Lions [87–89,99] and separately
by Caines, Huang, Malhamé [75–77] in the engineering topics. The origin of mean field theory
comes from statistical physics where they study the interaction of particles as well as the impact
of the whole system on the behavior of every single partical. The mean-field game (MFGs in
short) is the study of the asymptotic limits of a stochastic differential game of a large number of
identical agents where their actions are influenced by the empirical distribution of the states of
the ensemble players.

Let us describe informally the mean field setting. From a mathematical point of view MFGs,
are captured typically by a system of forward Fokker-Plank equation and Backward Hamilton
Jacobi Bellman (HJB): 

∂tu− σ4u+H(x,∇(x, t)) = f(x,m(t)),

∂tm− σ4m− div(mDpH(x,∇u)) = 0,

m(0) = m0, u(x, T ) = g(x,m(T )),

(1.21)

where m is the density of probability measure. We consider that a representative player control,
through a process α , his own dynamics dxt = αtdt+σdWt, x(0) = x0, in order to minimize the
following cost function

E[
∫ T

0
[L(xt, αt) + f(xt,m(t))]dt+ g(xT ,m(T ))]. (1.22)

If the value function u of the problem (1.22) is smooth enough, then using standard control
techniques the optimal control α?(x, t) is given by the first equation (Backward HJB equation)
in (1.21). The second equation describes the aggregation of the action of the players. It presents
the movement of the agents in time based on their initial distribution.

Since the seminal paper of Lasry and Lions, the literature on mean-field topic has expe-
rienced a significant increase in attention during this decades (see e.g Gomes [54–56], Car-
dialaguet [28] among others).
In particular, it is significantly used in divers areas such as in economics, finance, public wealth
and power system. We can mentioned the work of Espinoza and Touzi [47] for investment prob-
lem, Elie, Mastrolia and Possamai [46], Aid et al. [1] for principal agent problem and Alasseur
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et al. [2] for energie storage model.

For a more complete overview of the theory, we refer the reader to the books of Bensoussan
et al. [17], Carmona, Delarue [29] or the notes of Cardaliaguet [27]. In particular, we refer to the
paper of Lasry and Lions [57] for it application to Economics, Finance and game theory.

Motivated by theses works, Buckdahn, Djehiche and Li [25] introduced a new class of BS-
DEs namely Mean-field BSDEs. Following that study, Buckdahn, Li and Peng [26] have anal-
ysed existence and uniqueness of the solution and stated a comparison result for this type of
BSDEs. The connection with some some type of PDE was also established. This result was
generalized later by Min and Peng [106] to the case of fully coupled mean-field FBSDEs in the
Brownian setting using a continuation method.

As for classical BSDEs, various applications have been considered in the mean field con-
text, notably mean field control problem. For instance, Li et al. [98] investigated a linear quadratic
optimal control problem and draw a correspondence with FBSDEs of mean-field type using a
classic convex variation principle combined with variational method, Ma et al. studied the non
convex control domain case and Tang and Meng generalized the result of [98] to the jump set-
ting.

In this context, Min and Li [95] considered a new type of BSDEs namely mean-field BSDEs
with jumps coupled with the value function. The authors proved that this type of BSDEs admits
a unique solution, and established a comparison theorem as well as a dynamic programming
principal. More recently, the authors extended their result [95] to the case of fully coupled mean-
field BSDEs with poisson jump measure [97].

1.3.3 Summary of the main results

Existence and uniquess results for fully coupled mean-field FBSDEJs. Motivated by the
above works on control problem, we investigate in this chapter fully coupled mean field FBSDEs
driven jointly by a Brownian motion and a jump random measure and where the coefficients de-
pend on Z andK. We prove existence and uniqueness under two different assumptions without
imposing the non-degeneracy condition in the forward equation.
More precisely, we consider a system of fully coupled mean field FBSDEJs of the following form
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(S)



Xt = X0 +
∫ t

0
bs(Xs, Ys, Zs,Ks,P(Xs,Ys))ds+

∫ t

0
σs(Xs, Ys, Zs,Ks,P(Xs,Ys)))dWs

+
∫ t

0

∫
E
β(s,Xs− , Ys− , Zs,Ks,P(Xs,Ys))π̃(ds, de), 0 ≤ t ≤ T, P-a.s.

Yt = g(XT ,PXT ) +
∫ T

t
hs(Xs, Ys, Zs,Ks,P(Xs,Ys))ds−

∫ T

t
ZsdWs −

∫ T

t

∫
E
Ks(e)π̃(ds, de),

where X0 = x0 for deterministic x0 ∈ Rd and terminal condition YT = g(XT ,PXT ), W is a m-
dimensional Brownian motion and π̃ is compensated random jump measure.

For any random variable X on (Ω,F,F,P), we denote by PX its probability law under P. We
denote by M2(Rd) the set of probability measures on Rd with finite moments of order 2 equipped
with the 2-Wassertein distance

W2(µ, µ′) := inf{(
∫
Rd×Rd

|x− y|2F (dx, dy))
1
2 , F ∈M2(Rd × Rd) with marginals µ, µ

′}

:= inf{(E|ξ − ξ′|2)
1
2 : µ = L(ξ), µ′ = L(ξ′)},

where L(ξ) and L(ξ′) are respectively the law of ξ and ξ
′

and the infimum is taken over
F ∈M2(Rd × Rd) with marginals µ and µ

′
.

Notice that if X1 and X2 are random variables of order 2 with values in Rd, then we have the
following inequality involving the Wasserstein metric between the laws of the square integrable
random variables X1 and X2 and their L2- distance:

W2(PX1 ,PX2) ≤
[
E|X1 −X2|2

] 1
2
. (1.23)

We make the following standing assumptions on the maps under consideration.

1- For φ ∈ {f, h, g, σ} , φ is Lipschitz w.r.t x, y, z, k, ν with Cxφ , Cyφ, Ckφ, Czφ and Cνφ as the
Lipschitz constants.

2- The function g : Ω × Rd ×M2(R2) → Rd is Lipschitz in (x, µ) i.e. there exists C > 0 such
that for all x, x′ ∈ Rd and for all µ, µ′ ∈M2(Rd),

|g(x, µ)− g(x′, µ′)| ≤ C(|x− x′|+ d(µ, µ′)),P-a.s. (1.24)

We investigated the well-posedness of these equations under different assumptions.The first
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main result in this chapter is shown under the following hypothesis

(H1)



(i) There exists k > 0, s.t ∀t ∈ [0, T ], ν ∈M2(Rd × Rd), u, u′ ∈ R2d+d×d × L0(B(E), ν)

A(t, u, u′, ν) ≤ −k|x− x′|2,P-a.s.

(ii) There exists k′ > 0, s.t ∀ν ∈M2(Rd × Rd), x, x′ ∈ Rd

(g(x, ν)− g(x′, ν)).(x− x′) ≥ k′|x− x′|2,P-a.s.

Theorem 1.3.1. Under Assumption (H1), there exists a unique solution U = (X,Y, Z,K) of
the mean-field FBSDE with jumps (S).

To do so, we use an approximation scheme based on a spike perturbation on the forward
diffusion. More precisely, the idea behind is to consider a perturbed scheme of the following
form:
Let δ ∈]0, 1] and define a sequence of processes (Xn, Y n, Zn,Kn) defined recursively by
• (X0, Y 0, Z0,K0) = (0, 0, 0, 0), ∀n ≥ 1, Un = (Xn, Y n, Zn,Kn), which satisfies



Xn+1
t = X0 +

∫ t

0
[bs(Un+1

s , νns )− δ(Y n+1
s − Y n

s )]ds+
∫ t

0
[σs(Un+1

s , νns )− δ(Zn+1
s − Zns )]dWs

+
∫ t

0

∫
E

(
βs(Un+1

s , νns )− δ(Kn+1
s −Kn

s )
)
π̃(ds, de),

Y n+1
t = g(Xn+1

T , µnT )−
∫ T

t
hs(Un+1

s , νns )ds−
∫ T

t
Zn+1
s dWs −

∫ T

t

∫
E
Kn+1
s (e)π̃(ds, de).

(1.25)
We show that, in this case, the above explicit scheme converges, since we obtained that

E[|X̂n+1
T |2] + E[

∫ T

0
‖Ûn+1

s ‖2ds] ≤ θ

γ
E[|X̂n

T |2] + E[
∫ T

0
‖Ûns ‖2ds],

where ‖U‖2 := |x|2 + |y|2 + ‖z‖2 + |k|2t , for any u = (x, y, z, k) ∈ R× R× Rd×d × L0(B(E), η)

γ := min(k′ −
Cνg ε

2 , k − ε̃Cνh
2 , (δ − κδ

2 −
ε̃Cνf

2 ), (δ − κδ

2 −
ε̃Cνσ

2 ), (δ − κδ

2 −
ε̃Cνβ

2 ))

θ = max(
Cνg
2ε ,−

Cνh + Cνf + Cνσ + Cνβ
2ε + δ

2κ).

This inequality becomes a contraction and thus, (X̂n)n≥0, (Ŷ n)n≥0, (Ẑn)n≥0 and (K̂n)n≥0 are
Cauchy sequences, which lead to the existence of the solution of the system (S).

In the other hand, we show that the system (S) admits a unique solution. This result is
achieved by applying Itô formula combined with standard BSDEs argument as well as the
following estimates.
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Lemma 1.3.2. The difference of the solutions (Y ′ , Z ′ ,K ′) and (Y, Z,K) of the system (S)
under (H1) , satisfies the following estimates

E[|Ȳs|2] ≤ Θ1E[|X̄T |2] + Θ2
∫ T

0
E|X̄s|2ds.

E[
∫ T

0
[|Z̄s|2 + |K̄|2s]ds ≤ Θ̄1E[|X̄T |2] + Θ̄2

∫ T

0
E|X̄s|2ds.

In the second part, we show that the system (S) admits a unique solution under the following
monotonicity assumption

(H2)



(i) There exists k > 0, s.t ∀t ∈ [0, T ], ν ∈M2(Rd × Rd), u, u′ ∈ R2d+d×d × L0(B(E), ν)

A(t, u, u′, ν) ≤ −k(|y − y′|2 + ||z − z′||2 + |k − k′ |t),P-a.s.

(ii) There exists k′ > 0, s.t ∀ν ∈M2(Rd × Rd), x, x′ ∈ Rd

(g(x, ν)− g(x′, ν)).(x− x′) ≥ k′|x− x′|2,P-a.s.

Theorem 1.3.3. Under Assumption (H2), there exists a unique solution U = (X,Y, Z,K) of
the mean-field FBSDE with jumps (S).

The proof is almost the same as the previous theorem. Replacing assumption (H1) by the
monotonicity hypothesis (H2), we also construct an iterative scheme based on a spike pertur-
bation not on the forward diffusion as in the previous result but rather on the Backward SDEJs
as follows

Xn+1
t = X0 +

∫ t
0 bs(Un+1

s , νns )ds+
∫ t

0 σs(Un+1
s , νns )dWs +

∫ t
0
∫
E βs(Un+1

s , νns )π̃(ds, de),

Y n+1
t = g(Xn+1

T , µnT ) + δ(Xn+1
T −Xn

T )−
∫ T
t

[
hs(Un+1

s , νns ) + δ(Xn+1
s −Xn

s )
]
ds

−
∫ T
t Zn+1

s dWs −
∫ T
t

∫
EK

n+1
s (e)π̃(ds, de).

(1.26)
Following the same steps as in the first existence result, we prove that for θ̃

γ̃ < 1 we have

γ̃E[|X̂n+1
T |2 +

∫ T

0
‖Ûn+1

s ‖2ds] ≤ θ̃E[|X̂n
T |2 +

∫ T

0
‖Ûns ‖2ds], (1.27)

which provides the existence of the solution.
The uniqueness of the solution whether under (H1) or (H2) is achieved by applying Itô formula
combined with standard BSDEs argument as well as the following estimate.

Lemma 1.3.4. The difference of the solutions (Y ′ , Z ′ ,K ′) and (Y,Z,K) of the system (S)
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under (H2), satisfies the following estimates

E[
∫ T

0
|X̄s|2ds] ≤

exp(TΥ1)−Υ1

Υ1

[
Υ2E[

∫ T

0
|Ȳs|2ds+ Υ3E[

∫ T

0
|Z̄s|2ds+ Υ4E[

∫ T

0
|K̄s|2sds

]
.

Application to storage energy problem Our second contribution in this chapter is devoted
to storage problem in smart grids. We consider a macro grid system designed to analyses
energy system of N nodes defined in a micro grid system. Each node is characterized by the
following:

• The capacity of the battery St representing the total energy available in the storage
device.

• The net power production of the energy (photvoltaic panels, diesel energy,..) that each
nodes produces after all costs subtracted.

In contrast with the paper of Alasseur et al [2], we assume that the production of energy is
unpredictable. This is due to its dependence on environmental conditions such as the sun, the
speed of the wind etc. which are intermittent and irregular.
More precisely, including the jumps component is essential in our analyses. In fact when the
production of energy is perturbed or sudden slowdown ( winds ) , the other region can compen-
sate this variability by optimizing the balance between production and consumption and hence
stone excess electricity from a nodes to another and therefore avoiding a later expensive pro-
duction .
We formulate the problem via mean field type control. We show that it can be characterized
though solving an associated FBSDEJS of mean field type.
In the particular case where the cost structure is quadratic and the pricing rule is linear, we
show that the FBSDE which characterizes the solution of the EMFG can be solved explicitly.
This provides a quite tractable and efficient setting to analyze numerically various questions
arising in this power grid model.
This work is concretized in the preprint [102].

1.4 Work in preparation and future research perspectives

We present in this section some work in progress and future perspectives.

• As mentioned in section 2, our goal is to investigate the wellposedness of BSDE with infi-
nite activity jumps in general setting, that is under a stochastic quadratic growth. The approach
that we attempt to use is to one developed by Bahlali et al [7]. This method is purely based on
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doubly reflected BSDEJs. In our second work, we have proved that the doubly reflected BSDEs
with jump admits a solution. Therefore, we are thinking of how far this approach can be applied
in our setup.

• An other work in progress concerns the numerical aspects the influence of the environ-
mental conditions on the energy production in the model exposed in the third chapter. More
precisely, we assumed additionally that the battery has maximum fixed level Smax. However, it
can be very useful to analyses the qualitative behavior of the battery. In fact there exist many
type of storage: high capacity energy storage, intermediary storage and lower energy storage.
The type of the battery is closely related to the number of nodes in the grid.
Moreover, we are also exploring the numerical result related to fully coupled mean-field FBS-
DEjs.

• We are also investigating a continuous time Principal-Agent problem under moral hazard
in which the drift and the volatility are controlled by the agent. The Principal design a contract
with the possibility to fire the agent. More precisely we study the impact of the retirement ,
quitting or replacement of the agent on the contract.
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CHAPTER 2

QUADRATIC BSDES WITH INFINITE

ACTIVITY JUMPS

2.1 Overview of the content of this chapter

The aim of this chapter is to study the following backward stochastic differential equation with
jumps

Yt = ξ +
∫ T

t
fs(Ys, Zs, Us)ds−

∫ T

t
ZsdWs −

∫ T

t

∫
E
U(s, e)µ̃(ds, de), ∀t ∈ [0, T ], P-a.s.

where the generator f satisfies the following structure condition.

1
δ
jt(−δu)− δ

2 |z|
2 − lt − ct|y| ≤ ft(y, z, u) ≤ 1

δ
jt(δu) + δ

2 |z|
2 + lt + ct|y|.

where δ > 0 and c, l are predictable non negative processes.

We will look more closely at the case where the jumps has infinite activity and a terminal
condition with finite exponential moment. In that case, we prove that the above BSDEJs admits
a solution via a forward approach.
The outline is as follows. In the first section, we recall briefly some notation and give our mathe-
matical setting. We provide in Section 2 the precise definition of exponential quadratic BSDEJs
with infinite activity jumps and give our main assumptions. In the next section, we present our
main result which is the existence of the solution. Since we are adopting the forward approach,
we start by given some properties of quadratic exponential semimatingales as well as their sta-
bility result. Next, we construct an auxiliary BSDEJs with bounded terminal condition and finite
activity jumps. We prove that these intermediate sequence of BSDEJs is in fact an exponen-
tial quadratic semimartinagle with some suitable estimates. We are finally lead to prove by a
stability theorem that these sequence converges in some specific sens to our initial BSDEJs.
In the appendix, we provide a comparison principle for exponential quadratic BSDEJs under
additional assumption on the driver f .
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2.2 Framework

2.2.1 Notations and setting

We consider a filtered probability space (Ω,F,F,P) on which the filtration F = (Ft)0<t<T satis-
fies the usual conditions of completeness and right continuity and that FT = F and F0 be trivial.
Due to these usual conditions, we can take all semimartingales to have right continuous paths
with left limits.
On this stochastic basis, let W a d-dimensional Brownian motion and µ(ω, dt, de) an indepen-
dent integer valued random measure defined on ([0, T ]×E,B([0, T ])⊗B(E)), with compensator
ν(ω, dt, de) that can be time-inhomogeneous and may allow for infinite activity of the jumps.
The predictable σ-field on Ω× [0, T ] is denoted by P and P̃ = P⊗B(E) is the respective σ-field
on Ω̃ = Ω× [0, T ]×E. For a σ-finite measure λ on (E,B(E)) satisfying

∫
E 1∧|e|2λ(de) <∞ and

a bounded P̃-measurable non negative density function ζ, we will assume that the compensator
ζ is absolutely continuous with respect to λ⊗ dt such that

ν(ω, dt, de) = ζ(ω, t, e)λ(de)dt, 0 ≤ ζ ≤ Cη, for some constant Cν . (2.1)

Finally, we will denote by µ̃ the compensated measure of µ as

µ̃(ω, dt, de) = µ(ω, dt, de)− ν(ω, dt, de). (2.2)

In this chapter , we specially pay attention to the case when the jumps have infinite activity
meaning that λ(E) = ∞. As stated in [122], the infinite activity of the jumps is related to the
behavior of the compensator ν near to 0. Since we have always a finite number of big jumps,
the (in)finitness of the jumps is controlled by the number of small jumps and thus the behavior
of the ν around the origin.
We also allowed to the compensator ν to be time-inhomogeneous and stochastic which permits
richer dependence structure for (W, µ̃).
We emphasize that, the case of finite activity is already considered in [42].
Let f be a P⊗E-measurable function, the integral with respect to the random measure and the
compensator are defined as follow

(f ? µ)t =
∫ t

0

∫
E
f(s, e)µ(ds, de) , (f ? µ)t =

∫ t

0

∫
E
f(s, e)ν(ds, de).

The random measure µ̃ is defined as the compensated measure of µ such that

µ̃(dt, de) = µ(dt, de)− ν(dt, de).
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In particular, the stochastic integral U ? µ̃ =
∫
Us(e)µ̃(ds, de) is a local square integrable martin-

gale, for any predictable locally integrable process U .
We will assume that W and µ̃ satisfies the following weak representation property with respect
to (Ft)0≤t≤T

M = M0 +
∫ .

0
Zs.dWs +

∫ .

0

∫
E
Us(e)µ̃(de, ds).

2.2.2 Spaces and norms

Now we introduce the following spaces of processes which will be often used in the sequel.
For any p ≥ 1, P stands for the σ-field of all predictable sets of [0, T ]× Ω.
• Gloc(µ) the set of P⊗ E-measurable R-valued functions H such that

|H|2.νt < +∞.

• H2 the set of all Rd-valued càdlàg and Ft-progressively measurable processes Z such that

E[
∫ T

0
|Zs|2ds] < +∞.

• S2 is the space of R- valued càdlàg and Ft-progressively measurable processes Y such that

E
[

sup
0≤t≤T

|Yt|2
]
< +∞.

• For u, ū in the space L0(B(E), ν) of all B(E)-measurable functions with the topology of con-
vergence in measure, we define

|u− ū|t = (
∫
E
|u− ū|2ζ(t, e)ν(de))

1
2 .

• H2
ν the set of all predictable processes U such that

E
[(∫ T

0

∫
E
|Us(e)|2ν(de, dt

)]
< +∞.

• Dexp is the space of progressively measurable processes (X = (X)t)t≤T with

E
[
exp

(
γ sup

0≤t≤T
|Xt|

)]
< +∞.
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• Uexp is the class of càdlàg martingales M such that E(M) is a uniformly integrable martingale.

2.2.3 Formulation of the Quadratic Exponential BSDEs with jumps

We are given the following objects:
• The terminal condition ξ is an FT -measurable random variable.
•W = (Wt)t≤T be a d-dimensional Brownian motion.
• µ a random measure with compensator ν and µ̃(ds, de) = µ(ds, de)− ν(ds, de).
• The generator f : Ω × [0, T ] × R × Rd × L0(B(E), ν) → R̄ are always taken P ⊗ B(Rd+1) ⊗
B(L0(B(E), ν))-measurable.
We consider a class of coefficient as follows

ft(y, z, u) = f̂t(y, z) +
∫
E
gt(u(e))ν(de). (2.3)

f̂ : Ω× [0, T ]× R1+d → R̄ is a P⊗B(R1+d)-measurable function and g : Ω× [0, T ]× E → R̄ to
be P⊗B(E)-measurable function.

Remark 2.2.1. This family of generators was introduced by Becherer in [15] to prove the exis-
tence and uniqueness of solution of Lipschitz JBSDE when the terminal condition is bounded.

We consider the following BSDEJ with data (f, ξ)

Yt = ξ +
∫ T

t
fs(Ys, Zs, Us)ds−

∫ T

t
ZsdWs −

∫ T

t

∫
E
U(t, e)µ̃(dt, de), ∀t ∈ [0, T ], P-a.s. (2.4)

We shall now make these standing assumptions on the map under consideration.

Assumption 2.2.2.

• Continuity condition. ∀t ∈ [0, T ], (y, z, u)→ ft(y, z, u) is continuous, P-a.s.

• Integrability condition. ∀γ > 0, E[exp (γ(eCt,T |ξ|+
∫ T
t eCt,sdΛs))] < +∞, where Λ and C

are two positive continuous increasing processes.

• Structure condition. There exists a positive adapted processes l, c and a non negative
bounded constant δ s.t ∀(y, z, u) ∈ R× Rd × L0(B(E), ν),∀t ∈ [0, T ],

1
δ jt(−δu)− δ

2 |z|
2 − lt − ct|y| ≤ f(t, y, z, u) ≤ 1

δ jt(δu) + δ
2 |z|

2 + lt + ct|y|.

where
jt(δu) =

∫
E

(
eδus(e) − δus(e)− 1

)
ν(de).
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Assumption 2.2.3. Aγ-condition : there exists a P⊗B(Rd+2)⊗B(E)measurable function γ with
γ ∗ µ̃ ∈ Uexp and γ > −1 such that ∀y, z ∈ R× Rd, ∀u, ū ∈ L0(B(E), ν),

ft(y, z, u)− ft(y, z, ū) ≤
∫
E
γt[u(e)− ū(e)]ξ(t, e)λ(de).

Remark 2.2.4. The above assumptions are essential in our framework to get the existence
of the BSDEJ’s solution. Here we deal with a terminal condition having a finite exponential
moment of order γ and a jump measure with infinite activity. It has been shown in [42], under
(2.2.2), (2.2.3), the existence of solution of BSDEs with finite activity jumps.
When the jumps have infinite activity, Becherer [14] proved the existence and the uniqueness of
the solution of bounded JBSDE when the generator f is not necessary Lipschitz with respect
the jump component. They give sufficient condition on the differential of the function g that
is ∂h

∂u(Y,Z, U).µ̃ ∈ BMO. The uniqueness of the solution were also proved using comparison
result since the condition Aγ is satisfied.
In [109] motivated by the connection between the exponential utility maximization problem and
BSDEJ, the author have proved the existence and uniqueness of solution of bounded BSDEJ
when f have a specific form:

fn(t, z, u) = inf
π∈C

[α
2 |πtσt − (z + θ

α
)|2 +

∫
E
jα
(
u− πtβt

)
ν(dx)

]
− θtz −

|θt|2

2α .

In the above π refers to the strategies investment valued in the closed constraint set C and θ, β
and σ are related to the dynamic of the market.

2.3 Existence of solution with infinite activity

The question is how to prove existence of solution of JBSDE with infinite activity jumps and
unbounded terminal condition without using the so called "Kobylanski approach".
The main tool is to consider an auxilary sequence of globally lipschitz BSDEs with finite ran-
dom measure for which the existence and uniqueness of the solution are well known. To insure
that the approximated coefficient conserves all the properties of f , we use a double approx-
imation that is to consider a sequence of function bounded from below and above by linear
quadratic function. More precisely, we split the coefficient of the BSDE into the sum of two
positive and negative functions and approximate respectively each function by inf-convolution
and sup-convolution. Furthermore, the BSDEJ have infinite activity jumps, we have to deal with
some specific difficulties due to the infinite number of small jumps. The idea is then to introduce
a truncated measure with λ(A) <∞ in the auxiliary BSDEJ for which existence of the solution
is guaranteed. Adopting the forward approach we prove that this sequence of BSDEJ is in fact

45



Quadratic BSDEs with infinite activity jumps

an exponential quadratic semimartingales. And then by a stability theorem we show that the
limit of the auxiliary BSDE’s solution solves the original one.

2.3.1 The forward approach: Exponential quadratic semimartingale and its prop-
erties

As explained above, our point of view is based on the forward approach which is essentially
standing on semimartingale. Adopting this approach, we summarize in this section the essential
properties of the quadratic exponential semimartingales as well as a stability result which we
shall use for the construction of the BSDE’s solution. We start by the definition of the quadratic
exponential semimartingale and present some example for illustration .

Definition 2.3.1. A Quadratic Exponential Special Semimartingale Y is a càdlàg process such
that Y = Y0 − V +M with V a local finite variation process and M a local martingale part with
the following structure condition Q(Λ, C): for an increasing predictable processes C, Λ and a
constant δ

−δ2d〈M
c〉t− dΛt− |Yt|dCt− jt(−δ∆Md

t ])� dVt �
δ

2d〈M
c〉t + dΛt + |Yt|dCt + jt(∆Md

t ). (2.5)

with
jt(δu) =

∫
E

exp δu(e)− δu(e)− 1
δ

ν(de).

Note that the symbol "�" means that the difference is an increasing process.

Example .1. the structure condition (2.5) holds in the cases below:

• A semimartingale Y where the finite variation process V is given by Vt = 1
2〈M

c〉t+jt(δMd
t )

is a exponential quadratic semimartingale.

• If the finite variation part of a semimartingale Y satisfies

−1
2〈M

c〉t − jt(−δMd
t )� Vt �

1
2〈M

c〉t + jt(δMd
t ).

then Y is a exponential quadratic semimartingale.

The following proposition gives us a characterization of a canonical class of quadratic ex-
ponential semimartingale. The canonical quadratic semimartingale is a semimartingale with
V = −1

2〈M̄
c〉t − j(−∆Md

t ).νt or V = 1
2〈M̄

c〉t + j(∆Md
t ).νt . This characterization will be useful

in the sequel.

Proposition 2.3.2 (Doléans dade martingale and canonical quadratic semimartingale). [42]
Let M̄ = M̄ c + Ū .µ̃ and M = M c +U.µ̃ two càdlàg local martingales such that M̄ c + (eŪ − 1).µ̃
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and−M c+(e−U−1).µ̃ are still càdlàg local martingales. Let define the canonical local quadratic
exponential semimartingale:

r(M̄t) = r(M̄0) + M̄t −
1
2〈M̄

c〉t − (eŪ − Ū − 1).νt.

r(M t) = r(M0) +M t + 1
2〈M

c〉t + (e−U + U − 1).νt.

then the following processes:

exp[r(M̄)−r(M̄0)] = E
(
M̄ c + (eŪ − 1).µ̃

)
and exp[−r(M)+r(M0)] = E

(
−M c + (e−U − 1).µ̃

)
are positive local martingales.

Proposition 2.3.3. Let ψT be an FT -random variable such that exp(|ψT |) ∈ L1 and consider
the two dynamic risk measures:

ρ̄t(ψT ) = ln [E (exp(ψT )|Ft)] and ρ
t
(ψT ) = − ln [E (exp(−ψT )|Ft)] .

There exists local martingales M̄ = M̄ c + Ū .µ̃ and M = M c + U.µ̃ such that:

− dρ̄t(ψT ) = −dM̄t + 1
2d〈M̄

c〉t +
∫
E

(eŪ(s,e) − Ū(s, e)− 1).ν(dt, dx), ρ̄T (ψT ) = ψT .

− dρ
t
(ψT ) = −dM t −

1
2d〈M

c〉t −
∫
E

(e−U(s,e) + U(s, e)− 1).ν(dt, de), ρ
T

(ψT ) = ψT .

Moreover the local martingales M̄ c+ (eŪ −1).µ̃ and −M c+ (e−U −1).µ̃ belong to Uexp. The dy-
namic risk measures ρ̄(ψT ) and ρ(ψT ) are uniformly integrable canonical quadratic exponential
semimartingales.

Integrability of the Q(Λ, C)-semimartingale

In this part we want to investigate the integrability of this classs of semimartingale. This result
will be extremely useful in the section (2.3.2). First, we recall the following transformation of a
Q(Λ, C, δ)-semimartingale Y

X̄Λ,C
t (|Yt|) := eCt |Yt|+

∫ t

0
eCsdΛs. (2.6)

To explore the exponential integrability of this class, we proceed analogously to the proof of
proposition (3.2) in [12]. Note that this decomposition appeared for the first time in the continu-
ous setting in this paper.
For this propose, let us start by the definition of the Q-submartingale.
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Definition 2.3.4. A semimartingale Y = Y0 − V + M is a Q-submartingale if −V + 1
2〈M

c〉 +
1
2jt(∆M

d) is a predictable increasing process.

Theorem 2.3.5. let X̄ be a càdlàg process given by (2.6)such that X̄Λ,C
T (e|Y |) ∈ L1, the process

X̄Λ,C
T is an Q(Λ, C)-semimartingale which belonging to Dexp if and only if for any stopping times

σ ≤ τ ≤ T :
|Yσ| ≤ ρσ

(
eCσ,τ |Yτ |+

∫ τ

σ
eCσ,tdΛt

)
. (2.7)

Proof. First, we check that X̄Λ,C
t (|Y |) is a Q-submartingale. Applying Itô-Tanaka formula we

get for all t ∈ [0, T ]

d|Y |t = sign(Yt−)dMt − sign(Yt−)dVt + (|Yt− + Ut| − |Yt− |) ? µt + LYt . (2.8)

where LY is a local time of Y in zero. We denote by M s = sign(Y ).dM and V s = sign(Y ).dV.
Hence,

dX̄Λ,C
t = eCt [|Yt|dCt − dV s

t + dM s
t + d(|Yt− + Ut| − |Yt− |) ? µ+ LYt + dΛt]

= eCt [|Yt|dCt + dΛt − dV s
t + d(|Yt− + Ut| − |Yt− |)νt + LYt ] + eCt [dM s

t + d(|Yt− + Ut| − |Yt− |) ? µ̃t]

= eCt [dAt + 1
2d〈M

c
t 〉 − jt(∆Md

t ) + d(|Yt− + Ut| − |Yt− |)νt]

+ eCt [dM s
t −

1
2d〈M

c
t 〉+ d(|Yt− + Ut| − |Yt− |) ? µ̃t].

Thank’s to structure condition of the semimartingale Y , the process A = |Yt|dCt + dΛt is in-
creasing. Notice that the martingale part of this last decomposition : M̄ := eCt [dM s

t + d(|Yt− +
Ut|− |Yt− |)? µ̃t] have the following quadratic variation d〈M̄〉t = e2Ctd〈M c,s〉t+e2Ctd〈|Yt−+Ut|−
|Yt− |) ? µ̃t〉.
Adding and subtracting respectively jt(eCt∆M s,d

t ), e2Ctd〈M s,c〉 , to X̄ yield to

dX̄Λ,C
t = dÃt −

1
2d〈e

CtM s,c
t 〉 −

1
2jt(e

Ct∆M s,d
t ) + eCtd(|Yt− + Ut| − |Yt− |)νt

+ eCt
[
dM s

t + d(|Yt− + Ut| − |Yt− |) ? µ̃t
]
.

The process Ã = Ã+1
2〈e

CtM s,c〉+1
2j(e

C∆M s,d) is increasing since eCtjt(∆M s,d
t )−jt(eCt∆M s,d

t ) ≥
0. Furthermore, we have eCtd〈M s,c〉t − e2Ctd〈M s,c〉t ≥ 0. Once again we add and subtract
jt(eCt∆M s,d

t )

dX̄Λ,C
t = dĀt −

1
2d〈e

CtM s,c
t 〉 −

1
2jt(e

Ct∆M s,d
t ) + eCt

[
dM s

t + d(|Yt− + Ut| − |Yt− |) ? µ̃t
]
.

The process dĀ = dÃ + d(jt(eCt |Yt− + Ut| − |Yt− |) is increasing process. This decomposition
shows that X̄Λ,C is a Q-submartingale.
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Since X̄Λ,C is a Q-submartingale, it follows that exp(X̄Λ,C) is a submartingale. Hence, for all
stopping time σ, τ , we have

exp(X̄Λ,C
σ ) ≤ E

[
exp(X̄Λ,C

τ )|Fσ
]

exp(eCσ |Yσ|+
∫ σ

0
eCσ,tdΛt) ≤ E

[
exp(eCτ |Yτ |+

∫ τ

0
eCτ,tdΛt)|Fσ

]
.

Taking
∫ σ
0 e

Cσ,tdΛt in the right hand side we obtain

exp(|Yσ|) ≤ E
[
exp(eCσ,τ |Yτ |+

∫ τ

σ
eCτ,tdΛt)

]
.

Hence we can write
|Yσ| ≤ lnE

[
exp(eCσ,τ |Yτ |+

∫ τ

σ
eCτ,tdΛt)

]
. (2.9)

which end the proof.

Quadratic variation and Stability result

We introduce now the class of SQ(|ξ|,Λ, C)-semimartingale which will play an important role in
the proof of the existence result.

Definition 2.3.6. SQ(|ξ|,Λ, C) is the class of all Q(Λ, C)-semimartingales Y such that

|Yt| ≤ ρ̄t

[
eCt,T |ξT |+

∫ T

t
eCt,sdΛs

]
, a.s.

Theorem 2.3.7. Let (Y n)n a sequence of SQ(|ξ|,Λ, C) special semimartingales which canon-
ical decomposition Y n = Xn

0 − V n + Mn which converge in H1 to some process Y . Therefore
the process Y is an adapted càdlàg process which belongs to SQ(|ξ|,Λ, C) with the following
canonical decomposition Y = Y0 − V +M such that:

lim
n→∞

E
[(
V n − V

)∗] = 0 and lim
κ→∞

‖Mn −M‖H1 = 0.

Remark 2.3.8. The proof is built on the stability theorem (2.5.2) based on uniform estimates
of the quadratic variation part and the total variation of the semimartingale.
In [12], the authors work in a continuous framework where they proved that the class SQ(|ξ|,Λ, C)
is stable by a.s convergence. In the proposition above we prove that this class is also stable in
the discontinuous setting.

Proof. From proposition (3.3) in [42], the following exponential transformation (Xn)Λ,C(Y ) =
Y n + Λ + |Y n| ∗ C and (Xn)Λ,C(−Y ) are Q-local submartingale. Then by the Yoeurp-Meyer
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decomposition, there exists an increasing process At such that

exp((Xn)Λ,C
t (Y )) = exp(Y0)E(M̄t + (eŪ − 1).µ̃) exp(Āt).

exp((Xn)Λ,C
t (−Y ))) = exp(−Y0)E((M̄t + (eŪ − 1).µ̃)) exp(At).

Therefore , for a stopping times σ ≤ T , we obtain

〈M̄〉σ =
∫ T

σ

d〈exp((Xn
t )Λ,C(Y ))〉

exp(2(Xn
t )Λ,C(Y )) .

〈M〉σ =
∫ T

σ

d〈exp((Xn
t )Λ,C(−Y ))〉

exp(2(Xn
t )Λ,C(−Y )) .

Thank’s to Garsia Lemma (2.5.3) and Itô formula we have for all p ≥ 1

E
[
〈exp(p(Xn

t )Λ,C(Y ))〉T
]
≤ C2 and E

[
〈exp(p(Xn

t )Λ,C(−Y ))〉T
]
≤ C1. (2.10)

Then, the estimates of 〈M̄〉 and 〈M〉 comes from Cauchy Schwartz inequality

E
[
〈M̄p

T 〉
]
≤ C and E [〈M〉pT ] ≤ C.

In the other hand, applying Itô formula and using the fact that

2[(eδU − δU − 1) + (e−δU + δU − 1)] ≤ |eδU − 1|2 + |e−δU − 1|2,

leads to

E
[∫ T

0
|dV n

s |
]
≤ E

[∫ T

0

1
2d〈(M

c)n〉s +
∫
E

[j(Uns (e)) + j(−Uns (e))]ν(ds, de)
]
≤ C ′ .

Finally, from the Barlow-Protter stability theorem 2.5.2, we obtain that the limit process Y of Y n

is in fact a special semimartingale with the canonical decomposition Y := Y0−V +M satisfying:

E
[ ∫ T

0
|dVs|

]
≤ C, and E

[(
M
)∗] ≤ C. (2.11)

and we have
lim
n→∞

E
[(
V n − V

)∗] = 0 and lim
n→∞

‖Mn −M‖H1 = 0. (2.12)

Moreover, the semimartingale Y is also a SQ(|ξ|,Λ, C) since a.s

|Y n
σ | ≤ ρ̄σ

[
eCσ,T |ξ|+

∫ T

σ
eCσ,sdΛs

]
.
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Passing to the limit when n goes to∞. We finally obtain

|Yσ| ≤ ρ̄σ

[
eCσ,T |ξ|+

∫ T

σ
eCσ,sdΛs

]
. (2.13)

2.3.2 The main result

We are now in position to give the main result of this paper.

Theorem 2.3.9. Under Assumption 2.2.2 and Assumption 2.2.3, there exists a solution (Y,Z, U) ∈
SQ(|ξ|,Λ, C)×H2 ×H2

ν of the BSDEJ (2.4)

Proof. For the sake of clarity we split the proof into three main steps.
• The first step: we introduce an auxiliary generator fn,m,κ uniformly lipschitz (y, z) and locally
lipschitz in u as follow

fn,m,κ(y, z, u) := f̄n,κ(y, z, u)− fm,κ(y, z, u).

where f̄ := f1{f>0} and f := f1{f≤0}. From this and using a well known results, we justify the
existence and the uniqueness of solution of BSDEJ associated to (fn,m,κ, |ξ|). The solution will
be a triple of progressively measurable processes (Y n,m,κ, Zn,m,κ, Un,m,κ).
• The second step: Since the truncated driver satisfies the structure condition of the quadratic
exponential semimartingales, we prove that the solution Y n,m,κ of the BSDEJ associated to
(fn,m,κ, |ξ|) is a Q(Λ, C)-semimartingale.
• The last step will be the convergence of the approximated sequence of BSDEJ given by
(fn,m,κ, |ξ|). Using the stability theorem 2.3.7, we prove that the limit of (Y n,m,κ, Zn,m,κ, Un,m,κ)
exists and solves the original BSDE.
Step 1. Construction of the truncated sequence of BSDEJs.
For κ > 1 we consider a random measure νκ as follows

νκ(dt, de) := 1{|e|≥ 1
k} ν(dt, de).

µ̃κ(dt, de) = 1{|e|≥ 1
k} µ̃(dt, de) and fκ(y, z, u)t = ft(y, z) +

∫
E gt(u(e))νκ(de).

We emphasize that, the truncated random measure νκ introduced above is a finite random
measure i.e for all borelian set A, νκ(A) < +∞.
Before proceeding with the proof, we will need the following proposition which provides essen-
tial properties of (fn,m,κ) needed in the proof.
First, Let us introduce the regularization function b̄n and bm are the convex functions with linear
growth defined by b̄n(w, r, v) = n|w|+ n|r|+ n|v|t and bm(w, r, v) = −m|w| −m|r| −m|v|t.
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Lemma 2.3.10. Let us consider the generator f̄ = f+ and f = f−. We define the sequence
f̄n,κ,q̄n,κ, fm,κ, and qm,κ respectively as the in-convolution and sup-convolution of f̄ , q̄, f and q
with the regularization function bn. The regularized functions are defined as follows

• f̄n,κ(y, z, u) := f̄κ∨b̄n(y, z, u) = F̄n(y, z)+Ḡn,κ(u) := inf
(r,w)∈Q1+d

{
f̂t(r, w) + n|r − y|+ n|w − z|

}
+ inf
v∈L0(B(E),ν)

{∫
E
gt(v(e))νκ(de) + n|u− v|t

}
.

• fm,κ(y, z, u) := fκ∧bm(y, z, u) = Fm(y, z)+Gm(u) := sup
(r,w)∈Qd+1

{
f̂t(r, w) +m|r − y|+m|w − z|

}

+ sup
v∈L0(B(E),ν)

{∫
E
gt(v(e))νκ(de) +m|u− v|t

}
.

• q̄n,κ(t, y, z, u) = q̄κ ∧ bn(y, z, u) and qm,κ(t, y, z, u) = qκ ∨ bm(y, z, u).

Under Assumption 2.2.2, we have the following essential properties

1. (f̄n,κ), (q̄n,κ),(fn,κ), (qn,κ) are respectively increasing and decreasing sequences in n, κ
and m.

2. The sequences (f̄n,κ), (q̄n,κ),(fm,κ), (qm,κ) are globally lipschitz continuous in (y, z) and
locally lipschitz in u for each n,m, κ.

3. The sequences (f̄n,κ), (q̄n,κ) converge respectively to f̄ and q̄ as n, κ goes to∞ i.e

f̄n,κ ↗ f̄ and q̄ ↗ q̄.

The convergence is also uniform.

4. The sequences (fm,κ), (qm,κ) converge respectively to f and q as m,κ goes to∞ i.e

fm,κ ↗ f and qm,κ ↗ q.

5. (fn,m,κ)n,m,κ satisfies the structure condition of assumption 2.2.2.

The proof is relegated to the Appendix.

Remark 2.3.11. We emphasize that the regularization technique in lemma 2.3.10 were inspired
by the one developed in the paper [42]. Nonetheless, as explained before, the main difficulty in
carrying out this construction is that the structure of this equations (2.4) are defined in infinite
activity setting.
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Let as now introduce the BSDE associated to the truncated measure νκ

dY κ
t = fκt (Y κ

t , Z
κ
t , U

κ
t )dt− Zκt dWt +

∫
E
Uκt (e)µ(dt, de), t ∈ [0, T ], P-a.s, (2.14)

where ft(Y κ
t , Z

κ
t , U

κ
t ) = ft(y, z) +

∫
E gt(u(e))ζ(t, e)λκ(de). Let mention that this BSDE is driven

jointly by the Brownian motion W and the truncated measure µκ. The associated filtration is
denoted by Fκt ⊂ Ft.
Note that (2.14) is an exponential quadratic BSDE with finite activity jumps, the generator fκ

satisfies the same hypotheses as f .

After we construct the BSDE associated to the truncated random measure, we introduce the
intermediate BSDE (fn,m,κ, |ξ|),

−dY n,m,κ
t = fn,m,κt (Y n,m,κ

t , Zn,m,κt , Un,m,κt )dt− Zn,m,κt dWt −
∫
E
Un,m,κ(e)µ̃(dt, de), P-a.s.

(2.15)
First, we have to justify the existence of a solution to this BSDE. In fact this is a simple conse-
quence of the existence results of [14]. Thanks to the above lemma our coefficient (fn,m,κ) is
Lipschitz with respect to (y, z, v). It remains to show that the Aγ-condition hold for (fn,m,κ). let
u, ū ∈ L0(B(E), ν), y, z ∈ R,Rd such that

fn,m,κt (y, z, u)− fn,m,κt (y, z, ū) := [Gn,κt (u)−Gn,κt (ū)] + [Gm,κt (u)−Gm,κt (ū)]

≤ q̄n,κt (y, z, u)− q̄n,κt (y, z, ū) + qm,κ
t

(y, z, u)− qm,κ
t

(y, z, ū).

Following [42], we know that q̄n,κ and qm,κ satisfy respectively the Aγ-condition. Hence

q̄n,κt (y, z, u)− q̄n,κt (y, z, ū) + qm,κ
t

(y, z, u)− qm,κ
t

(y, z, ū) ≤
∫
E
γn(u(e), ū(e))(u(e)− ū(e))νκ(de)

+
∫
E
γn(u(e), ū(e))(u(e)− ū(e))νκ(de).

where −1 < γn < n and −1 < γm < m. Therefore

fn,m,κt (y, z, u)− fn,m,κt (y, z, ū) ≤
∫
E
γn,m(u(e), ū(e))(u(e)− ū(e)νκ(de).

Additionally, we have −lt ≤ fn,m,κt (0, 0, 0) ≤ lt.
According to [14], which deals with the lipschitz BSDE with jumps, we know that the BSDE
(3.22) has a unique solution (Y n,m,κ, Zn,m,κ, Un,m,κ). Moreover since Aγ-condition holds for
(fn,m,κ)n,m,κ, we can also apply the comparison theorem, to obtain

Y n,m+1,κ
t ≤ Y n,m,κ

t ≤ Y n,m+1,κ+1
t , ∀t ∈ [0, T ], P-a.s. (2.16)
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Step 2: Construction of the sequence of Q(C,Λ)-semimartingale
In view of lemma 2.3.10 and Assumption 2.2.2 we have ,

q
t
≤ qκ,m

t
≤ fn,m,κt ≤ q̄κ,nt ≤ q̄t, ∀t ∈ [0, T ],P-a.s.

Thus, we know that all the requirement of the definition 2.3.1 all full filled. It follow that (Y n,m,κ)n,m,κ
defined as the unique solution of the BSDEJ (2.15) is a Q(C,Λ)-semimartingale. Moreover from
Lemma (2.3.10), we know that for all stopping times σ ≤ T

Y n,m,κ
σ ≤ ρ̄σ

[
eCσ,T |ξ|+

∫ T

σ
eCσ,sdΛs

]
, P-a.s.

Step 3: The convergence of the semimartingale
The idea is now to prove that the limit in some sens of those sequence of Q(C,Λ)-semimartingale
is a solution of the BSDEJ (2.4).
• We know from the first step that the sequence (Y n,m,κ)κ is an increasing and bounded in κ
then (Y n,m,κ)κ converge in H2 to Y m,n such that

Y n,m,κ ↗ Y n,m, κ goes to ∞, P-a.s.

Thanks to the Dini’s lemma [35] the convergence is uniform. Hence it follows from Theorem
2.3.7 that Y n,m is a Q(Λ, C)-semimartingale and satisfies

E
[ ∫ T

0
|dV n,m

s |
]
≤ C, and E

[(
Mn,m)?] ≤ C.

lim
κ→∞

E
[(
V n,m,κ − V n,m)∗] = 0 and lim

κ→∞
‖Mn,m,κ −Mn,m‖H1 = 0.

• We proceed exactly as [42] since (Y n,m)n and (Y n,m)m are monotone bounded uniformly
sequence. Therefore they converge monotonically to some process Y i.e

lim
n,m
↘ Y n,m = Y, P-a.s.

Using the same arguments, we show that Y is a Q(Λ, C)-semimartingale and the following
estimates holds

E
[ ∫ T

0
|dVs|

]
≤ C, and E

[(
M
)?] ≤ C.

lim
n,m→∞

E
[(
V n,m − V

)∗] = 0 and lim
n,m→∞

‖Mn,m −M‖H1 = 0.

• It remains to show that the Q(Λ, C)-semimartingale Y is the solution of the exponential

54



Quadratic BSDEs with infinite activity jumps

quadratic BSDEJ (2.4) such that

f(Y,Z, U) = lim
n,m,κ

fn,m,κ(Y n,m,κ, Zn,m,κ, Un,m,κ), dP⊗ dν a-s.

(Zn,m,κ.W + Un,m,κµ̃) = lim
n,m,κ

(Z.W + Uµ̃).

We need to define a sequence of stopping times τl related to the class Q(Λ, C) such that τl
goes to∞ for a large l. Let us fix l ∈ N∗ such that

τl := inf{t ≥ 0, E
[
exp(eCT |ξ|+

∫ T

0
eCsdΛs|Ft

]
> l}.

According to the first part of the proof, the monotone convergence of (Y n,m,κ).∧τl := ((Mn,m,κ)c+
V n,m,κ + Un,m,κ ? µ̃).∧τl is uniform. Therefore, we can extract a subsequence of (Mn,m,κ).∧τl
which converges strongly to M.∧τl

(Mn,m,κ)t∧τl = Zn,m,κt 1{t≤τl}.W + Un,m,κ1{t≤τl} ? µ̃.

Once again, we can subtract a subsequence Zn,m,κt 1{t≤τl} and Un,m,κ1{t≤τl} converge almost
surely to Z and U in H2 ×H2

ν

dV n,m,κ
.∧τl := f̂n,m,κt (Y n,m,κ

t∧τl , Zn,m,κt∧τl )1{t≤τl}dt+Gn,m,κ(Un,m,κt∧τl )1{t≤τl}.

As a last step, we will show that fn,m,κ(Y n,m,κ, Zn,m,κ, Un,m,κ) converge to f(Y,Z, U) in L1(dP⊗
dν⊗dt). In fact as Zn,m,κ and Un,m,κ are unbounded, one can decompose the expression above
in 2 quantities: one in the region where {|Zn,m,κ|+ |Un,m,κ| ≤ C} and the other in the region
{|Zn,m,κ|+ |Un,m,κ| > C}.

E[
∫ τl

0
|fn,m,κs (Y n,m,κ

s , Zn,m,κs , Un,m,κs )− fs(Ys, Zs, Us)|ds]

=E[
∫ τl

0
|fn,m,κs (Y n,m,κ

s , Zn,m,κs , Un,m,κs )− fs(Ys, Zs, Us)|1{|Zn,m,κ|+|Un,m,κ|≤C}ds] =: A1

+E[
∫ τl

0
|fn,m,κs (Y n,m,κ

s , Zn,m,κs , Un,m,κs )− fs(Ys, Zs, Us)|1{|Zn,m,κ|+|Un,m,κ|>C}ds] =: A2.

We start by studying the first term A1.
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Observe that in the region {|Zn,m,κ|+ |Un,m,κ| ≤ C}, since Y n,m,κ is bounded over [0, τl]

A1 = E[
∫ τl

0
|fn,m,κs (Y n,m,κ

s , Zn,m,κs , Un,m,κs )− fs(Ys, Zs, Us)|1{|Zn,m,κ|+|Un,m,κ|≤C}ds]

≤ φs + E[
∫ τl

0
|Gn,κs (u)−Gs(u)1{|Zn,m,κ|+|Un,m,κ|≤C}ds]

≤ φs + E[
∫ τl

0
jκs (δUn,m,κ(e))− js(δU(e))1{|Un,m,κ|≤C}ds].

Therefore, to prove that fn,m,κ(Y n,m,κ, Zn,m,κ, Un,m,κ)−f(Y, Z, U) is converges in L1, it is suffi-
cient to show that E

[∫ T
t jκs (δUn,m,κ(e))− js(δU(e))1{|Un,m,κ|≤C}ds

]
converge to zero as n,m, κ

goes to∞. By Dominated convergence theorem we get the desire result.
We start by following a technique similar to the one used in the proof of Theorem (4.13) of [14].
Observe that j(δU(e)) = j(δU(e))1{|e|≤κ} + j(δU(e))1{|e|≥κ}, hence one can write

E[
∫ τl

t
jκs (δUn,m,κ(e))− js(δU(e))1{|Un,m,κ|≤C}ds]

≤E[
∫ τl

t
jκs (δUn,m,κ(e))− jκs (δU(e))1{|Un,m,κ|≤C}1{|e|≥ 1

κ}ds]

+E[
∫ τl

t
js(δU(e))1{|Un,m,κ|≤C}1{|e|≤ 1

κ}ds].

The first term in the above inequality tend to zero since jκt (δUn,m,κ) − jκt (δU) is uniformly
bounded in L1. For the last one, using the fact that 1{|e|≤ 1

κ} tend to zero as κ goes to infinity,
we see that it also tend to zero.
• Finally let us study the term A2. By Tchebychev, inequality we have

E
[
1{|Zn,m,κ|+|Un,m,κ|≥C}

]
≤ 2
C2E

[
|Zn,m,κ|2 + |Un,m,κ|2

]
.

Hence, for t ≤ τl from the dominated convergence theorem fn,m,κ(Y n,m,κ, Zn,m,κ, Un,m,κ) con-
verge to f(Y,Z, U) in L1(dP⊗ dν ⊗ dt). Therefore, for t ≤ θl dVt = f(t, Y, Z, U)dt.

2.4 Uniqueness of solution of the BSDEJ

In this part, we shall prove the uniqueness of the solution of the BSDEJ (2.4). To do so, it is
necessary to add further hypothesis on the coefficient f . This is one of the main reasons of
the introduction of the BMO notion. In fact this will required to allows as to use the Girsanov
theorem. We first provide some new assumption on the coefficient f to deal with the increments
of the driver with respect to z.

Assumption 2.4.1. There exists C > 0 such that for all (t, y, z, z′ , u) ∈ [0, T ] × R × Rd ×
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L0(B(E), ν) such that

|ft(y, z, u)− ft(y, z
′
, u)| ≤ C(1 + |z|+ |z′ |)|z − z′ |.

Proposition 2.4.2. Assume that ξ ∈ L∞ and that the driver f satisfies Assumptions 2.2.2 and
2.4.1. Then the BSDE (4.11) associated to (f, ξ) has a unique solution (Y,Z, U).

Proof. Let (Y 1, Z1, U1), (Y 2, Z2, U2) two solution of the BSDEJ (1.2). Applying Itô formula to
∆Y = (Y 1 − Y 2), we obtain

∆Yt = ∆YT +
∫ T

t
fs(Y 1

s , Z
1
s , U

1
s )− fs(Y 2

s , Z
2
s , U

2
s )ds−

∫ T

t
∆ZsdWs −

∫ T

t

∫
E

∆Us(e)µ̃(ds, de).

Let us introduce the following process λt = λ(Y 1
t , Y

2
t ) and βt = β(Z1

t , Z
2
t ) as follow

λt(Y 1
t , Y

2
t ) =


ft(Y 1

t ,Z
1
t ,U

1
t )−ft(Y 2

t ,Z
1
t ,U

1
t )

Y 1
t −Y 2

t
if Y 1

t − Y 2
t 6= 0

0 else.

βt(Z1
t , Z

2
t ) =


ft(Y 2

t ,Z
1
t ,U

1
t )−ft(Y 2

t ,Z
2
t ,U

1
t )

‖Z1
t−Z2

t ‖2
(Z1

t − Z2
t ) if Z1

t − Z2
t 6= 0

0 else.

A standard linearization procedure of the increments of the coefficient f leads to

ft(y1, z1, u1)− ft(y2, z2, u2) = ft(y1, z1, u1)− f(t, y2, z1, u1) + ft(y2, z1, u1)− f(t, y2, z2, u1)

+ ft(y2, z2, u1)− f(t, y2, z2, u2)

≤ λt(y1, y2)∆yt + βt(z1, z2)∆Zt.

Applying Itô’s formula to Pt = eλt∆Yt we obtain

dPt = λte
λt∆Yt−dt+ eλtd∆Yt− = eλt

[
λt∆Yt−dt− βtd∆Yt−

]
Pt ≤ PT +

∫ T

t
βs(Z1

s , Z
2
s )∆Zsds+

∫ T

t

∫
E
eβsγs(e)∆Us(e)ν(de, dt)

−
∫ T

t
eβs∆ZsdWs −

∫ T

t

∫
E
eβs∆Us(e)µ̃(ds, de).

we denote by Mt = M1
t +M2

t =
∫ t

0 e
βs∆ZsdWs+

∫ t
0
∫
E e

βs∆Us(e)µ̃(de, ds) and Nt =
∫ t

0 βsdWs+∫ t
0
∫
E γ̄s(e).µ̃(de, ds) and we consider the probability measure Q such that dQdP = E(N)T .

Since −1 + δK ≤ γ(U1
s , U

2
s ) ≤ CK and |βt(Zs1 , Z2

s )| ≤ C̄ since Z1 and Z2 are BMO (W).Hence
E(N) is a BMO-martingale. Using Girsanov theorem we obtain that M − 〈M,N〉 are locale Q-
martingale.
Taking the conditional expectation between t and a sequence of stopping time τn ↗ ∞, we
obtain

Pt ≤ EQ [Pτn |Ft] .

57



Quadratic BSDEs with infinite activity jumps

Sending n to infinity, we get ∆Yt = Y 1
t − Y 2

t ≤ 0, ∀t ∈ [0, T ],P-a.s. Finally permitting the role of
Y 1, Y 2 and using the same procedure we get the desired result.

2.5 Appendix

In order to prove existence of the solution, we need to prove the following intermediate result. As
explained before, the principal significance of this lemma (2.3.10) is that it allows to approximate
the driver functions by one of Lipschitz type.
Proof.[Proof of lemma (2.3.10)] (i) We can start to notice that, due to the properties of the inf-
convolution of the sequence ( ¯fn,κ)n and (q̄n,κ)n are increasing. Moreover (fm,κ)m and (qm,κ)m
are decreasing. The monotonicity of the coefficient arises from the regularization function b.
The main point for the monotonicity of the coefficients is to notice that g(v(e))1{|e|≥ 1

κ} is smaller
then g(v(e)).
(ii) To prove that (f̄n,κ)n,κ is uniformly lipschitz in (y, z), we consider the function f̃n,κ such that
∀ε > 0 , y1, y2, z1, z2 and yε ∈ Q, zε ∈ Qd we have

fn,κt (y1, z1, u) ≥ f̃n,κt (yε, zε, u) + n|y − yε|+ |z − zε| − ε.

where f̃n,κt (yε, zε, u) := infv∈L0(B(E),ν)
{∫

E gt(v(e))νκ(de) + n|u− v|t + f̂(r, w)
}
.

fn,κt (y1, z1, u) ≥ f̃(yε, zε, u) + n|y2 − yε|+ n|z2 − zε|+ n|y1 − yε|+ n|z1 − zε|+ ε

≥ f̃(yε, zε, u)− n|y1 − y2| − n|z1 − z2|+ n|y2 − yε|+ n|z2 − zε|+ ε.

Hence,

fn,κt (y1, z1, u) ≥ fn,κt (y2, z2, u)− n|y1 − y2| − n|z1 − z2|+ ε.

Indeed, by arbitrariness of ε and by interchanging respectively the roles of (y1, z1) and (y2, z2)
we get the desire result. The same argument remains valid for (fm,κ) and (qm,κ).
Let u, ū ∈ L0(B(E), ν) such that

fn,κt (y, z, u)− fn,κt (y, z, ū) := (F̄nt (y, z)−Gn,κt (u))− (F̄nt (y, z) +Gn,κt (ū))

= inf
v∈L0(B(E),ν)

{∫
E
gt(v(e))1{|e|≥ 1

κ}ν(de) + n|u− v|t
}

− inf
v∈L0(B(E),ν)

{∫
E
gt(v(e))1{|e|≥ 1

κ}ν(de) + n|ū− v|t
}
.
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Notice that

inf
v∈L0(B(E),ν)

(f(v))− inf
v∈L0(B(E),ν)

(g(v)) ≤ sup
v∈L0(B(E),ν)

(f(v)− g(v)).

Thus we obtain

fn,κt (y, z, u)− fn,κt (y, z, ū) ≤ sup
v∈L0(B(E),ν)

{n|u− v|t − n|ū− v|t} (2.17)

≤ sup
v∈L0(B(E),ν)

{∫
E
n|u− v|2 − n|ū− v|2ν(de)

}
≤n

∫
E

(|u|+ |ū|)|u− ū|ν(de).

Then it follows from the Cauchy-Schwartz inequality that

fn,κt (y, z, u)− fn,κt (y, z, ū) ≤ n {|u|t + n|ū|t} |u− ū|t.

Hence the result.
(iii) The Convergence of the sequence is only obtained by the convergence of the second part
in the expression of (fn,κ)κ.
Hence

fn,κt (y, z, u)− fnt (y, z, u) = inf
v∈L0(B(E),ν)

{∫
{|e|≥ 1

κ}
gt(v(e))ν(de) + n|u− v|t

}

− inf
v∈L0(B(E),ν)

{∫
E
gt(v(e))ν(de) + n|u− v|t

}

≤ sup
v∈L0(B(E),ν)

{∫
{|e|≥ 1

κ}
gt(v(e))ν(de)−

∫
E
gt(v(e))ν(de)

}

≤ sup
v∈L0(B(E),ν)

{∫
E
gt(v(e))1[− 1

κ
, 1
κ

]ν(de)
}
.

Since sup
v∈L0(B(E),ν)

gt(v(e))1[− 1
κ
, 1
κ

] converge to zero, the result follows from the standard domi-

nated convergence Theorem.
(v) Finally  f̄n,κ ≤ f̄n ≤ ¯qn,κ ≤ q̄

fm,κ ≤ f̄m ≤ qm,κ ≤ q
⇒ q ≤ fn,m,κ := f̄n,κ − fm,κ ≤ q̄.

In order to prove the existence of the solution we need the following lemma. Here we justify
the existence of solution of the BSDE associated to (q̄n,κ, |ξ|) and (qm,κ,−|ξ|).
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Lemma 2.5.1. We consider the following approximation

q̄n,κ =:= q̄ ∧ b(y, z, u) = inf
r,w,v
{q̄κ(r, w, v) + n|y − r|+ n|z − w|+ n|u− v|t} . (2.18)

qm,κ := q̄ ∨ b(y, z, u) = sup
r,w,v

{
qκ(r, w, v) +m|y − r|+m|z − w|+m|u− v|t

}
. (2.19)

where q̄κt (r, w, v) = |l|t + Ct|r| + 1
2 |w|

2 +
∫
E(ev(e) − v(e) − 1)νκ(de) and qκ

t
(r, w, v) = −|l|t −

Ct|r| − 1
2 |w|

2 −
∫
E(e−v(e) + v(e)− 1)νκ(de).

We have
• The coefficient (q̄n,κ)n,κ satisfy the structure condition in Assumption 2.2.2 converges mono-
tonically to q̄ in (n, κ). The same properties holds for qn,κ.
Moreover, there exists respectively a unique solution (Ȳn,κ, Z̄n,κ, Ūn,κ),(Ym,κ,Zm,κ,Um,κ) for the
BSDEJ associated respectively to (q̄n,κ, ξ) and (qm,κ,−ξ) satisfying

|Ȳn,κt | ≤ ρ̄t

[
eCt,T |ξ|+

∫ T

t
eCt,sdΛs

]
, ∀t ∈ [0, T ],P-a.s. (2.20)

Proof. Due to the property of the inf-convolution, we have q̄n,κ ≤ q̄κ. However, we know that
q̄κ depend on κ through the function j. Hence, since for all κ ∈ N jκ(v) ≤ j(v) we get that
q̄n,κ ≤ q̄. Therefore , q̄n,κ satisfies the structure condition . The monotonicity of the sequence
follows from the function b . Hence we can conclude that (q̄n,κ)n,κ converges to q̄ and thank’s to
the Dini’s lemma the convergence is uniform.
• Let us prove the existence of solution of the BSDEJ (q̄n,κ, |ξ|). First, notice that the coefficient
q̄n,κ is Lipschitz continuous in (y, z, u) and since we are dealing with truncated measure having
a finite activity, by lemma (2.3.10) q̄n,κ satisfies Aγ condition . Hence by theorem (4.13) in [14],
there exits a unique solution (Ȳn,κ, Z̄n,κ, Ūn,κ) to the BSDEJ associated to (q̄n,κ, |ξ|).
To conclude we know that q̄n,κ satisfy the structure condition (2.5), then the process Ȳn,κ is an
exponential quadratic semimartingale. Hence by theorem 13 we get that
|Ȳn,κt | ≤ ρ̄t

[
eCt,T |ξ|T +

∫ T
t eCt,sdΛs

]
, ∀t ∈ [0, T ], P-a.s.

For the reader convenient, let us recall the following theorem and lemma, for more details
see [11].

Theorem 2.5.2. ( Barlow-Protter [11])
If Y n = Y0 +Mn− V n is a sequence of semimartingales in H1 converging uniformly in L1 to an
adapted process X. such that, for some positive constant C,

E
[ ∫ T

0
|dV n

s |
]
≤ C, and E

[(
Mn)∗] ≤ C. (2.21)
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Then X is a semimartingale in H1 with canonical decomposition: X = X0 +M − V
satisfying:

E
[ ∫ T

0
|dVs|

]
≤ C, and E

[(
M
)∗] ≤ C. (2.22)

and we have
lim
n→∞

E
[(
V n − V

)∗] = 0 and lim
n→∞

‖Mn −M‖H1 = 0. (2.23)

Lemma 2.5.3. (Garsia-Neveu) Let A be a predictable càdlàg increasing process and Φ a
random variable, positive integrable. For any stopping times σ ≤ T , we have E [AT −Aσ|Fσ] ≤
E [U.1σ<T |Fσ].
Then for all p ≥ 1,

E[ApT ] ≤ ppE[Up].
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CHAPTER 3

EXPONENTIAL QUADRATIC DOUBLY

REFLECTED BSDE WITH JUMPS

3.1 Overview of the content of this chapter

The motivation behind this chapter is to go beyond the results of Chapter 2 to provide an ex-
istence and uniqueness result for backward stochastic differential equation with jumps whose
generator has stochastic quadratic growth. The approach that we aim to adopt relies on a suit-
able class of quadratic BSDEJs with two reflecting barriers. To do so, we concern ourselves to
the well-posedness of generalized doubly reflected BSDEJ’s with unbounded terminal condi-
tion.
The chapter is organized as follows, we first recall briefly some notation and give a precise
definition of the solution of generalized doubly reflected BSDEJs and show by an exponen-
tial transformation how they are connected to another BSDEJ with more tractable coefficients.
Indeed, we prove that this auxiliary BSDEJs admits a unique solution using monotonic ap-
proximation techniques. Finally, in the appendix we prove a comparison theorem as well as an
existence result for generalized doubly reflected BSDEJs under stronger assumptions which
plays a crucial role in our proofs.

3.2 Framework

The set up and notations are the same as the ones introduced in Chapter 2, we will therefore
limit ourselves here to introduce the specific spaces corresponding to our framework.
•L2,d is the spaces of Rd-valued and P-measurable processes such that

‖Z‖2L2 :=
∫ T

0
|Zs|2ds < +∞, P-a.s.

•L2,d
ν is the space of P̃-measurable processes such that

‖U‖2L2
ν

:=
∫ T

0

∫
E
|Us(e)|2ν(de, ds) < +∞, P-a.s.
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•K the space of P-measurable continuous non decreasing process such that K0 = 0.
•D (respectively Dc) the space of R-valued P-measurable càdlàg processes resp. (∆Yt = 0).

We also introduce the following classical spaces
• H2 the set of all P-measurable processes Z such that E[

∫ T
0 |Zs|2ds] < +∞, P-a.s.

• For u, ū in the space L0(B(E), ν) of all B(E)-measurable functions with the topology of con-
vergence in measure, we define

|u− ū|t = (
∫
E
|u− ū|2ζ(t, e)λ(de))

1
2 .

• H2
ν the set of all P̃-measurable processes Z such that

E[
∫ T

0

∫
E
|Vs(e)|2ν(de, ds)] < +∞, P-a.s.

3.3 Generalized Doubly reflected BSDE with jumps

3.3.1 Formulation

In this section, we aim to prove existence of solution of generalized doubly reflected BSDE with
jumps given by (f.ds+ gdAs + dRs, ξ, L, U) under weaker assumption. Let us first introduce the
following definition of generalized doubly reflected backward stochastic differential equation
with jumps .

We are given the following objects:

• ξ an FT -measurable real valued random variable.

• A function f : Ω × [0, T ] × R1+d × L0(B(E), ν) → R such that f is P ⊗ B(R1+d) ⊗
B(L0(B(E), ν))-measurable.

• A function g : Ω× [0, T ]× R→ R such that g is P⊗B(R)-measurable .

• Two continuous R-valued processes Lt and Ut such that Lt ≤ Ut satisfying Lt ≤ ξ ≤ Ut.

• A positive random measure dR and a non-decreasing continuous process A.

Definition 3.3.1. We say that a quintuple (Y,Z, V,K+,K−) is a solution to the generalized
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doubly reflected BSDE with jumps associated to (f.ds+ gdAs + dRs, ξ, L, U), if

(E)



Y ∈ D, Z ∈ L2,d, V ∈ L2,d
ν , K± ∈ K.

Yt = ξ +
∫ T
t fs(Ys, Zs, Vs)ds+

∫ T
t dRs+

∫ T
t gs(Ys)dAs −

∫ T
t ZsdBs −

∫ T
t

∫
E Vs(e)µ̃(ds, de)

+
∫ T
t dK+

s −
∫ T
t dK−s , 0 ≤ t ≤ T, P-a.s.

Lt ≤ Yt ≤ Ut and
∫ T

0 (Ys− − Us)dK+
s =

∫ T
0 (Ys− − Ls)dK−s = 0, 0 ≤ t ≤ T, P-a.s.

The last condition is called the Skorohod condition. It requires that the processes K+ and
K− are minimal in the sense that they only act when Y reaches the obstacles L and U. This
condition is crucial to obtain the wellposedness of generalized doubly reflected BSDEs with
jumps. Note that when there is no barrier, the system becomes an ordinary BSDE with jumps.

Definition 3.3.2. We say that dM1
t and dM2

t are two singular measure and we denote dM1
s⊥dM2

s

if ∫ T

0
1{As(w)}dM

1
t =

∫ T

0
1{Acs(w)}dM

2
s = 0, ∀A ∈ P. (3.1)

We shall make the following standing assumptions on the maps under consideration.

Assumption 3.3.3 (Assumptions on the drivers).

• The first assumption characterize the growth of the driver f with a lower and an upper
bound: For every (y, z, v) ∈ R × Rd × L0(B(E), ν), there exist two positives processes η
and C respectively in L1(Ω, [0, T ]) and Dc such that

q
s
(y, z, v) = −ηs(w)− Cs(w)

2 |z|2 − 1
δ
J(v)

≤ fs(w, y, z, v) ≤ q̄s(y, z, v) = ηs(w) + Cs(w)
2 |z|2 + 1

δ
J(v),

dt⊗ dP-a.s, (w, t) ∈ Ω× [0, T ], where

J(v) =
∫
E

(
eδv(e) − δv(e)− 1

)
ν(de).

• The second assumption consists in specifying a lower and upper bound for g: For all
y ∈ [Ls(w), Us(w)],

|gs(w, y)| ≤ 1 A(ds)⊗ P(dw)-a.s.

• The last assumption known as the ”Aγ-condition ” deals with the increments of the driver
f with respect to the jump component: For all (y, z, u, ū) ∈ R × Rd × L0(B(E), ν) there
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exists a P⊗B(Rd+2)⊗B(E)-measurable function γ where C1 ≤ γ ≤ C2 with −1 < C1 ≤
0, C2 ≥ 0,

ft(y, z, v)− ft(y, z, v̄) ≤
∫
E
γt(e)[v(e)− v̄(e)]ν(de), ∀t ∈ [0, T ],P-a.s

Remark 3.3.4. We emphasize that, usually the above structure condition is uniform that is
the constants in front of z and u are constants. However in our context, we look for solution of
generalized doubly reflected BSDEs where the driver has stochastic growth i.e. η and C are no
longer constants but predictable processes.

To conclude this part we introduce the following requirement on the obstacle processes.

Assumption 3.3.5 (Assumptions on the Obstacle).
(i) There exists a semimartingale S with the following decomposition

S = S0 + V +
. − V −. +

∫ .
0 αsdBs, where S0 ∈ R, V +

. , V
−
. ∈ K and αs ∈ L2,d, P-a.s.

(ii) Lt ≤ St ≤ Ut, Lt ≤ 0 ≤ Ut, t ∈ [0, T ],P-a.s.

(iii) For all R ∈ K, dRt ≥ 0, P-a.s.

3.3.2 Exponential transformation and estimates

To achieve our main result, that is the existence of solutions of generalized doubly reflected
BSDEJs, we first introduce an auxiliary BSDEJ which is explicitly given in terms of exponential
transformation of the original one. We then establish a correspondence between solutions of
the auxilary one and those of BSDEJs given by (fds + gdAs + dRs, ξ, L, U). To do so, we
consider the following Ft-adapted continuous increasing process

mt = 2 sup
0≤s≤t

|Cs|+ sup
0≤s≤t

|Us|+ |Rt|+At + 1
δ

+ 1. (3.2)

Then we have the following result.

Proposition 3.3.6. There exists a solution (Y,Z, V,K+,K−) ∈ D × L2,d × L2,d
ν × K2 to the

system (E) if and only if (Ȳ , Z̄, V̄ , K̄+, K̄−) is solution of (E) with data (f̄ , ξ̄, L̄, Ū)
where

Ȳt = emt(Yt−mt), Z̄t = mtȲtZt, V̄t = Ȳt[emtVt(e) − 1], K̄±s = msȲsK
±
s .

f̄ = f̃s((ȳ ∧ L̄s) ∨ Ūs, z̄, v̄)− ηsms and ḡ = 1
8ms

g̃s((ȳ ∧ L̄s) ∨ Ūs)−
1
2

Ūt = emt(Ut−mt), L̄t = emt(Lt−mt), dR̄s = 1
2dĀs + ηsmsds, dĀs = 8msdms. (3.3)
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with 

g̃s(ȳ) = ȳ[msgs( ln(ȳ)
ms

+ms) dAsdms
+ms

dRs
dms

+ms − ln(ȳ
ms

],

f̃s(ȳ, z̄, v̄) = msȳ[fs( ln(ȳ)
ms

+ms,
z̄

msȳ
, 1
ms
ln( v̄ȳ + 1)).

+msȳ − |z̄|2
2msȳ2 − 1

ms

∫
E(eln(1+ v̄

ȳ
) − ln(1 + v̄

ȳ )− 1)ν(de)].

Proof. Applying Itô’s formula to Ȳt = emt(Yt−mt), we obtain for all t ∈ [0, T ], P-a.s

Ȳt = ȲT +
∫ T

t

Ȳs− [msfs(Ys, Zs, Vs)−
1
2 |msZs|2 −

∫
E

[emsVs(e) −msVs(e)− 1]ν(de)]ds

+
∫ T

t

msȲs−dK+
s −

∫ T

t

msȲs−dK−s −
∫ T

t

msȲs−ZsdBs −
∫ T

t

∫
E

Ȳs− [emsVs(e) − 1]µ̃(de, ds)

+
∫ T

t

Ȳs− [2ms − Ys]dms +
∫ T

t

[Ȳs−msgs(Ys)
dAs
dms

]dms +
∫ T

t

[Ȳs−ms
dRs
dms

]dms.

Thus, taking f̄ , ḡ, Ā and dR̄ as in (3.3) yield to

Ȳt = ȲT +
∫ T

t

f̄s(Ȳs, Z̄s, V̄s)ds+
∫ T

t

ḡs(Ȳs)dĀs +
∫ T

t

dR̄s −
∫ T

t

Z̄sdBs −
∫ T

t

∫
E

V̄s(e)µ̃(ds, de)

+
∫ T

t

dK̄+
s −

∫ T

t

dK̄−s .

We then deduce that if (Y,Z, V,K+,K−) is a solution of (E) then (Ȳ , Z̄, V̄ , K̄+, K̄−) is a solu-
tion of the generalized doubly reflected BSDEJs associated to (f̄ds+ ḡdĀs + dR̄s, ξ̄, L̄, Ū).
Conversely, let (Ȳ , Z̄, V̄ , K̄+, K̄−) be the solution of (E) with data (f̄ , ξ̄, L̄, Ū). Applying Itô’s
formula to Yt = ln(Ȳt)

mt
+mt, we obtain that (Y,Z, V,K+,K−) is a solution of (E).

The following lemma summarizes the properties satisfied by the transformed data.

Lemma 3.3.7. The data (f̄ds+ dR̄s + ḡdĀs, ξ̄, L̄, Ū) obtained by the above exponential trans-
formation satisfy the following properties

(i) 0 ≤ L̄t ≤ e−m
2
t ≤ Ūt ≤ e−1 < 1 and L̄T ≤ ξ̄ ≤ ŪT , ∀t ∈ [0, T ], P-a.s.

(ii) f̄ is a P-measurable function such that for all (s, y, z, v) ∈ [0, T ]× [L̄s, Ūs]× R1+d × L0(B(E), ν) :

−2msηs − |z|
2

L̄s
− 1

δJ(ln( v̄
L̄s

+ 1)) ≤ f̄s(w, y, z, v) ≤ 0, P-a.s.

(iii) − 1 ≤ gs(w, y) ≤ 0, ∀y ∈ [Ls, Us].

(iv) dR̄ is a random positive measure .
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Proof. (i) Since Ut ≤ mt − 1, it follows directly that 0 ≤ L̄t ≤ e−m
2
t ≤ Ūt ≤ e−1 < 1.

Let us now prove that f̄ satisfies the property(ii). Recalling the expression of f̃ and using
Assumption (3.3.3), we aim to determine an upper bound to f̃

f̃s(w, ȳ, z̄, v̄)

≤ msȳ[ηs + Cs
2
|z̄|2

m2
s ȳ

2 + 1
δ
J( 1
ms

ln(1 + v̄

ȳ
))− |z̄|2

2msȳ2 −
1
ms

∫
E

(eln(1+ v̄
ȳ

) − ln(1 + v̄

ȳ
)− 1)ν(de)]

≤ ȳms.ηs +
(
Cs

2ms
− 1

2

) |z|2
ȳ

+ ms

δ
ȳJ( 1

ms
ln(1 + v̄

ȳ
))−

∫
E

(eln(1+ v̄
ȳ

) − ln(1 + v̄

ȳ
)− 1)ν(de).

Using the following inequality J(ku) ≥ kJ(u), ∀k ≥ 1 and ȳ ≤ Ū ≤ e−1, we obtain

f̃s(w, ȳ, z̄, v̄) ≤ e−1msηs +
(
Cs

2ms
− 1

2

) |z|2
ȳ
.

Since Cs ≤ ms yield to Cs
2ms −

1
2 ≤ 0, we see that f̃s(w, ȳ, z̄, v̄) ≤ ηsms.

Now we aim to find a lower bound of f̃ . In fact

f̃s(w, ȳ, z̄, v̄) ≥ msȳ
[(
− ηs −

Cs
2
|z̄|2

m2
s ȳ

2 −
1
δ
Js
( 1
ms

ln(1 + v̄

ȳ
)
))

− |z̄|2

2msȳ2 −
1
ms

∫
E

(eln(1+ v̄
ȳ

) − ln(1 + v̄

ȳ
)− 1)ν(de)

]
≥ −e−1msηs −

(
Cs

2ms
+ 1

2

) |z|2
ȳ
−
∫
E

(eln(1+ v̄
ȳ

) − ln(1 + v̄

ȳ
)− 1)ν(de).

Using once again J(ku) ≥ kJ(u) together with L̄s ≤ ȳ ≤ Ūs and Cs
2ms + 1

2 ≤ 1, we finally get

f̃s(w, ȳ, z̄, v̄) ≥ −e−1msηs −
(
Cs

2ms
+ 1

2

) |z|2
ȳ
− 1
δ
Js(ln(1 + v̄

ȳ
))

≥ msηs −
|z|2

L̄s
− 1
δ
Js(ln(1 + v̄

L̄s
)).

Similar arguments can be used to prove that g satisfy −1 ≤ gs(w, y) ≤ 0.
The property (iv) follows from Assumption 3.3.5 and the definition 3.2.

3.3.3 Auxiliary generalized doubly reflected BSDE with jumps: Existence and
uniqueness results

Our problem is then reduced to find a maximal solution for generalized doubly reflected BSDEJs
under the following weaker assumptions.

Assumption 3.3.8.
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1. There exist two positives processes η ∈ L1(Ω, [0, T ]), C ∈ Dc such that

q := −ηt(w)− Ct(w)
2 |z|2 − 1

δ
j(v) ≤ ft(w, y, z, v) ≤ 0, ∀t ∈ [0, T ].

2. For all y ∈ R, −1 ≤ gt(w, y) ≤ 0, 0 ≤ t ≤ T.

3. There exists a continuous non decreasing process S = S0 − V., where S0 ∈ R, V ∈
K such that Lt ≤ St ≤ Ut, P-a.s.

4. ∀t ∈ [0, T ], ∀R ∈ K, dRt ≥ 0 and 0 ≤ Lt ≤ Ut < 1, P-a.s.

Theorem 3.3.9. Assume that Assumption 3.3.8 and Aγ-condition are fulfilled then the general-
ized DRBSDE with jumps (E) associated to (fds+dRs + gdAs, ξ, L, U) has a maximal solution.

Classically, when we want to manage a quadratic BSDE, it seems natural to start by an expo-
nential change of variable to obtain a Lipschitz BSDE. However in general, this method may
fail as it can be seen in lemma (3.3.7). A possible way to do so is to approximate the BSDE
by mean of sup-convolution. This technique was introduced by Lepeltier and San Martin [90] in
the backward theory.
To be a little bit more precise, the scheme of our proof is the following.
• The first step consists on introducing an auxiliary generator (fn)n globally Lipschitz with re-
spect to (y, z, u) as follows

fnt (y, z, u) := sup
(p,q,r)∈R×Rd×L0(B(E),ν)

{ft(p, q, r) + n|y − p|+ n|z − q|+ n|v − r|t}

Moreover, since the integrability conditions on the data are weaker, we will introduce a family of
stopping times (τi)i≥0. Hence, using the existence results of Appendix, we justify the existence
of a unique processes (Y n,i, Zn,i, Un,i,K−,n,i,K+,n,i) solution for the truncated generalized
doubly reflected BSDEJs.
In the last step, we prove a stability result for the approximating sequence of this type of BSDEJs
and hence we deduce from it that the limit exists and solves the original one.
Before proceeding in the proof, we will need the following lemma which provides essential
properties of the truncated drivers. Define

fn(t, y, z, v) = sup
(p,q,r)∈R×Rd×L0(B(E),ν)

{f(t, p, q, r)− n|p− y| − n|q − z|+ n|r − v|t} .

qn(t, y, z, v) = sup
(p,q,r)∈R×Rd×L0(B(E),ν)

{
q(t, p, q, r)− n|p− y| − n|q − z|+ n|r − v|t

}
.

gn(t, y) = sup
p∈R
{g(t, p)− n|p− y|} .
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Lemma 3.3.10. [104] Under Assumption 3.3.8 and Aγ-condition, we have

• The sequences (fn)n, (gn)n are Lipschitz with respect to (y, z, u).

• For all (t, ω, y, z, u) ∈ [0, T ]× Ω× R× Rd × L0(B(E), ν), ∀n ∈ N

q
t
(y, z, u) ≤ qn

t
(y, z, u) ≤ fnt (y, z, u) ≤ 0.

• For all (t, ω, y) ∈ [0, T ]× Ω× R, ∀n ∈ N, −1 ≤ gnt (w, y) ≤ 0.

• The sequences (fn)n and (gn)n are increasing and converges uniformly in every compact
set respectively to f and g P-a.s.

Proof.[proof of Theorem 3.3.9] The proof falls naturally into four steps
First step: Construction of the sequence of generalized doubly reflected BSDE with jumps:

Let j, i, p ∈ N such that j ≤ i ≤ p and t ∈ [0, τj ] where τj is a stationary family of stopping
times defined as follow

τj = inf
{
t ≥ 0;At +Rt + Ct +

∫ t

0
ηsds ≥ j

}
∧ T.

Let us now introduce the doubly reflected BSDEJ associated to the truncated driver(fn)n

(E1)



(i) Y n,i
t = ξ +

∫ T
t fns (Y n,i

s , Zn,is , V n,i
s )ds+

∫ T
t dRis +

∫ T
t gns (Y n,i

s )dAns +
∫ T
t dKn,i,+

s

−
∫ T
0 dKn,i,−

s −
∫ T
t Zn,is dBs −

∫ T
t

∫
E V

n,i
s (e)µ̃(ds, de), 0 ≤ t ≤ T,P-a.s,

(ii) Ln,it ≤ Y
n,i
t ≤ Un,it , 0 ≤ t ≤ T,P-a.s,

(iii)
∫ T

0 (Y n,i
s− − L

n,i
s )dKn,i,+

s =
∫ T

0 (Un,is − Y
n,i
s− )dKn,i,−

s = 0, P-a.s.

(iv) dKn,i,+
s ⊥dKn,i,−

s .

.

where dRi = 1{s≤τi}dRs and dAn = 1{s≤τn}dAs.
First, we have to justify the existence of the solution for the system (E1). Using both Lemma
(3.3.10) and the associateAγ-condition, it follows from Theorem 3.4.2, the existence of a unique
solution (Y n,i, Zn,i, V n,i,Kn,i,−,Kn,i,+). Moreover, we have the following estimate: ∀n, i ∈ N

E
[

sup
0≤t≤T

|Y n,i
t |2 +

∫ T

0
|Zn,it |2dt+

∫ T

0

∫
E
|V n,i
t (e)|2ν(de, dt) + (Kn,i,+

T )2 + (Kn,i,−
T )2] < +∞. (3.4)

In the other hand, since (τi)i≥0 is an increasing family of stopping times, we deduce from the
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comparison Theorem 3.4.1 and (3.4), that the solution satisfy the following properties

For all i, n ∈ N, dRi ≤ dRi+1, Lt ≤ Y n+1,i
t ≤ Y n,i

t ≤ Y n,i+1
t ≤ Ut, ∀t ∈ [0, T ], P-a.s (3.5)

and

dKn,i+1,+
t ≤ dKn,i,+

t ≤ dKn+1,i,+
t , dKn+1,i,−

t ≤ dKn,i,−
t ≤ dKn,i+1,−

t ,∀t ∈ [0, T ], P-a.s. (3.6)

For a fixed n, since (Y n,i)i is increasing we can define Y n as follows

Y n
t = lim

i→+∞
↗ Y n,i

t , ∀t ∈ [0, T ], P-a.s.

From (3.4), the sequences (Zn,i) and (V n,i) are bounded which entails the weak convergence.
We denote respectively (Zn) and (V n) their weak limits .
In the next step we prove a stability result for the approximating sequence of generalized doubly
reflected BSDEJs. We define an order for the convergence: first we will send i to infinity and
then in the third step we let n goes to infinity.

Step2: The convergence of the approximating generalized doubly reflected BSDEJ.

In this part we shall freeze n ∈ N and let i goes to ∞. For simplicity, we shall make the fol-
lowing notations δY = Y n,i − Y n,p, δZ = Zn,i − Zn,p and δV = V n,i − V n,p.
Consider ent := e2nAnt +(2n2+2n)t, we obtain by applying Itô’s formula to ens (Y n,i

s −Y n,p
s )2 between

t and τj , the following

ent (δY )2
t = enτj (δY )2

τj +
∫ τj

t
2ens δYs

[
fns (Y n,i

s , Zn,is , V n,i
s )− fns (Y n,p

s , Zn,ps , V n,p
s )

]
ds−

∫ τj

t
dRps

+ 2
∫ τj

t
ens δYsdδK

+
s − 2

∫ τj

t
ens δYsdδK

−
s − 2

∫ τj

t
ens δYs

[
gns (Y n,i

s )− gns (Y n,p
s )

]
dAns

− 2
∫ τj

t
ens δYsδZsdBs −

∫ τj

t
ens |δZs|2ds− 2

∫ τj

t

∫
E
ens δYsδVs(e)µ̃(de, ds) +

∫ τj

t
dRis

−
∫ τj

t

∫
E
ens |δVs(e)|2ν(de, ds)−

∫ τj

t
ens δY

2
s

(
2ndAns + (2n+ n2)ds

)
.

(3.7)

Before going any further, we need to estimate the following difference∫ τj

t
2ens δYs

[
fns (Y n,i

s , Zn,is , V n,i
s )− fns (Y n,p

s , Zn,ps , V n,p
s )

]
ds.

We first rely on the classical inequality: ∀ε > 0, a.b ≤ εa2 + 1
ε b

2 and the fact that both (fn)n and
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(gn)n are uniformly Lipschitz in (y, z, v). In this way we obtain what follows∫ τj

t
2ens δYs

[
fns (Y n,i

s , Zn,is , V n,i
s )− fns (Y n,p

s , Zn,ps , V n,p
s )

]
ds

≤
∫ τj

t
2.n.ens δYs [|δYs|+ |δZs|+ |δVs|s] ds.

≤ ε
∫ τj

t
nens |δYs|2ds+ 1

ε

∫ τj

t
nens

[
|δYs|2 + |δZs|2 + |δVs|2s

]
ds. (3.8)

Besides, we have∫ τj

t
2ens δYs

(
gns (Y n,i

s )− gns (Y n,p
s )

)
dAns ≤

∫ τj

t
2.n.ens |δYs|2dAns . (3.9)

On the other hand, it follow from (3.6)∫ τj

t
ens δYsdδK

+
s ≤ 0 and

∫ τj

t
ens δYsdδK

−
s ≥ 0. (3.10)

Besides, Notice that if we use the standard localization procedure we can prove that the local
martingale

∫ τj
t ens δYsδZsdBs −

∫ τj
t

∫
E e

n
s δYsδVs(e)µ̃(de, ds) is in fact a true (F,P)-martingale.

Now notice that since the family of stopping time τj is increasing then,

∫ τj

t
dRis −

∫ τi

t
dRps =

∫ τj∧τi

t
dRs −

∫ τj∧τp

t
dRs

=
∫ τj

t
dRs −

∫ τj

t
dRs = 0 (3.11)

Combining (3.8), (3.9), (3.10) and (3.11) and putting all terms containing δZ and δV in the
left-hand side, we can rewrite (3.7) as follow

E
[
ent |δYt|2 +

∫ τj

t
ens [|δZs|2 + |δVs|2s]ds

]
≤ E[enτj |δYτj |

2].

Now in order to justify the passage to the limit in the right hand side as i goes to +∞, we apply
Lebesgue’s Dominated convergence theorem for a fixed n, since we know that the process Y n,i

is bounded E
[
|δYτj |2

]
goes to 0 as i goes to infinity.

Hence there exits Zn ∈ L2,d and V n ∈ L2,d
ν such that for any n ∈ N we have

lim
i→+∞

E
[ ∫ τn

0

(
|Zn,is − Zns |2 +

∫
E
|V n,i
s (e)− V n

s (e)|2ν(de)
)
ds
]

= 0.

Now apply Itô formula to |Y n,i
t − Y n,p

t |2 and taking first the supremum over t ∈ [0, τj ] then the
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conditional expectation we get using the Burkholder-Davis-Gundy inequality

E
[

sup
t≤τj
|Y n,i
t − Y n,p

t |2
]
≤ E

[
|Y n,i
τj − Y

n,p
τj |

2]+ 2cE
[ ∫ τj

0
|Y n,i
s − Y n,p

s |2|Zn,is − Zn,ps |2ds
] 1

2

+ 2cE
[ ∫ τj

0

∫
E
|Y n,i
s − Y n,p

s |2|V n,i
s (e)− Zn,ps (e)|2ν(de, ds)

] 1
2 .

Letting n goes to infinity in the above inequality, we can deduce from the monotone convergence
theorem and dominated convergence

lim
i→+∞

E
[

sup
t≤τj
|Y n,i
t − Y n,p

t |2
]

= 0.

To conclude that the process Y n is càdlàg and hence belongs to D, the idea is to define Y p̃ the
projection of Y as the unique predictable process such that Yτ̃ = Eτ̃− [Yτ ] on {τ̃ <∞} for all
predictable time τ̃ and then (Y n,i)p̃ = Y n,i

− .
Putting Y n = lim

i→∞
Y n,i together with the fact that Y n,i is càdlàg from [11] we deduce by the

weak convergence of Zn,i and V n,i that Y n,i
− = (Y n,i)p̃ ↑ (Y n)p̃ as i→∞.

Similar to the arguments used in [48] we can prove that the processes K+ and K− belongs to
K. From (3.6), we deduce that Kn,i,+ converges weakly to the continuous increasing process
Kn,+. Furthermore, using Fatou lemma :for fixed n ∈ N and for all i ∈ N

E
[
(Kn,+)2

]
≤ E

[
(Kn,i,+)2

]
≤ E

[
(Kn,0,+)2

]
< +∞.

Hence, we get that E
[
(Kn,+)2] <∞ which proves that Kn,+ belongs to K.

Now since τj is a stationary family of stopping times , it follows from the system (E1) with mono-
tone convergence theorem that for a fixed n ∈ N, Kn,−

T < +∞, P-a.s.

Finally, letting i goes to infinity for fixed n ∈ N in the system (E1) we get that the quintuple
(Y n, Zn, V n,Kn,+,Kn,−) solves the following system

Y n
t = ξ +

∫ T

t
fns (Y n

s , Z
n
s , U

n
s )ds+ dRns + gns (Y n

s )dAns −
∫ T

t
Zns dBs (3.12)

+
∫ T

t
dKn,+

s −
∫ T

t
dKn,−

s −
∫ T

t
Zns dBs −

∫ T

t

∫
E
V n
s (e)µ̃(ds, de),

with Lnt ≤ Y n
t ≤ Unt , 0 ≤ t ≤ T,P-a.s. (3.13)

Note that Y n satisfies the above system for all t ∈ [0, τj ]. However , since the family of stopping
time τj satisfies P [∪∞i=1(τj = T )] = 1, we have immediately that Y n satisfies the system (3.12)
for all t in [0, T ].
To complete this step, it remains to prove the Skorohod condition of Y n. Since 0 ≤ Ut − Y n

t ≤
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Ut − Y n,i
t , we clearly have

∫ T

0
(Ut − Y n

t−)dKn,i,−
t = 0, P-a.s.

Therefore, since the process Kn,i,− converges to the continuous increasing process Kn, we
obtain the weak convergence of the measure dKn,i. Hence it follows that

∫ T

0
(Ut − Y n

t−)dKn,−
t = 0, P-a.s.

The proof of
∫ T

0 (Y n
t− − Lt)dK

n,+
t = 0 is in the same spirit, we only have to notice that we have

the weak convergence of the measure dKn,i to obtain that

0 ≤
∫ T

0
(Y n,i
t− − Lt)dK

n,i,+
t ≤

∫ T

0
(Y n,i
t− − Lt)dK

n,+
t = 0, P-a.s.

With the help of Fatou lemma we get the desired result.
The 5-uplet (Y n, Zn, V n,Kn,+,Kn,−) is solution of the following generalized doubly reflected
BSDEs with jumps.

(E2)



(i) Y n
t = ξ +

∫ T
t fns (Y n

s , Z
n
s , V

n
s )ds+

∫ T
t dRns +

∫ T
t gns (Y n

s )dAns −
∫ T
t Zns dBs

+
∫ T
t dKn,+

s −
∫ T

0 dKn,−
s −

∫ T
t Zns dBs −

∫ T
t

∫
E V

n
s (e)µ̃(ds, de), 0 ≤ t ≤ T, P-a.s.

(ii) Lnt ≤ Y n
t ≤ Unt , 0 ≤ t ≤ T, P-a.s.

(iii)
∫ T

0 (Y n
s− − L

n
s )dKn,+

s =
∫ T

0 (Y n
s− − U

n
s )dKn,−

s = 0, P-a.s.

.

Moreover the processes Zn, V n,Kn,+ and Kn,− inherits what follows : for all n ∈ N

E
[ ∫ τj

0
|Zns |2ds+

∫ τj

0

∫
E
|V n
s (e)|2ν(de, ds) + (Kn,+

T )2 + (Kn,−
T )2] < +∞.

To conclude this step, since dKn,+ = inf
i
dKn,i,+ and dKn,− = sup

i
dKn,i we have that dKn,+

and dKn,− are singular.

Step 3 : In this part, we will derive a stability result of the system (E2). We proceed exactly
as in the second step. To this end, since we know that the sequence (Y n)n is decreasing and
uniformly bounded, we only need to prove that there exits a Z and V in L2,d and L2,d

ν such that

lim
n→∞

E
[ ∫ T

0
|Zns − Zs|2ds+

∫ T

0

∫
E
|V n
s (e)− Vs(e)|2ν(de, ds)

]
= 0. (3.14)
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As in [50,85], we first consider the function φ : R+ → R+ defined by φ(x) = 1
4j (e

4jx − 4jx− 1)
with the following properties

0 ≤ x ≤ 1, φ(0) = 0, φ′(0) = 0, φ
′(x), φ

′′(x) ≥ 0,

φ
′(x) = e4jx − 1, φ

′′(x) = 4je4jx,

φ
′′(x) = 4jφ′(x) + 4j.

(3.15)

For the sake of clarity we define the processes Ȳ ,Z̄ and V̄

∀n ≤ m, Ȳ := Y n − Y m, Z̄ := Zn − Zm, V̄ := V n − V m.

Since φ is C2 , by Itô’s formula we get

φ(Ȳt) = φ(Ȳτj )−
∫ τj

t
φ
′(Ȳs)dK̄−s +

∫ τj

t
φ
′(Ȳs)dK̄+

s −
∫ τj

t
φ
′(Ȳs)Z̄sdBs

− 1
2

∫ τj

t
φ
′′(Ȳs)|Z̄s|2ds−

∫ τj

t

∫
E
φ
′(Ȳs)V̄s(e)µ̃(de, ds) +

∫ τj

t
φ
′(Ȳs)gns (Y n

s )dAns

−
∫ τj

t
φ
′(Ȳs)gms (Y m

s )dAms −
∫ T

t

∫
E

(φ(Ȳs + V̄s)− φ(Ȳs)− φ
′(Ȳs)V̄s)µ(de, ds)

+
∫ τj

t
φ
′(Ȳs) [(fns (Y n

s , Z
n
s , V

n
s )− fms (Y m

s , Zms , V
m
s )] ds (3.16)

Clearly fn ≤ f . By the growth assumption on f we get for all n ∈ N

−ηs −
Cs
2 |Z

n
s |2 −

1
δ
Js(V n

s ) ≤ fns (Y n
s , Z

n
s , V

n
s ) ≤ 0.

Then we have
0 ≤ −fms (Y m

s , Zms , V
m
s ) ≤ ηs + Cs

2 |Z
m
s |2 + 1

δ
J(V m

s ).

Now the elementary inequality |Zm|2 = |Zm − Zn + Zn|2 ≤ 2|Z̄|2 + 2|Zn|2 yield to an upper
bound of fn − fm.

−ηs −
Cs
2 |Z

n
s |2 −

1
δ
Js(V n

s ) ≤ fns (Y n
s , Z

n
s , V

n
s )− fms (Y m

s , Zms , V
m
s )

≤ ηs + Cs(w)
(
|Z̄s|2 + |Zns |2

)
+ 1
δ
Js(V n)

≤ ηs + Cs(w)
(
|Z̄s|2 + |Zns |2

)
+ ε|V m

s |2s

≤ ηs + Cs(w)
(
|Z̄s|2 + |Zns |2

)
+ 2ε|V n

s |2s + 2ε|V̄s|2s. (3.17)
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In the other hand∫ τj

t
gns (Y n

s )dAns −
∫ τj

t
gms (Y m

s )dAms =
∫ τj

t
gns (Y n

s )1{s≤τn}dAs −
∫ τj

t
gms (Y m

s )1{s≤τm}dAs

=
∫ τj

t
(gns (Y n

s )− gms (Y m
s ))1{s≤τn}dAs −

∫ τj

t
φ
′(Ȳs)gms (Y m

s )1{τn≤s≤τm}dAs.

By lemma (3.3.10), we have∫ τj

t
φ
′(Ȳs)(gns (Y n

s )− gms (Y m
s ))1{s≤τn}dAs ≤ −

∫ τj

t
φ
′(Ȳs)gms (Y m

s )1{s≤τn}dAs

≤
∫ τj

t
φ
′(Ȳs)1{s≤τn}dAs

≤
∫ τj

t
4je4j ȲsdAs. (3.18)

Hence, reporting (3.17 ) and (3.18) in (3.16) yield to

φ(Ȳt) +
∫ T

t

∫
E

(φ(Ȳs + V̄s)− φ(Ȳs)− φ
′(Ȳs)V̄s)µ(de, ds)

≤ φ(Ȳτj )−
∫ τj

t

∫
E
V̄s(e)φ

′(Ȳs)µ̃(de, ds)−
∫ τj

t
φ
′(Ȳs)Z̄sdBs

− 1
2

∫ τj

t
φ
′′(Ȳs)|Z̄s|2ds−

∫ τj

t
φ
′(Ȳs)dK̄−s +

∫ τj

t
φ
′(Ȳs)dK̄+

s

+
∫ τj

t
φ
′(Ȳs)

[
ηs + Cs(w)

(
|Z̄s|2 + |Zns |2

)
+ 2ε|V n

s |2s + 2ε|V̄s|2s
]
ds

+ 4j
∫ τj

t
e4j ȲsdAs + 4j

∫ τj

t
e4j Ȳs1{τn≤s≤τm}dAs.

(3.19)

Now, since the process Cs(w) is bounded by j for all s ∈ [0, τj ] it follows∫ τj

t
φ
′(Ȳs)Cs(w)|Z̄s|2ds−

1
2

∫ τj

t
φ
′′(Ȳs)|Z̄s|2ds

≤
∫ τj

t
jφ
′(Ȳs)|Z̄s|2ds−

1
2

∫ τj

t

(
4jφ′(Ȳs) + 4j

)
|Z̄s|2ds

≤ j
∫ τj

t
φ
′(Ȳs)|Z̄s|2ds− 2j

∫ τj

t
φ
′(Ȳs)|Z̄s|2ds− 2j

∫ τj

t
|Z̄s|2ds

≤ −j
∫ τj

t
|Z̄s|2ds− 2j

∫ τj

t
φ
′(Ȳs)|Z̄s|2ds. (3.20)

Using the same argument as in [52], we obtain

C̃|V̄s(e)|2 ≤ φ(Ȳs− + V̄s(e))− φ(Ȳs−)− φ′(Ȳs−)V̄s(e), dνa.e. (3.21)
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Plugging (3.20) and (3.21) in the previous Itô equation (3.19) yields

φ(Ȳt) + C̃

∫ T

t

∫
E
|V̄s(e)|2ν(de, ds) ≤

φ(Ȳτj )− 2ε
∫ τj

t
φ
′(V̄s)|V̄s|2sds− 2ε

∫ τj

t
φ
′(V̄s)|V n

s |2sds− 2j
∫ τj

t
|Z̄s|2ds− j

∫ τj

t
φ
′(Ȳs)|Z̄s|2ds

− j
∫ τj

t
φ
′(Ȳs)|Zns |2ds+

∫ τj

t
(ejȲs − 1)dAs +

∫ τj

t

(
ejȲs − 1

)
dK̄−s +

∫ τj

t

(
ejȲs − 1

)
dK̄+

s

−
∫ τj

t
(ejȲs − 1)Z̄sdBs + dRn,ms + 4j

∫ τj

t
ηse

4j Ȳsds−
∫ τj

t

∫
E
V̄s(e)φ

′(Ȳs)µ̃(de, ds). (3.22)

Let us underline that the process K̄ acts only when Ȳ reaches the obstacles L and U , it is
easy to see that Km,+ only increases when Y n

t− = St and K̄n,− only increases when Y m
t− = Lt.

Therefore, we have

φ(Ȳt) + C̃

∫ T

t

∫
E
|V̄s(e)|2ν(de, ds) ≤ φ(Ȳτj )− 2ε

∫ τj

t
φ
′(V̄s)|V̄s|2sds− 2ε

∫ τj

t
φ
′(V̄s)|V n

s |2sds

− 2j
∫ τj

t
[12 + φ

′(Ȳs)]|Z̄s|2ds− j
∫ τj

t
φ
′(Ȳs)|Zns |2ds+

∫ τj

t
4je4j

(
Ȳs + 1{τn≤s≤τm}

)
dAs

+
∫ τj

t
j (Y n

s− − Ls) dK
m,+
s + dRn,ms +

∫ τj

t
j (−Y m

s− + Us) dKn,−
s −

∫ τj

t

∫
E
V̄s(e)φ

′(Ȳs)µ̃(de, ds)

−
∫ τj

t
(ejȲs − 1)Z̄sdBs + 4j

∫ τj

t
ηse

4j Ȳsds.

where

dR̃n,ms = dRn,ms +
(
e

4j
(
Y n
s−
−Ls

)
− 4j (Y n

s− − Ls)
)
dKm,+

s −
(
e

4j
(
−Ym

s−
+Us

)
− 4j (−Y m

s− + Us)
)
dKn,−

s .

Taking in the left sides all the terms containing either Z̄ or V̄ , we get

φ(Ȳt) + C̃

∫ T

t

∫
E
|V̄s(e)|2ν(de, ds) + 2ε

∫ τj

t
φ
′(V̄s)|V̄s|2sds+ 2j

∫ τj

t
[1 + φ

′(Ȳs)]|Z̄s|2ds

+ 4j
∫ τj

t
j. (Y n

s− − Ls) dK
m,+
s + 4j

∫ τj

t
j. (−Y m

s− + Us) dKn,−
s +

∫ τj

t
dR̃n,ms .

≤ φ(Ȳτj ) + j

∫ τj

t
φ
′(Ȳs)|Zns |2ds− 2ε

∫ τj

t
φ
′(V̄s)|V n

s |2sds+
∫ τj

t
4je4j

(
Ȳs + 1{τn≤s≤τm}

)
dAs

+ 4j
∫ τj

t
ηse

4j Ȳsds−
∫ τj

t
φ
′(Ȳs)Z̄sdBs −

∫ τj

t

∫
E
V̄s(e)φ

′(Ȳs)µ̃(de, ds). (3.23)
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Then using the fact that Y n − Y m ≤ 1 we obtain for t = 0,

E
[
2j(1 + φ

′(1))
∫ τj

0
|Zns − Zms |2ds+ (2εφ′(1) + C̃)

∫ τj

0

∫
E
|V n
s − V m

s |2ν(de, ds)
]

≤ φ(1) + E
[
4je4j

∫ τj

t
ηsds+ φ

′(1)
∫ τj

0
dAs +

∫ τj

0
dR̃n,ms

]
+ E[

∫ τj

0
j.φ
′(Ȳ )|Zns |2 − 2εφ′(1)E

∫ τj

t
|V n
s |2sds]. (3.24)

Let us underline that since φ(Y n,m) is uniformly bounded process, the conditional expectation
of the martingale part of equation (3.23) vanishes. Now, taking n = 0 we get from the apriori
estimates of (Y n, Zn,Kn,+,Kn,−) that

E
[ ∫ τj

0
|Z0
s − Zms |2ds+

∫ τj

0

∫
E
|V 0
s − V m

s (e)|2ν(de, ds)
]
≤ C ′j . (3.25)

and
sup
m∈N

E
[ ∫ τj

0
|Zms |2ds+

∫ τj

0

∫
E
|V m
s (e)|ν(ds, de)

]
< +∞. (3.26)

For all t ∈ [0, τj ], we can then extract a subsequence (mj
k)k∈N such that Z

mj
k

t and V
mj
k

t con-
verges weakly respectively to an Ft-adapted processes Ẑt and V̂t in H2 and H2

ν . It is obvious

that (φ′(Y n
s −Y

mj
k

s ))
1
2 1[0,τj ](Zns −Z

mj
k

s ) respectively (φ′(Y n
s −Y

mj
k

s ))
1
2 1[0,τj ](V n

s −V
mj
k

s ) converge

weakly in H2 and in H2
ν to (φ′(Y n

s −Y
mj
k

s ))
1
2 1[0,τj ](Zns −Zs) and (φ′(Y n

s −Y
mj
k

s ))
1
2 1[0,τj ](V n

s −Vs).
Hence, recalling the Itô equation (3.23 ) we obtain

E
[ ∫ τj

0
2j(1

2 + φ
′(Ȳs))|Zns − Z

mj
k

s |2ds+
∫ τj

0

∫
E

(2εφ′(Ȳs) + C̃)|V n
s − V

mj
k

s (e)|2ν(de, ds)
]

≤ E
[
φ(Ȳτj ) + 4je4j

∫ τj

0
ηsds+

∫ τj

0
4je4j

(
Ȳs + 1{τn≤s≤τm}

)
dAs +

∫ τj

0
j.φ
′(Ȳs)|Zns |2ds

]
− 2εE

[ ∫ τj

0
φ
′(Ȳs)|V n

s |sds
]
.

Notice that

jE
[ ∫ τj

0
φ
′(Ȳs)|Zns |2ds

]
≤ 2jE

[ ∫ τj

0
φ
′(Ȳs)|Zns − Ẑs|2ds+

∫ τj

0
φ
′(Ȳs)|Ẑs|2ds

]
,

and
2εE[

∫ τj

t
φ
′(Y n

s − Ŷs)|V n
s |2sds] ≤ 2ε̃E[

∫ τj

t
φ
′(Y n

s − Ŷs)|V n
s − V̂s|2sds]

+ 2ε̃E[
∫ τj

t
φ
′(Y n

s − Ŷs)|V̂s|2sds].
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Now since we have

E
[
2j(1 + φ

′(Y n
s − Ŷs))

∫ τj

0
|Zns − Ẑs|2ds+

∫ τj

0

∫
E

(2εφ′(Y n
s − Ŷs) + C̃)|V n

s (e)− V̂s(e)|2ν(de, ds)
]

≤ lim inf
k
E
[
2j(1 + φ

′(Y n
s − Y

mj
k

s ))
∫ τj

0
|Zns − Z

mj
k

s |2ds
]

+ lim inf
k
E
[
(2εφ′(Y n

s − Y
mkj
s ) + C̃)

∫ τj

0

∫
E
|V n
s (e)− V mj

k
s (e)|2ν(de, ds)

]
,

letting k goes to infinity allows us to obtain

E
[
2j
∫ τj

0
|Zns − Ẑs|2ds+ C̃

∫ τj

0

∫
E
|V n
s (e)− V̂s(e)|2ν(de, ds)

]
≤ lim inf

k

[
E[2j(1 + φ

′(Y n
s − Y mj

k))
∫ τj

0
|Zns − Z

mj
k

s |2ds

+ (2εφ′(Y n
s − Y

mkj
s ) + C̃)

∫ τj

0

∫
E
|V n
s (e)− V mj

k
s (e)|2ν(de, ds)]

]
.

≤ E[φ(Ȳτj ) + 4je4j
∫ τj

t
ηsds+

∫ τj

0
φ
′(Ȳs)dAs + 2j

∫ τj

0
φ
′(Ȳs)|Ẑs|2ds

]
+ 2ε̃E[

∫ τj

t
φ
′(Y n

s − Ŷs)|V n
s |2sds].

Since φ
′(Y n−Ŷs) goes to zero as k goes to infinity, we conclude by the dominated convergence

theorem, that

E
[ ∫ τj

0
|Zns − Ẑjs |2ds+

∫ τj

0

∫
E
|V n
s (e)− V̂ j

s (e)|2ν(de, ds)
]
−→n→∞ 0. (3.27)

Therefore by the uniqueness of the limit we have , Ẑjs(w) = Ẑj+1
s (w) and V̂ j

s (w) = V̂ j+1
s (w),

P-a.s.
We then denote by Z and V their respective limits when j goes to infinity. Finally since τj = T ,
we obtain

lim
n→∞

E
[ ∫ T

0
|Zns − Zs|2ds+

∫ T

0

∫
E
|V n
s (e)− Vs(e)|2ν(de, ds)

]
= 0. (3.28)

Hence, it remains to prove that the limit process Y is càdlàg.

|Ys − Y n
s | ≤

∫ τj

t
|(fs(Ys, Zs, Vs)− fns (Y n

s , Z
n
s , V

n
s )|ds+

∫ τj

t
|gs(Ys)− gns (Y n

s )|dAns

+
∫ τj

t
|gs(Ys)1{s≥τn}|dAs + |

∫ τj

t
(Zs − Zms )dBs|+ |

∫ τj

t

∫
E

(Vs(e)− V m
s (e))µ̃(de, ds)|.

79



Exponential quadratic doubly reflected BSDE with jumps

Taking the supremum over t and the conditional expectation yields to

E
[

sup
0≤t≤τj

|Ys − Y n
s |
]
≤ E

[ ∫ τj

0
|(fs(Ys, Zs, Vs)− fns (Y n

s , Z
n
s , V

n
s )|ds

]
(3.29)

+E
[ ∫ τj

0
|gs(Ys)1{s≥τn}|dAs

]
+ E

[ ∫ τj

0
|gs(Ys)− gns (Y n

s )|dAns
]

+E
[

sup
0≤t≤τj

|
∫ τj

t
(Zs − Zms )dBs|+ sup

0≤t≤τj
|
∫ τj

t

∫
E

(Vs(e)− V m
s (e))µ̃(de, ds)|

]
.

Furthermore, the Burkholder-Davis-Gundy inequality allows us to deduce that

E
[

sup
0≤t≤τj

∫ τj

0
(Zs − Zms )dBs

]
≤ 2E

[ ∫ τj

0
|Zs − Zns |2ds

] 1
2 . (3.30)

and

E
[

sup
0≤t≤τj

∫ τj

0

∫
E

(Vs(e)− V n
s (e))µ̃(de, ds)

]
≤ 2E

[ ∫ τj

0

∫
E
|Vs(e)− V n

s (e)|2ν(de, ds)
] 1

2 . (3.31)

Reporting (3.30), (3.31) in the previous inequality yields to

E
[

sup
0≤t≤τj

|Yt − Y n
t |
]
→n 0.

Step 4: Identification of the limit
In this part we aim to prove that quintuple (Y,Z, V,K−,K+) is the solution of the generalized
doubly reflected BSDEJ (E). To do so we first prove that

lim
n→∞

E
[ ∫ τj

0
|fnt (Y n

t , Z
n
t , U

n
t )− ft(Yt, Zt, Ut)|dt

]
= 0 and lim

n→∞
E
[ ∫ τj

0
|gnt (Y n

t )− gt(Yt)|dt
]

= 0.

By Lemma 3.3.10, fns (y, z, v) converges to fs(y, z, v), ∀s ∈ [0, T ],P-a.s. Moreover, from the
càdlàg version of Dini’s theorem, fns (y, z, v) converges uniformly on every compact set. Thus,
fns (y, z, v)1[0,τj ] converges uniformly to fs(y, z, v)1[0,τj ] as n goes to infinity, dt⊗ dP⊗ dν a.s.

In fact as Zn
j
k and Un

j
k are unbounded, one can decompose the expression above in the fol-

lowing way

E
[ ∫ τj

0
|fnt (Y nt , Znt , Unt )− ft(Yt, Zt, Ut)|dt

]
= E[

∫ τj

0
|fnt (Y nt , Znt , Unt )− ft(Yt, Zt, Ut)|1

{|Z
n

j
k

s |+|U
n

j
k

s |≤C}
dt]

+ E
[ ∫ τj

0
|fnt (Y nt , Znt , Unt )− ft(Yt, Zt, Ut)|1

{|Z
n

j
k

s |+|U
n

j
k

s |≥C}
dt
]

The first term in the right-hand side goes to zero as k goes to infinity since Y nj
k is bounded
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over [0, τj ] and

|fn
j
k

t (Y nj
k

t , Z
nj
k

t , V
nj
k

t )− ft(Yt, Zt, Vt)| ≤ ηt + j

2 |Z
nj
k

t |2 + 1
δ
J(V nj

k
t ).

For the last one, using Markov inequality we have

E
[
1
{|Zn

j
k |+|V n

j
k |≥C }

]
≤ 2
C2E

[
|Zn

j
k |2 + |V nj

k |2t
]
.

Hence, using the dominated convergence theorem we obtain that f
nj
k

t (Y nj
k

t , Z
nj
k

t , U
nj
k

t ) converge
to ft(Yt, Zt, Ut) in L1(dt⊗ dP⊗ dν) for all t ≤ τj .
Using the same argument we can prove that E

[∫ τj
0 |gnt (Y n

t )− gt(Yt)|dt
]

goes to zero as n goes
to infinity.
Now, notice from the system (E2) that sup

n
E[Kn,+

τj ] < ∞. By Fatou lemma we deduce that

E
[
K+
τj

]
<∞. Thus, we obtain that K+

T <∞, P-a.s. We can show similarly that K−T <∞.
In order to finish the proof we need to show that the limit process Y satisfies the following
minimality condition

∫ T

0
(Ys− − Ls)dK+

s =
∫ T

0
(Us − Ys−)dK−s = 0, 0 ≤ t ≤ T, P-a.s.

This is deduced from the following facts :
• From the system (3.4.1) we have

∫ T
0 (Y n

s − Lns )dKn,+
s =

∫ T
0 (Uns − Y n

s )dKn,−
s = 0, P-a.s.

• Kn,+ respectively Kn,− converges uniformly to K+, K−.
The only point remaining concerns the singularity of the measures dK+ and dK−. The result
follows from the singularity of dKn,− and dKn,+ with dK− = infn dKn,−, dK+ = supn dKn,+.
We can hence conclude that the 5-uplet (Y,Z, V,K+,K−) is a solution of the system (E1).

Theorem 3.3.11. Under Assumptions 3.3.3 and 3.3.5, there exists a maximal solution (Y,Z, V,K+,K−)
for the doubly reflected BSDE with jumps associated to (f, ξ, L, U) satisfying the system (E).

Proof. As already explained, the existence is obtained directly from a logarithmic change of
variable. Let Yt = ln(Ȳt)

mt
+ mt, Zt = Z̄t

msȲt
and Vt = 1

mt
ln( V̄t

Ȳt
+ 1). Then applying Itô’s formula,

we obtain

Yt = ξ +
∫ T

t
fs(Ys, Zs, Vs)ds+

∫ T

t
dRs +

∫ T

t
gs(Ys)dAs +

∫ T

t
dK+

s −
∫ T

t
dK−s

−
∫ T

t
ZsdBs −

∫ T

t

∫
E
Vs(e)µ̃(ds, de), 0 ≤ t ≤ T,P-a.s,.

In addition, since
∫ T

0 (Ȳs− − L̄s)dK̄+
s =

∫ T
0 (Ȳs− − Ūs)dK̄−s = 0. we have

∫ T
0 (Ys− − Ls)dK+

s =∫ T
0 (Ys− − Us)dK−s = 0, P-a.s.
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3.4 Appendix

3.4.1 Existence and uniqueness result: The Lipschitz case.

In this section, we extend some of the results of Pardoux Zhang [115] concerning generalized
BSDEs with no reflection to the case of doubly reflected BSDEJs. Let us note that the majority of
the following proofs follows straightforwardly from the original proofs of [115], [68] [118] and [45]
with some minor modifications due to jumps and reflection. However, we still provide the proof
of existence since it will be needed in the construction of stochastic quadratic BSDEJ’s solution.
To the best of our knowledge, they do not appear anywhere else in the literature.
We look for the solution of the following generalized doubly reflected BSDE with jumps,

(S)


Yt = ξ +

∫ T
t fs(Ys, Zs, Vs)ds+

∫ T
t gs(Ys)dAs −

∫ T
t ZsdBs −

∫ T
t

∫
E Vs(e)µ̃(ds, de)

+
∫ T
t dK+

s −
∫ T
t dK−s 0 ≤ t ≤ T, P-a.s.

Lt ≤ Yt ≤ Ut and
∫ T

0 (Ys− − Us)dK+
s =

∫ T
0 (Ys− − Ls)dK−s = 0, 0 ≤ t ≤ T, P-a.s.

under the following assumption

(H1)



(i) There exists a positive constant Lf such that ∀y, y′ ∈ R, z, z′ ∈ Rd, u, u′ ∈ L0(B(E), ν),

|ft(y, z, u)− ft(y
′
, z
′
, u
′)| ≤ Lf (|y − y′|+ |z − z′|+ |k − k′ |t), ∀t ∈ [0, T ],P-a.s.

(ii) There exists a positive constant Lg such that ∀y, y′ ∈ R,

|gt(y)− gt(y′)| ≤ Lg|y − y′|, and − 1 ≤ gt(y) ≤ 0, ∀t ∈ [0, T ].

(iii)∀R ∈ K, dRt ≥ 0 and 0 ≤ Lt ≤ Ut < 1, ∀t ∈ [0, T ],P-a.s.

Comparison result

Theorem 3.4.1. Let (Y 1, Z1, V 1,K1,−,K1,+) and (Y 2, Z2, V 2,K2,−,K2,+) be to two solutions
of (S) associated to (f i, ξi, Li, U i)i=1,2, such that, for (i = 1, 2) Assumption (H1) is satisfied.
Assume moreover that

• ξ1 ≤ ξ2, P-a.s.

• L1
t ≤ L2

t and S1
t ≤ S2

t , ∀t ∈ [0, T ],P-a.s.

• f1
s (Y 2

s , Z
2
s , V

2
s ) ≤ f2

s (Y 2
s , Z

2
s , V

2
s ), ∀t ∈ [0, T ],P-a.s.

• g1
s(Y 2

s ) ≤ g2
s(Y 2

s ), ∀t ∈ [0, T ],P-a.s,

then we have Y 1
t ≤ Y 2

t , ∀t ∈ [0, T ],P-a.s.
Furthermore, if U1

t = U2
t , L1

t = L2
t , Lt ≤ Ut, ∀t ∈ [0, T ], P-a.s, then K−,1t ≤ K−,2t and

K+,2
t ≤ K+,1

t , ∀t ∈ [0, T ],P-a.s.
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Proof. The proof follows the lines of the proof of the theorem (1.3) in [63] in the continuous
setting . For simplicity, we shall make the following notations.

(δYt, δZt, δVt) = (Y 1
t − Y 2

t , Z
1
t − Z2

t , V
1
t − V 2

t ), δξ = ξ1 − ξ2

δft = f1
t (Y 2

t , Z
2
t , V

2
t )− f2

t (Y 2
t , Z

2
t , V

2
t ) δgt = g1

t (Y 2
t )− g2

t (Y 2
t )

Let us define the following bounded processes

αs = f2
s (Y 1

s , Z
1
s , V

1
s )− f2

s (Y 2
s , Z

1
s , V

1
s )

Y 1
s − Y 2

s

1{Y 1
s 6=Y 2

s }, α̃s = g2
s(Y 1

s )− g2
s(Y 2

s )
Y 1
s − Y 2

s

1{Y 1
s 6=Y 2

s }.

βs = f2
s (Y 2

s , Z
1
s , V

1
s )− f2

s (Y 2
s , Z

1
s , V

1
s )

‖Z1
s − Z2

s‖2
(Z1

s − Z2
s )1{Z1

s 6=Z2
s}.

Consider the following stopping times

τk = inf
{
t ≥ 0,

∫ t

0

(
|Z1
s |2 + |Z2

s |2
)
ds+

∫ t

0

∫
E

(
|V 1
s (e)|2 + |V 2

s (e)|2
)
ν(de, ds) ≥ k

}
∧ T.

We start by applying Itô formula to RtδYt = eαt(Y 1
t − Y 2

t )+ where Rt = eαt .

Rt∧τk(δYt∧τk)+ = Rτk(δYτk)+ +
∫ τk

t∧τk
1{Y 1

s ≥Y 2
s }RsδYs

[
f1
s (Y 1

s , Z
1
s , V

1
s )− f2

s (Y 2
s , Z

2
s , V

2
s )
]
ds

+
∫ τk

t∧τk
RsδYs[gs(Y 1

s )− gs(Y 2
s )]dAs −

∫ τk

t∧τk
1{Y 1

s ≥Y 2
s }δYsRsδZsdBs

−
∫ τk

t∧τk

∫
E
RsδYsδVs(e)µ̃(de, ds)−

∫ τk

t∧τk
αsRsδYsds

+
∫ τk

t∧τk
1{Y 1

s ≥Y 2
s }Rs(dK

+,1
s − dK−,1s )−

∫ τk

t∧τk
1{Y 1

s ≥Y 2
s }Rs(dK

+,2
s − dK−,2s ).

Notice that when Y 1 ≥ Y 2 we have U2
t ≥ Y 2

t and Y 1
t ≥ L1

t , we obtain∫ τk

t∧τk
1{

Y 1
s−
≥Y 2

s−

}δYs(dK+,1
s − dK+,2

s )−
∫ τk

t∧τk
1{

Y 1
s−
≥Y 2

s−

}δYs(dK−,1s − dK−,2s ) ≤ 0.
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Hence, using Assumption (H1), we get

Rt∧τj
(δYt∧τk

)+ ≤ Rτk
(δYτk

)+ +
∫ τk

t∧τk

1{Y 1
s ≥Y 2

s }αsRs|δYs|ds

−
∫ τk

t∧τk

1{Y 1
s ≥Y 2

s }RsδZsdBs −
∫ τk

t∧τk

∫
E

1{Y 1
s ≥Y 2

s }RsδVs(e))µ̃(de)ds+
∫ τk

t∧τk

Rsα̃s1{Y 1
s ≥Y 2

s }|δYs|dAs︸ ︷︷ ︸
M

+
∫ τk

t∧τk

1{Y 1
s ≥Y 2

s }Rs|δZs|βsds+
∫ τk

t∧τk

∫
E

1{Y 1
s ≥Y 2

s }Rsγs(e)δVs(e)νs(de, ds).︸ ︷︷ ︸
M−<M,N>

(3.32)

Now we define the probability measure P̃ such that dP̃dP = E(N)T . Since −1+δK ≤ γ(U1
s , U

2
s ) ≤

CK and |βt(Z1
s , Z

2
s )| ≤ C̄ since Z1 and Z2 are of BMO types.

Hence E(M) is a BMO-martingale with M =
∫ t

0 Rsα̃sδYsdAs +
∫ t

0 Rs(Z1
s − Z2

s )dBs +
∫
.Rs(V 1

s −
V 2
s )µ̃(de) and N =

∫ t
0 βsdBs +

∫ t
0
∫
E γ(e)µ̃(de, ds). Using Girsanov theorem, we obtain that

M − 〈M,N〉 are locale P̃ -martingale.
Hence, taking the conditional expectation in (3.4.1) between t and τn when τk converges to T
as long as k goes to infinity yield

Rt(Y 1
t − Y 2

t )+ ≤ EP̃
[
Rτk(Y 1

τk
− Y 2

τk
)+|Ft

]
.

Sending k to∞ we get δYt = Y 1
t − Y 2

t = 0,∀t ∈ [0, T ], P-a.s.
• Let as now prove that

K−,1t ≤ K−,2t , K+,2
t ≤ K+,1

t , ∀t ∈ [0, T ], P-a.s.

Exactly as (Theorem (1.3), [68]), we define the following family of stopping times τ

τ = inf
{
t ≥ 0, K−,1t ≥ K−,2t

}
∧ T.

Suppose that P(τ < T ) > 0 . Hence, K−,1τ = K−,2τ on {τ < T} . Moreover

Y 1
τ = Y 2

τ = Uτ on {τ < T} .

if Y 1
τ(w)(w) 6= Uτ(w)(w) then Yt(w) < Ut(w) for all t ∈]τ(w) − p(w), τ + p(w)[ where p(w) is a

positive real number.
Thus, it follows that for all t ∈]τ(w) − p(w), τ + p(w)[, K−,1t(w)(w) = K−,2t(w)(w) = Y 2

t(w)(w) which
contradicts the definition of the stopping family τ(w). Hence

Y 1
t(w)(w) = Ut(w)(w) = Y 2

t(w)(w).
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In the other hand, we consider the family of stopping times δ = inf
{
t ≥ τ ;Y 1

t = Lt
}
∧ T such

that {τ < T} ⊂ {δ < T}. Notice that
- if τw < T then Y 1

τ(w) = Uτ(w)(w).
- if δ(w) = τ(w) then Yδ(w)(w) = Lδ(w) = Ut(w) = Lt(w)(w) which contradicts the fact that the
process Ut remain above the process Lt . We can deduce that P [δ < τ ] > 0 .
This implies that K+,1

δ = K+,1
t and K+,2

δ = K+,2
t , ∀t ∈ [τ, δ], P-a.s, since Y 1 ≤ Y 2 and K+

(resp. K−) moves when Y 1 (resp. Y 2 reaches the lower obstacles L. Henceforth, we have

Y 1
t = Y 1

δ +
∫ δ

t

f1
s (Y 1

s , Z
1
s , V

1
s )ds+

∫ T

t

g1
s(Y 1

s )dAs −K1,−
δ +K1,+

t −
∫ δ

t

Z1
sdBs −

∫ δ

t

∫
E

V 1
s (e)µ̃(de, ds).

Y 2
t = Y 2

δ +
∫ δ

t

f2
s (Y 2

s , Z
2
s , V

2
s )ds+

∫ T

t

g2
s(Y 2

s )dAs −K2,−
δ +K2,+

t −
∫ δ

t

Z2
sdBs −

∫ δ

t

∫
E

V 2
s (e)µ̃(de, ds).

Now in order to conclude, we define (Ȳ 1
t , Z̄

1
t , V̄

1
t , K̄

1
t )t≤δ (resp. (Ȳ 2

t , Z̄
2
t , V̄

2
t , K̄

2
t )t≤δ) solution of

the reflected BSDE with jumps in the upper obstacle L associated to (f̄1ds+ ḡ1dAs, Y
1
δ ) (resp.

(f2ds+ ḡ2dAs, Y
2
δ )). Then by the comparison theorem given in [118], we have

Ȳ 1
t ≤ Ȳ 2

t , and K̄1,−
t − K̄1,−

s ≥ K̄2,+
t − K̄2,+

s , ∀t ∈ [s, δ], P-a.s.

Using the growth property of f̄1 (resp. ḡ1) and f̄2(resp. ḡ1), we obtain that Ȳ 1
t = Y 1

t , Ȳ 2
t = Y 2

t ,
Z̄1
t = Z1

t , Z̄2
t = Z2

t , V̄ 1
t = V 1

t and V̄ 2
t = V 2

t , ∀t ∈ [τ, δ], P-a.s. Hence, we immediately get

K̄1
δ − K̄1

t = K1
δ −K1

t , K̄
2
δ − K̄2

t = K2
δ −K2

t ,∀t ∈ [τ, δ], P-a.s,

which contradicts the definition of the stopping time τ . Therefore, P [τ < T ] which implies that
K−,1 ≤ K−,2, P-a.s. To conclude the proof, we can show similarly that K+,2 ≤ K+,1, P-a.s..

Theorem 3.4.2. Under Assumption (H1), there exists a unique solution (Y,Z, V,K+,K−) to the
generalized doubly reflected backward stochastic differential equation with jumps associated to
(fds+ gdAs, ξ). Moreover, it satisfies

E
[
sup
t≤T
|Yt|2 +

∫ T

0
|Zt|2dt+

∫ T

0

∫
E
|Vt(e)|2ν(de)dt+ |K+

T |
2 + |K−T |

2] < +∞. (3.33)

Proof. The uniqueness is a simple consequence of the above comparison theorem. Let us
prove the existence of the solution. We consider the following penalized generalized BSDEJ:
for any n,m ∈ N∗

Y n,m
t = ξ +

∫ T

t
fs(Y n,m

s , Zn,ms , V n,m
s )ds+

∫ T

t
gs(Y n,m

s )dAs +m

∫ T

t
(Y n,m
s − Ls)−ds

− n
∫
t
(TUs − Y n,m

s )−ds−
∫ T

t
Zn,ms dWs −

∫ T

t

∫
E
V n,m
s µ̃(de, ds), ∀t ∈ [0, T ],P-a.s, (3.34)
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were fn,m(s, y, z, v) = f(s, y, z, v) + m(y − Ls)− − n(Us − y)−. Referring to the results of [72],
we obtain existence and uniqueness for a solution (Y n,m, Zn,m, V n,m) to the BSDEs given by
(fn,m, ξ). We set Kn,m+

t = m
∫ t

0(Y n,m
s− − Ls)−ds and Kn,m−

t = n
∫ t
0(Us − Y n,m

s− )−ds.
Step1. we aim to prove the following estimate. There exists a constant C such that

sup
n,m∈N∗

E
[

sup
t≤T
|Y n,mt |2 +

∫ T

0
|Zn,mt |2dt+

∫ T

0

∫
E

|V n,mt (e)|2ν(de, dt) + |Kn,m,+
T |2 + |Kn,m,−

T |2
]
< +∞.

(3.35)

As usual we start by applying Itô formula to eλAt |Y n,m
t |2, relying on the Lipschitz property of f

and g and using Young’s inequality we obtain

eλAt |Y n,m
t |2 ≤ eλAT |Y n,m

T |2 −
∫ T

t
λeλAs |Y n,m

s |2dAs +
∫ T

t
eλAs [gs(0)dAs + fs(0, 0, 0)ds]

− 1
2

∫ T

t
eλAs [|Zn,ms |2 + |V n,m

s |2s]ds+ (1 + 6L2
f )
∫ T

t
eλAs |Y n,m

s |2ds

+ (1 + 2Lg)
∫ T

t
eλAs |Y n,m

s |2dAs + 2
∫ T

t
eλAsY n,m

s dKn,m+
s − 2

∫ T

t
eλAsY n,m

s dKn,m−
s

− 2
∫ T

t
eλAsY n,m

s [Zn,ms dBs +
∫
E
V n,m
s (e)µ̃(de, ds)].

From the Skorokhod condition and Young inequality we have

2
∫ T

t
YsdK

−
s =

∫ T

t
LsdK

−
s ≤

1
ε

sup
0≤s≤T

|Ls|2 + ε|K−T −K
−
0 |

2. (3.36)

2
∫ T

t
YsdK

+
s =

∫ T

t
UsdK

+
s ≤

1
ε̃

sup
0≤s≤T

|Us|2 + ε̃|K+
T −K

+
0 |

2. (3.37)

Therefore taking the conditional expectation we get

E[eλAt |Y n,m
t |2 + 1

2

∫ T

t
eλAs [|Zn,ms |2 + |V n,m

s |2s]ds]

≤ E[eλAT |Y n,m
T |2] +

∫ T

t
eλAs [gs(0)dAs + fs(0, 0, 0)ds] + (−λ+ 1 + 2Lg)E[

∫ T

t
eλAs |Y n,m

s |2dAs]

+ (1 + 6L2
f )E[

∫ T

t
eλAs |Y n,m

s |2ds] + 1
ε

(E sup
0≤s≤T

|Ls|2 + E[ sup
0≤s≤T

|Us|2]) + ε(E[|K−T |
2 + E|K+

T |
2])

− 2E[
∫ T

t
eλAsY n,m

s [Zn,ms dBs +
∫
E
V n,m
s (e)µ̃(de, ds)]. (3.38)

In the other hand, we consider a sequence of stopping time τn such that

τn+1 = inf {t ≥ τn, Y n,m
t ≤ Lt} ∧ T

τn+2 = inf {t ≥ τn+1, Y n,m
t ≥ Ut} ∧ T.

86



Exponential quadratic doubly reflected BSDE with jumps

Using the same argument as in [63] or [70] we can rewrite the penalized generalized BSDEJ
as follow

eλAτnY n,m
τn = eλAτn+1Y n,m

τn+1 +
∫ τn+1

τn
eλAs [fs(Y n,m

s , Zn,ms , V n,m
s )ds+ gs(Y n,m

s )dAs] (3.39)

− n
∫ τn+1

τn
eλAs(Us − Y n,m

s )−ds−
∫ τn+1

τn
eλAsZn,ms dWs −

∫ τn+1

τn

∫
E
eλAsV n,m

s µ̃(de, ds).

Relying on assumption (H1) we get

Y n,m
τn ≥ Sτn on {τn < T} ; Y n,m

τn = Sτn on {τn = T} .

Y n,m
τn+1 ≤ Sτn+1 on {τn+1 < T} ; Y n,m

τn+1 = Sτn+1 on {τn+1 = T} .

Hence from (3.39) with the help of the Lipschitz assumption of f and g we derive the following
estimate

n

∫ τn+1

τn
eλAs(Us − Y n,m

s )−ds ≤ −
∫ τn+1

τn
eλAs(αs − Zn,ms )dWs −

∫ τn+1

τn

∫
E
eλAsV n,m

s µ̃(de, ds)

+
∫ τn+1

τn
eλAs

[
fs(0, 0, 0) + Lf (|Y n,m

s |+ |Zn,ms |+ |V n,m
s |s)

]
ds

+
∫ τn+1

τn

(
eλAs

[
gs(0) + Lg|Y n,m

s |dAs
]

+ eλAsdṼ +
s − eλAsdṼ −s

)
.

Hence, since τn is stationary sequence [63] we obtain from assumption (H1)

E
[
n

∫ T

t
eλAs(Us − Y n,m

s )−ds
]2 ≤ C{1 + E[

∫ T

t
[eλAs |Y n,m

s |2ds] + E[
∫ T

t
eλAs |Zn,ms |2ds

+ E[
∫ T

t
eλAs |V n,m

s |2s]ds] + E[
∫ T

t
eλAs |Y n,m

s |2dAs]}. (3.40)

Similarly we obtain

E
[
m

∫ T

t
(Y n,m
s − Ls)−ds

]2 ≤ C{1 + E[
∫ T

t
[eλAs |Y n,m

s |2ds] + E[
∫ T

t
eλAs |Zn,ms |2ds

+ E[
∫ T

t
eλAs |V n,m

s |2s]ds] + E[
∫ T

t
eλAs |Y n,m

s |2dAs]}. (3.41)
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where C is a generic constant. Plugging (3.40) and (3.41) in (3.38) we obtain

E[eλAt |Y n,m
t |2 + 1

2

∫ T

t
eλAs [|Zn,ms |2 +

∫
E
|V n,m
s (e)|2ν(de)]ds] (3.42)

≤ E[eλAT |Y n,m
T |2 +

∫ T

t
eλAs [gs(0)dAs + fs(0, 0, 0)ds]] + 1

ε
(E[ sup

0≤s≤T
|Ls|2] + E[ sup

0≤s≤T
|Us|2])

+ E[
∫ T

t
(−λ+ 1 + 2Lg)eλAs |Y n,m

s |2dAs] + (1 + 6L2
f )E[

∫ T

t
eλAs |Y n,m

s |2ds]

+ 2εC
[
1 + E[

∫ T

t
[eλAs |Y n,m

s |2ds] + E[
∫ T

t
eλAs(|Zn,ms |2 + |V n,m

s |2s)ds] + E[
∫ T

t
eλAs |Y n,m

s |2dAs]
]

Hence, using Gronwall inequality we get

sup
0≤t≤T

E|Y n,m
t |2 + E

∫ T

0
|Zs|2ds+ E

∫ T

0

∫
E
|Vs(e)|2ν(de, ds) ≤ C,

which implies the desired result.
Step 2: There exists a constant C such that for any n ∈ N∗ we have E

[
supt |Y n

t |2
]
≤ C and

there exists an Ft-adapted process (Yt)t such that lim
n→+∞

E
[ ∫ T

0
|Y n
t − Yt|2dt

]
= 0.

We know that all the requirements of existence result of [118] are fullfilled. Thus we know that
for fixed m ∈ N Y n,m, Zn,m and V n,m converge respectively to Y n , Zn and V n as m goes
to infinity. Moreover the limit process (Y n, Zn, V n) is the unique solution of the generalized
reflected BSDEJs associated to (ξ, fn, g,Kn+) where fn(y, z, v) = f(y, z, v) − n(Us − y)−.
Moreover the limit process inherits the property (3.35).
Notice that for all n ∈ N and ∀(s, y, z, v)

fns (y, z, v) ≤ fn+1
s (y, z, v).

Therefore by comparison Theorem [68] we have, Y n
t ≤ Y n+1

t , ∀t ∈ [0, T ], P-a.s.
Hence, Y n

t ↗ Yt P-a.s. Now from the property (3.35) and Fatou’s lemma we deduce that
E
[
|Yt|2

]
≤ C and then by Dominated convergence theorem we obtain that

lim
n
E
[ ∫ T

0
|Y n
t − Yt|2

]
= 0.
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Step3 In this step, we aim to prove lim
n→+∞

[
sup

0≤t≤T
|(Y n

t − Ut)+|2
]

= 0.

Let (Ȳ n
t , Z̄

n
t , V̄

n
t , K̄

n
t ) be the solution of the following reflected generalized BSDE with jumps

Ȳ n
t = ξ +

∫ T
t [fs(Ȳ n

s , Z̄
n
s , V̄

n
s ) + n(Us − Y n

s )]ds+
∫ T
t gs(Ȳ n

s )dAs + K̄n+
T − K̄n−

t

−
∫ T
t Z̄ns dWs −

∫ T
t

∫
E V̄

n
s (e)µ̃(de, ds), ∀t ∈ [0, T ],P-a.s,

Ȳ n
t ≥ Lt,

∫ T
0 (Ȳ n

t − Lt)dK̄n+
t = 0, P-a.s.

(3.43)

In addition, we consider (Ȳ n,m
t , Z̄n,mt , V̄ n,m

t ) the solution of the penalized generalized BSDEJ
associated to the system (3.43). By comparison, since

fn,mt (y, z, v) ≤ ft(y, z, v) + n(Ut − y) +m(y − Lt)−.

We have, for any n,m ∈ N∗, Y n,m
t ≤ Ȳ n,m

t , P-a.s. Letting m goes to infinity we obtain that
Y n
t ≤ Ȳ n

t . Now, applying Itô’s formula to Ȳ n
t e
−nt, yield to

Ȳ n
τ = ess supτEτ

[
e−n(T−t)ξ1{τ=T} + e−n(τ−t)Lτ1{τ<T}

+
∫ T

τ
e−n(s−t)[fs(Ȳ n

s , Z̄
n
s , V̄

n
s )ds+ gs(Ȳ n

s )dAs] + n

∫ T

τ
e−n(s−t)Usds

]
, (3.44)

where τ is an Ft-family of stopping times τ ≤ T . Now since U is continuous then

e−n(T−t)ξ1{τ=T} + n

∫ T

τ
e−n(s−t)Usds

n→∞−→ ξ1{τ=T} + Uτ1{τ≤T} P-a.s and in H2.

In addition, we have

Eτ [
∫ T

τ
e−n(s−τ |fs(Ȳ n

s , Z̄
n
s , V̄

n
s )|ds] ≤ 1√

2n
E[
∫ T

0
|fs(Ȳ n

s , Z̄
n
s , V̄

n
s )|2ds]

1
2 −→ 0. (3.45)

Eτ
[ ∫ T

τ
e−n(s−τ |gs(Ȳ n

s )|dAs
]
≤ 1√

2n
E[
∫ T

0
|gs(Ȳ n

s )|2dAs]
1
2 −→ 0. (3.46)

Besides, since we have that Lt ≤ St ≤ Ut and

Eτ
[ ∫ ν

τ
e−n(s−τ (dV +

s − dV −s )
]
≤ 1√

2n
E[|V +

T |
2 + |V +

T |
2] −→ 0. (3.47)

where ν is a stopping time with τ ≤ ν ≤ T . Combining (3.45), (3.46) and (3.47), we finally
obtain

Ȳτ ≤ Ȳ n
τ

n−→ ξ1{τ=T} + U{τ≤T} in H2. (3.48)
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Henceforth, we deduce from (Theorem 86, [35]) that ∀t ∈ [0, T ] Yt ≤ Ut P-a.s. Consequently,
(Y n
t −Ut)− ↘ 0, ∀t ∈ [0, T ], P-a.s. Then, from Dini’s theorem [35], we deduce that supt(Y n

t −
Ut)− ↘ 0.
Therefore, since for any n ∈ N, (Y n

t −Ut) ≤ Y 0
t −St and (Y n−Ut)+ ≤ |Y 0 + |Ut|, by dominated

convergence theorem, we obtain that

lim
n→∞

E
[

sup
0≤t≤T

|(Y n
t − Ut)+|2

]
= 0, a.s.

Step 4 In this step, we aim to prove that lim
n→∞

E
[

sup
0≤t≤T

|Y n
t − Yt|2

]
= 0 and there exists Z , V

K+ and K− such that

lim
n

E
[ ∫ T

0
|Zt|2dt+

∫ T

0

∫
E
|Vt(e)|2ν(de, dt) + |K+

T |
2 + |K−T |

2] = 0 (3.49)

Let n, p ∈ N and consider the following processes δYt = Y n
t − Y

p
t , δZt = Znt − Z

p
t and δVt =

V n
t − V

p
t . Applying Itô’s formula to |∆Y |2 between t and T

|δYt|2 +
∫ T

t
|δZs|2ds+

∫ T

t

∫
E
|δVs(e)|2ν(de, ds) = |δYT |2 + 2

∫ T

t
δYs[gs(Y n

s )− gs(Y p
s )]dAs

+ 2
∫ T

t

∫
E
δYs [fs(Y n

s , Z
n
s , V

n
s )− fs(Y p

s , Z
p
s , V

p
s )] ds− 2

∫ T

t

∫
E
δYsδVs(e)µ̃(de, ds)

− 2
∫ T

t
δYsδZsdBs + 2

∫ T

t

∫
E
δYs(dK+,n

s − dK+,p
s )− 2

∫ T

t
δYs(dK−,ns − dK−,ps ). (3.50)

Since n ≤ p we have 2
∫ T
t

∫
E δYt(dK+,n

s − dK+,p
s ) ≤ 0 and

2
∫ T

t

∫
E
δYs(dK−,ns − dK−,ps ) = 2

∫ T

t

∫
E
δYsdK

−,n
s − 2

∫ T

t

∫
E
δYtdK

−,p
s

≤ 2 sup
0≤t≤T

|Y p
t − Ut|K

−,n
T + 2 sup

0≤t≤T
|Ut − Y n

t |K
−,p
T .

In the other hand, from the growth assumption of g we have

2
∫ T

t
δYs[gs(Y n

s )− gs(Y p
s )]dAs ≤ 2C

∫ T

t
|δYs|2dAs.

Using step 2 and 3, we can deduce that

E[|δYt|2]−2LgE[
∫ T

t
|δYs|2dAs] + 2E[

∫ T

t
|δZs|2ds+

∫ T

t

∫
E
|δVs(e)|2ν(de, ds)]

≤ CE
[ ∫ T

0
|δYs|2ds+ 2 sup

0≤t≤T
|Y p
t − Ut|K

−,n
T + 2 sup

0≤t≤T
|Ut − Y n

t |K
−,p
T

] n,p−→ 0.
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Therefore (Zn) and (V n) are a Cauchy sequences in a complete spaces. Consequently there
exits two processes Z and V such that (Zn) and (V n) converge respectively to Z and V .

Since E[
∫ T
0 |δYs|2dAs] ≤ 2Lg

√
T
(
E[
∫ T

0
|δYs|2ds]

) 1
2 , using BDG inequality we can rewrite (3.50)

as follows,

E[ sup
0≤t≤T

|δYt|2] ≤ 2Lg
√
T
(
E[
∫ T

0
|δYs|2ds

) 1
2

+ CE
[ ∫ T

0
|δYs|2ds+ 2 sup

0≤t≤T
|Y p
t − Ut|K

−,n
T + 2 sup

0≤t≤T
|Ut − Y n

t |K
−,p
T

]
.

Therefore, lim
p→+∞

E
[

sup
0≤t≤T

|Y n
t − Y

p
t |2
]

= 0 and then lim
n→+∞

E
[

sup
0≤t≤T

|Y n
t − Y

p
t |2
]

= 0.

Moreover, since Kn+ is an increasing sequence then Kn,+ converges to the process K+. In
addition, E

[
Kn,+
T |2

]
≤ C we deduce that E

[
|K+

T |2
]
< +∞.

Besides, for any n ∈ N we have Lt ≤ Y n
t ≤ Yt ≤ Ut and lim

n
E[ sup

0≤t≤T
(Y n
t − Ut)+]2 = 0.

Then Lt ≤ Yt ≤ Ut. In the other hand,
∫ T

0 (Y n
t − Lt)dK

n,+
t = 0 and lim

n

∫ T
0 (Y n

t − Lt)dK
n,+
t =∫ T

0 (Yt−Lt)dK+
t . Thus the Skorohod condition is satisfied and the proof of the Theorem (3.4.2)

is complete.
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CHAPTER 4

FORWARD-BACKWARD SDE WITH

JUMPS OF MCKEAN-VLASOV TYPE AND

STORAGE PROBLEM IN SMART GRIDS

4.1 Overview of the content of this chapter

In this chapter, we investigate the wellposedness of the following fully coupled forward backward
stochastic differential equation with jumps of Mckean-Vlasov type

Xt = X0 +
∫ t

0
bs(Xs, Ys, Zs,Ks,P(Xs,Ys))ds+

∫ t

0
σs(Xs, Ys, Zs,Ks,P(Xs,Ys)))dWs

+
∫ t

0

∫
E

β(s,Xs− , Ys− , Zs,Ks,P(Xs,Ys))π̃(ds, de), t ∈ [0, T ], P-a.s.

Yt = g(XT ,PXT
) +

∫ T

t

hs(Xs, Ys, Zs,Ks,P(Xs,Ys))ds−
∫ T

t

ZsdWs −
∫ T

t

∫
E

Ks(e)π̃(ds, de),

where W is d-Brownian motion and π is an integer valued random measure defined on a prob-
ability space (Ω,F,P), (X,Y, Z,K) is an Rd×Rd×Rd×d×L0(B(E), η)-valued adapted process
and P(Xt, Yt) is the marginal distribution of (Xt, Yt) .
We prove existence and uniqueness of the solution under two different assumptions using an
approximation scheme based on a spike perturbation either on the forward or the backward
equation. We highlight that we do not impose any degeneracy restriction on the forward co-
efficient. Our second contribution is dedicated to energy storage problem in smart grids. We
formulate the problem via mean field type control. We show that it can be characterized though
solving an associated FBSDEJS of mean field type.
In the particular case where the cost structure is quadratic and the pricing rule is linear, we
show that the FBSDE which characterizes the solution of the EMFG can be solved explicitly.
This provides a quite tractable and efficient setting to analyze numerically various questions
arising in this power grid model. The rest of this chapter is organised as follows. In section 4.2,
we recall briefly the mathematical setting and some basic definition. In section 4.3, we prove
existence and uniqueness of the fully coupled FBSDEJs under assumption (H1) and (H2). In
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Section 4.4 we consider an energy storage problem and we study the connection with some
mean-field FBSDEJ’s solution. In the appendix, we extend some of the results concerning FB-
SDE’s in the Brownian setting to the case of jumps.

4.2 Framework: Notations and setting

We consider a filtered probability space (Ω,F,F,P) on which the filtration F = (Ft)0<t<T sat-
isfies the usual conditions of completeness and right continuity. On this stochastic basis, let
W a d-dimensional Brownian motion and π(ω, dt, de) an independent integer valued random
measure defined on ([0, T ]× E,B([0, T ])⊗B(E)), with compensator η(ω, dt, de).
The predictable σ-field on Ω× [0, T ] is denoted by P and P̃ = P⊗B(E) is the respective σ-field
on Ω̃ = Ω× [0, T ]×E. For a σ-finite measure λ on (E,B(E)) satisfying

∫
E 1∧|e|2λ(de) <∞ and

a bounded P̃-measurable non negative density function ζ, we will assume that the compensator
η is absolutely continuous with respect to λ⊗ dt such that

η(ω, dt, de) = ζ(ω, t, e)λ(de)dt, 0 ≤ ζ ≤ Cη, for some constant Cη.

Finally, we will denote by π̃ the compensated measure of π as

π̃(ω, dt, de) = π(ω, dt, de)− η(ω, dt, de).

For any random variable X on (Ω,F,F,P), we denote by PX its probability law under P. We
denote by M2(Rd) the set of probability measures on Rd with finite moments of order 2 equipped
with the 2-Wassertein distance

W2(µ, µ′) := inf{(
∫
Rd×Rd

|x− y|2F (dx, dy))
1
2 , F ∈M2(Rd × Rd) with marginals µ, µ

′}

:= inf{(E|ξ − ξ′|2)
1
2 : µ = L(ξ), µ′ = L(ξ′)},

where L(ξ) and L(ξ′) are respectively the law of ξ and ξ
′

and the infimum is taken over F ∈
M2(Rd × Rd) with marginals µ and µ

′
.

Notice that if X1 and X2 are random variables of order 2 with values in Rd, then we have the
following inequality involving the Wasserstein metric between the laws of the square integrable
random variables X1 and X2 and their L2- distance:

W2(PX1 ,PX2) ≤
[
E|X1 −X2|2

] 1
2
. (4.1)

Now, we define the spaces of processes which will be used in the present work.
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• H2 is the space of all Rd-valued and Ft-progressively measurable process such that

‖Z‖2H2 := E
∫ T

0
|Zs|2ds < +∞, P-a.s.

• H2
η is the space of all predictable processes such that

‖K‖2η := E
∫ T

0

∫
E
|Ks(e)|2η(de, ds) < +∞, P-a.s.

• For k, k̄ in the space L0(B(E), η) of all B(E)-measurable functions with the topology of
convergence in measure, we define

|k − k̄|2t =
∫
E
|k(e)− k̄(e)|2ζ(t, e)λ(de).

• For u = (x, y, z, k) ∈ R×R×Rd×d × L0(B(E), η), we set ‖u‖2 := |x|2 + |y|2 + ‖z‖2 + |k|2t

Finally, we will assume W and η jointly have the weak predictable representation property with
respect to the filtration (Ft)0≤t≤T . This means that every square integrable martingale M has a
the following representation,

M = M0 +
∫
ZdB +K ? π̃,

where Z ∈ H2 and K ∈ H2
η.

Finally, we set Rm+m+m×m = Rm × Rm × L(Rm,Rm). For x, y ∈ Rd, x.y denotes the scalar
product and for x, y ∈ L(Rm,Rm), [x, y] =

∑m
1 xjyj where xj (resp. yj) refers to the j-th columns

of x (resp. y). However, we suppressed the bracket for notational simplicity.

4.3 The system of forward-backward SDE with jumps of Mckean-
Vlasov type

In this section, we study the solvability of the following fully coupled mean-field forward back-
ward SDE with jumps driven by a Brownian motion B and an integer valued independent ran-
dom jump measure π̃

(S)



Xt = X0 +
∫ t

0
bs(Xs, Ys, Zs,Ks,P(Xs,Ys))ds+

∫ t

0
σs(Xs, Ys, Zs,Ks,P(Xs,Ys)))dWs

+
∫ t

0

∫
E

β(s,Xs−, Ys− , Zs,Ks,P(Xs,Ys))π̃(ds, de), t ∈ [0, T ], P-a.s.

Yt = g(XT ,PXT
) +

∫ T

t

hs(Xs, Ys, Zs,Ks,P(Xs,Ys))ds−
∫ T

t

ZsdWs −
∫ T

t

∫
E

Ks(e)π̃(ds, de).
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where (X,Y, Z,K) is an Rd ×Rd ×Rd×d × L0(B(E), η)-valued adapted processes and P(Xt,Yt)

is the marginal distribution of (Xt, Yt).
We require that the coefficients of the system (S) satisfy the following assumptions.

Assumption 4.3.1. Lipschitz Assumptions

1- The functions b, h, σ and β are Lipschitz in (x, y, z, k, ν) i.e. there exists a constant C > 0
such that for all t ∈ [0, T ], u = (x, y, z, k), u′ = (x′, y′, z′, k′) ∈ Rd+d+d×d×L0(B(E), η) and
ν, ν ′ ∈M2(Rd × Rd),

|b(t, u, ν)− b(t, u′, ν ′)|+ |h(t, u, ν)− h(t, u′, ν ′)|+ |σ(t, u, ν)− σ(t, u′, ν ′)|

+ |β(t, u, ν)− β(t, u′, ν ′)| ≤ C
[
|x− x′|+ |y − y′|+ ‖z − z′‖+ |k − k′|t + W2(ν, ν ′)

]
.

2- The function g : Ω× Rd ×M2(Rd) → Rd is Lipschitz in (x, µ) i.e. there exists C > 0 such
that for all x, x′ ∈ Rd and for all µ, µ′ ∈M2(Rd),

|g(x, µ)− g(x′, µ′)| ≤ C(|x− x′|+ W2(µ, µ′)), P-a.s. (4.2)

3- For φ ∈ {b, h, g, σ, β}, φ is Lipschitz with respect to x, y, z, k and ν with Cxφ , Cyφ, Czφ, C
k
φ and

Cνφ as the Lipschitz constants.

For u = (x, y, z, k) and u′ = (x′, y′, z′, k′) ∈ Rd+d+d×d×L0(B(E), η), ν ∈M2(Rd×Rd) we define
the operator A in the following way

A(t, u, u′, ν) = (b(s, u, ν)− b(s, u′, ν)).(y − y′) + (h(s, u, ν)− h(s, u′, ν)).(x− x′)

+ [(σ(s, u, ν)− σ(s, u′, ν)), (z − z′)]

+
∫
E

(β(s, u, ν)− β(s, u′, ν))(k − k′)(e)η(ds, de).

4.3.1 Existence and uniqueness under (H1)

In this part, we shall prove the existence and uniqueness of the solution of the system (S) under
the following assumption:

(H1)



(i) There exists k > 0, s.t ∀t ∈ [0, T ], ν ∈M2(Rd × Rd), u, u′ ∈ Rd+d+d×d × L0(B(E), η),

A(t, u, u′, ν) ≤ −k|x− x′|2,P-a.s.

(ii) There exists k′ > 0, s.t ∀ν ∈M2(Rd × Rd), x, x′ ∈ Rd

(g(x, ν)− g(x′, ν)).(x− x′) ≥ k′|x− x′|2,P-a.s.
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We start by giving a key estimate for the difference of two solutions of the mean-field fully
coupled FBSDEs with jumps (S) satisfying (H1).

Lemma 4.3.2. Let (Y ′ , Z ′ ,K ′) another solution of the system (S). Then, under (H1), we have
the following estimates

E[|Ys − Y
′
s |2] ≤ Θ1E[|XT −X

′
T |2] + Θ2

∫ T

0
E|Xs −X

′
s|2ds, (4.3)

E[
∫ T

0
[|Zs − Z

′
s|2 + |Ks −K

′
s|2s]ds ≤ Θ̄1E[|XT −X

′
T |2] + Θ̄2

∫ T

0
E|Xs −X

′
s|2ds, (4.4)

where 

Θ̄1 = 2[(Cxh + (Czh)2 + (Ckh)2 + 2Cνh + 2Cyh)]Θ1 + 2(Cxg + Cνg )2

Θ̄2 = 2[(Cxh + (Czh)2 + (Ckh)2 + 2Cνh + 2Cyh)]Θ2 + 2(Cxh + Cνh)

Θ1 = e(Cxh+(Czh)2+(Ckh)2+2Cνh+2Cy
h

)T (Cxg + Cνg )2

Θ2 = e(Cxh+(Czh)2+(Ckh)2+2Cνh+2Cy
h

)T (Cxh + Cνh).

Proof. For simplicity, we shall make the following notations that will be used all along this
chapter: ∆X = X ′ −X, ∆Y = Y ′ − Y, ∆Z = Z ′ − Z, ∆K = K ′ −K.
•We start by proving the first estimate. Let us consider the following processes

ζ1
s =

h(X ′s, Y ′s , Z ′s,K ′s,P(X′s,Y ′s ))− h(Xs, Y
′
s , Z

′
s,K

′
s,P(X′s,Y ′s ))

X ′s −Xs
1{Xs 6=X′s}

ζ2
s =

h(Xs, Y
′
s , Z

′
s,K

′
s,P(X′s,Y ′s ))− h(Xs, Ys, Z

′
s,K

′
s,P(X′s,Y ′s ))

Y ′s − Ys
1{Ys 6=Y ′s}

ζ3
s =

h(Xs, Ys, Z
′
s,K

′
s,P(X′s,Y ′s ))− h(Xs, Ys, Zs,K

′
s,P(X′s,Y ′s ))

‖Z ′s − Zs‖2
(Z ′s − Zs)1{Zs 6=Z′s},

which are respectively bounded by Cxh , C
y
h, C

z
h due to the Lipschitz assumption on h. We apply

Itô’s formula to the process |∆Y |2 and we obtain

E[|∆Yt|2] = E[g(X ′T ,PX′T )− g(XT ,PXT )]2 + 2E
∫ T

t
∆Ys[ζ1

s∆Xs + ζ2
s∆Ys + ζ3

s∆Zs]ds

− E[
∫ T

t

∫
E

(
|∆Ys− + ∆Ks(e)|2 − |∆Ys− |2

)
π̃(de, ds)−

∫ T

t
‖∆Zs‖2ds]

− E[
∫ T

t

∫
E

(
|∆Ys− + ∆Ks(e)|2 − |∆Ys− |2 − 2|∆Ys−∆Ks(e)|

)
η(de, ds)−

∫ T

t
2∆Ys∆ZsdWs]

+ 2E[
∫ T

t
∆Ys

[
h(U ′s,P(X′s,Y ′s ))− h(U ′s,P(Xs,Ys))

]
ds

+ 2E[
∫ T

t
∆Ys

[
h(Xs, Ys, Zs,K

′
s,P(X′s,Y

′
s ))− h(Xs, Ys, Zs,Ks,P(X′s,Y ′s ))

]
ds.
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Since the stochastic integrals are true martingales, we conclude that

E[|∆Yt|2]+E[
∫ T

t
‖∆Zs‖2ds] + E[

∫ T

t

∫
E
|∆Us(e)|2η(de, ds)]

= E[|g(X ′T ,PX′T )− g(XT ,PXT )|2] + 2E
∫ T

t
∆Ys[ζ1

s∆Xs + ζ2
s∆Ys + ζ3

s∆Zs]ds

+ E[
∫ T

t
∆Ys[h(Xs, Ys, Zs,K

′
s,P(X′s,Y ′s ))− h(Xs, Ys, Zs,Ks,P(X′s,Y ′s ))]ds]

+ 2E[
∫ T

t
∆Ys[(Us,P(X′s,Y ′s ))− h(U ′s,P(Xs,Ys))]ds]. (4.5)

Using the Lipschitz property of h, we obtain that

E
[
|∆Yt|2 +

∫ T

t
‖∆Zs‖2ds+

∫ T

t

∫
E
|∆Ks(e)|2η(de, ds)

]
≤ E[|g(X ′T ,PX′T )− g(XT ,PXT )|2]

+ 2E
∫ T

t
∆Ys[Cxh |∆Xs|+ Cyh|∆Ys|+ Czh|∆Zs|+ Ckh |∆Ks|s]ds

+ 2E[
∫ T

t
∆Ys[h(U ′s,P(X′s,Y ′s ))− h(U ′s,P(Xs,Ys))]ds. (4.6)

Notice that, in one hand, we have

2∆Ys[h(U ′s,P(X′s,Y ′s ))− h(U ′s,P(Xs,Ys))] ≤ 2Cνh |∆Ys|(
√
E[|∆Xs|2] +

√
E[|∆Ys|2]), (4.7)

and in the other hand, we have

2∆Ys[Cxh |∆Xs|+ Cyh|∆Ys|+ Czh|∆Zs|+ Ckh |∆Ks|s]ds (4.8)

≤ Cxh |∆Ys|2 + Cxh |∆Xs|2 + (Czh)2|∆Ys|2 + |∆Zs|2 + (Ckh)2|∆Ys|2 + |∆K|2s + 2Cyh|∆Ys|
2.

Moreover, by Young inequality and the Lispchitz property on g we obtain

|g(X ′T ,PX′T )− g(XT ,PXT )|2 = |g(X ′T ,PX′T )− g(XT ,PX′T ) + g(XT ,PX′T )− g(XT ,PXT )|2

≤ |Cxg |X ′T −XT |+ CνgW2(µ′, µ)|2

≤ (Cxg )2|∆XT |2 + (Cνg )2|∆XT |2 + 2CxgCνg |∆XT |W2(µ′, µ)

≤ (Cxg )2|∆XT |2 + (Cνg )2|∆XT |2 + CxgC
ν
g |∆XT |2 + CxgC

ν
gW

2
2(µ′, µ)

≤ (Cxg )2|∆XT |2 + (Cνg )2|∆XT |2 + 2CxgCνg |∆XT |2

≤ (Cxg + Cνg )2|∆XT |2. (4.9)
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Now, plugging (4.9), (4.8) and (4.7) in (4.6) yields

E[|∆Yt|2] ≤ (Cxg + Cνg )2E[|∆XT |2] +
∫ T

t
(Cxh + Cνh)E|∆Xs|2ds

+ E[
∫ T

t
(Cxh + (Czh)2 + (Ckh)2 + 2Cνh + 2Cyh)|∆Ys|2ds].

Finally, Gronwall’s lemma implies

E[|∆Ys|2] ≤ e[(Cxh+(Czh)2+(Ckh)2+2Cνh+2Cy
h

)]T
[
(Cxg + Cνg )2E[|∆XT |2] + (Cxh + Cνh)

∫ T

0
E|∆Xs|2ds

]
,

and we obtain the following inequality

E[|∆Ys|2] ≤ Θ1E[|∆XT |2] + Θ2
∫ T

0
E|∆Xs|2ds. (4.10)

• Let us now prove the second estimate. Recalling (4.6) and noting that 2Czh|∆Ys||∆Zs| ≤ 2(Czh)2|∆Ys|2 + 1
2 |∆Zs|

2

2Ckh |∆Ys||∆Ks|s ≤ 2(Ckh)2|∆Ys|2 + 1
2 |∆Ks|2s,

we obtain

1
2E[

∫ T

t
[|∆Zs|2 + |∆Ks|2s]ds] ≤ (Cxg + Cνg )2E[|∆XT |2] +

∫ T

t
(Cxh + Cνh)E|∆Xs|2ds

+ E[
∫ T

t
(Cxh + 2(Czh)2 + 2(Ckh + Cνh)2 + 2Cyh)|∆Ys|2ds].

Henceforth, making the following notations

Θ̄1 = 2[(Cxh + (Czh)2 + (Ckh)2 + 2Cνh + 2Cyh)]Θ1 + 2(Cxg + Cνg )2

Θ̄2 = 2[(Cxh + (Czh)2 + (Ckh)2 + 2Cνh + 2Cyh)]Θ2 + 2(Cxh + Cνh),

we obtain the desired result

E[
∫ T

t
(|∆Zs|2 + |∆K|2s)ds ≤ Θ̄1E[|∆XT |2] + Θ̄2

∫ T

0
E|∆Xs|2ds. (4.11)

These previous estimates allow us to prove the following uniqueness result of the solution of
the mean-field FBSDE with jumps (S).

Proposition 4.3.3. Under (H1), there exists a unique solution U = (X,Y, Z,K) of the mean
field FBSDE with jumps (S).

Proof. Suppose that (S) has another solution U ′ = (X ′, Y ′, Z ′,K ′). Applying Itô’s formula to the
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product ∆Xt∆Yt gives

d(∆Xt∆Yt) = ∆Xtd(∆Yt) + ∆Ytd(∆Xt) + d〈∆Xt,∆Yt〉t

Taking the conditional expectation, we obtain

ΓT = E[∆XT∆YT ] = E
[ ∫ T

0
{(b(s, Us, νs)− b(s, U ′s, ν ′s))∆Ys

+ (h(s, Us, νs)− h(s, U ′s, ν ′s)∆Xs + (σ(s, Us, νs)− σ(s, U ′s, ν ′s))∆Zs}ds

+
∫ T

0

∫
E

(β(s, Us, νs)− β(s, U ′s, ν ′s))∆Ksη(ds, de)
]

+ E[
∫ T

0
∆Xs∆ZsdWs]

+
∫ T

0

∫
E

∆Xs∆Ksπ̃(ds, de)] + E[
∫ T

0
∆Ys(σ(s, Us, ν)− σ(s, U ′s, ν

′
s)dWs]

+ E[
∫ T

0

∫
E

∆Ys(β(s, Us, νs)− β(s, U ′s, ν
′
s))π̃(de, ds)].

Let us observe that the local martingale
∫ t

0 ∆Xs∆ZsdWs +
∫ T

0 ∆Xs∆Ksπ̃(ds, de) is a true (P,F)
martingale. Indeed, using the BDG inequality with the help of the square integrability of ∆Y ,
∆Z and ∆K, we get

E
[

sup
0≤t≤T

|
∫ t

0
∆Xs∆ZsdWs|

]
≤ CE

[
sup

0≤t≤T
|∆Xt|2

∫ T

0
|∆Zs|2ds

] 1
2

≤ C(E[ sup
0≤t≤T

|∆Xt|2] + E[
∫ T

0
|∆Zs|2ds]) < +∞,

and

E[ sup
0≤t≤T

|
∫ t

0

∫
E

∆Xs∆Ksπ̃(de, ds)] ≤ CE[
∫ T

0

∫
E
|∆Xs∆Ks|2η(de, ds)]

1
2

≤ C(E[ sup
0≤t≤T

|∆Xt|2] + E[
∫ T

0

∫
E
|∆Ks|2η(de, ds)]) < +∞.

In the same way, we can prove that

∫ T

0
∆Ys(σ(s, Us, ν)− σ(s, U ′s, ν

′
s)dWs +

∫ T

0

∫
E

∆Ys(β(s, Us, νs)− β(s, U ′s, ν
′
s)π̃(de, ds),

is a (P,F)-martingale. Afterwards, we study each term separately. Let us start by the term
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∆XT∆YT : In one hand, using (H1), we make the following computation

ΓT = E[(∆XT )(g(X ′T ,PX′T )− g(XT ,PXT ))]

≥ E[k′|∆XT |2 − Cνg
(
|∆XT |.W2(PX′T ,PXT )

)
]

≥ k′E[|∆XT |2]− CνgE[|∆XT |]E[|∆XT |2]
1
2

≥ (k′ − Cνg )E[|∆XT |2]. (4.12)

On the other hand, we have

ΓT ≤ E
[ ∫ T

0
{A(s, Us, U ′s, νs) + ((b(s, U ′s, νs)− b(s, U ′s, ν ′s)).∆Ys

+ (h(s, U ′s, νs)− h(s, U ′s, ν ′s)).∆Xs + (σ(s, U ′s, νs)− σ(s, U ′s, ν ′s))∆Zs}ds

+
∫ T

0

∫
E

(β(s, U ′s, νs)− β(s, U ′s, ν ′s))∆Ksη(ds, de)
]
.

The Lipschitz assumption together with Young inequality (ab ≤ 1
2(a2 + b2)) imply that

ΓT≤ E
[ ∫ T

0
[A(s, Us, U

′
s, ν) +

(
Cνh |∆Xs|+ Cνf |∆Ys|+ Cνσ |∆Zs|+ Cνβ |∆Ks|s

)
W2(νs, ν

′
s)]ds

]
≤ E[

∫ T

0
−k|∆Xs|2ds] + 1

2E[
∫ T

0
(Cνh |∆Xs|2 + CνhW

2
2(ν ′s, νs) + Cνb |∆Ys|2 + CνbW

2
2(ν ′s, νs))ds]

+ 1
2E[

∫ T

0
(Cνσ‖∆Zs‖2 + CνσW

2
2(ν ′s, νs))ds+ 1

2E[
∫ T

0
(Cνβ |∆Ks|2s + CνβW

2
2(ν ′s, νs))ds].

Using the following inequality

W2
2(ν ′s, νs) ≤ E[|∆Xs|2] + E[|∆Ys|2], (4.13)

we obtain that

ΓT ≤ E[
∫ T

0
−k|∆Xs|2ds

]
+ E[

∫ T

0
[Cνh + 1

2(Cνb + Cνσ + Cνβ)]|∆Xs|2ds]

+ E[
∫ T

0
[Cνb + 1

2(Cνh + Cνσ + Cνβ)]|∆Ys|2ds]

+ 1
2C

ν
σE[

∫ T

0
‖∆Zs‖2ds] + 1

2C
ν
βE[

∫ T

0
|∆Ks|2sds].
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Now, using the estimates in Lemma 4.3.5, we get

ΓT ≤ E
[ ∫ T

0
(−k + [Cνh + 1

2(Cνb + Cνσ + Cνβ)]|∆Xs|2ds]

+ [Cνb + 1
2(Cνh + Cνσ + Cνβ)]

(
Θ1E[|∆XT |2] + Θ2

∫ T

0
E|∆Xs|2ds

)
+ 1

2(Cνσ ∨ Cνβ)
(
Θ̄1E[|∆XT |2] + Θ̄2

∫ T

0
E|∆Xs|2ds

)]
.

Hence, (4.12) gives that

(k′ − Cνg )E[|∆XT |2] ≤
(

Θ1[Cνb + 1
2(Cνh + Cνσ + Cνβ)

]
+ 1

2(Cνσ ∨ Cνβ)Θ̄1
)
E[|∆XT |2] (4.14)

+
(
− k + [Cνh + 1

2(Cνb + Cνσ + Cνβ)] + [Cνb + 1
2(Cνh + Cνσ + Cνβ)]Θ2 + 1

2(Cνσ ∨ Cνβ)Θ̄2
)
E[
∫ T

0
|∆Xs|2ds].

Henceforth, taking

(k′ − Cνg ) ≥ Θ1[Cνb + 1
2(Cνh + Cνσ + Cνβ)

]
+ 1

2(Cνσ ∨ Cνβ)Θ̄1,

k ≥ [Cνh + 1
2(Cνb + Cνσ + Cνβ)] + [Cνb + 1

2(Cνh + Cνσ + Cνβ)]Θ2 + 1
2(Cνσ ∨ Cνβ)Θ̄2,

we obtain that XT = X ′T , and ∀t ∈ [0, T ], X ′t = Xt P-a.s. Hence, (Y,Z,K) and (Y,Z,K) are two
solutions of

Yt = g(XT ,PXT ) +
∫ T

t
hs(Xs, Ys, Zs,Ks,P(Xs,Ys))ds−

∫ T

t
ZsdWs −

∫ T

t

∫
E
Ks(e)π̃(ds, de).

However, this mean field BSDEs with jumps admits a unique solution (see [94] ). Therefore, the
system (S1) admits a unique solution.

Theorem 4.3.4. Under Assumption (H1), there exists a solution U = (X,Y, Z,K) of the mean
field FBSDE with jumps system (S).

Proof. In order to prove the existence of the solution, we use an approximation scheme based
on perturbations of the forward equation. Let δ ∈]0, 1] and consider a sequence (Xn, Y n, Zn,Kn)
of processes defined recursively by (X0, Y 0, Z0,K0) = (0, 0, 0, 0) and for n ≥ 1, Un = (Xn, Y n, Zn,Kn)
satisfies

Xn+1
t = X0 +

∫ t

0
[bs(Un+1

s , νns )− δ(Y n+1
s − Y ns )]ds+

∫ t

0
[σs(Un+1

s , νns )− δ(Zn+1
s − Zns )]dWs

+
∫ t

0

∫
E

(
βs(Un+1

s , νns )− δ(Kn+1
s −Kn

s )
)
π̃(ds, de),

Y n+1
t = g(Xn+1

T , µnT )−
∫ T

t

hs(Un+1
s , νns )ds−

∫ T

t

Zn+1
s dWs −

∫ T

t

∫
E

Kn+1
s (e)π̃(ds, de).

(4.15)
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Hereafter, we shall use the following simplified notations: For n ≥ 1, t ∈ [0, T ], we set

X̂n+1
t := Xn+1

t −Xn
t , Ŷ n+1

t := Y n+1
t − Y n

t , Ẑn+1
t := Zn+1

t − Znt , K̂n+1
t := Kn+1

t −Kn
t

and for a function φ = {b, h, σ, β}, we set

φ̂n+1
t := φ(t, Un+1

t , νnt )− φ(t, Unt , νn−1
t ), φ̃nt := φ(t, Unt , νnt )− φ(t, Unt , νn−1

t ).

We first apply Itô’s formula to the product X̂n+1Ŷ n+1

E[X̂n+1
T Ŷ n+1

T ] = E[
∫ T

0
Ŷ n+1
s [b̂n+1

s − δ(Ŷ n+1
s − Ŷ n

s )]ds+ E[
∫ T

0
Ŷ n+1
s [σ̂n+1

s − δ(Ẑn+1
s − Ẑns )]dWs]

+ E[
∫ T

0

∫
E
Ŷ n+1
s [β̂n+1

s − δ(K̂n+1
s (e)− K̂n

s (e)]π̃(de, ds) + E[
∫ T

0
X̂n+1
s ĥn+1

s ds]

− E[
∫ T

0
X̂n+1
s Ẑn+1

s dWs]− E[
∫ T

0

∫
E
X̂n+1
s K̂n+1

s (e)π̃(de, ds)]

+ E[
∫ T

0
(σ̂n+1
s − δ(Ẑn+1

s − Ẑns ), Ẑn+1
s )ds] + E[

∫ T

0

∫
E
K̂n+1
s (β̂n+1

s − δ(K̂n+1
s − K̂n

s ))η(de, ds)].

Using the BDG inequality, we can easily see that the stochastic integrals in the above expres-
sion are a true martingale. Hence we obtain

E[X̂n+1
T Ŷ n+1

T ] = E[
∫ T

0
Ŷ n+1
s [b̂n+1

s − δ(Ŷ n+1
s − Ŷ n

s )]ds+ E[
∫ T

0
X̂n+1
s ĥn+1

s ds]

+ E[
∫ T

0
(σ̂n+1
s − δ(Ẑn+1

s − Ẑns ), Ẑn+1
s )ds] + E[

∫ T

0

∫
E
K̂n+1
s (β̂n+1

s − δ(K̂n+1
s − K̂n

s ))η(de, ds)].

Rearranging terms, we get

δE[
∫ T

0
Ŷ n+1
s Ŷ n

s ds+
∫ T

0
Ẑn+1
s Ẑns ds+

∫ T

0

∫
E
K̂n+1
s K̂n

s η(de, ds)] = E[X̂n+1
T Ŷ n+1

T ]

− E[
∫ T

0
X̂n+1
s ĥn+1

s + Ŷ n+1
s b̂n+1

s + Ẑn+1
s σ̂n+1

s ]ds+
∫ T

0

∫
E
K̂n+1
s β̂n+1

s η(de, ds)].

+ δE[
∫ T

0
|Ŷ n+1
s |2 + ‖Ẑn+1

s ‖2 + |K̂n+1
s |2sds]. (4.16)

Since X̂n+1
T Ŷ n+1

T = X̂n+1
T [g(Xn+1

T , µnT )− g(Xn
T , µ

n−1
T )], we have from (H1)

X̂n+1
T Ŷ n+1

T = X̂n+1
T [g(Xn+1

T , µnT )− g(Xn
T , µ

n−1
T )]

= X̂n+1
T [g(Xn+1

T , µnT )− g(Xn
T , µ

n
T )] + X̂n+1

T [g(Xn
T , µ

n
T )− g(Xn

T , µ
n−1
T )]

≥ k′ |X̂n
T |2 − Cνg |X̂n

T |W2(µnT , µn−1
T ).
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Using (4.1) and the elementary inequality : ∀ε > 0, 2ab ≤ ε−1a2 + εb2, we obtain

E[X̂n+1
T Ŷ n+1

T ] ≥ (k′ −
Cνg ε

2 )E[|X̂n+1
T |2]−

Cνg
2ε E[|X̂n

T |2]. (4.17)

In the other hand, using once again (H1)

∫ T

0
[X̂n+1

s ĥn+1
s + Ŷ n+1

s b̂n+1
s + Ẑn+1

s σ̂n+1
s ]ds+

∫ T

0

∫
E
K̂n+1
s β̂n+1

s η(de, ds)

=
∫ T

0
[A(s, Un+1

s , Uns , ν
n) + Ŷ n+1

s b̄ns + X̂n+1
s h̄ns + Ẑn+1

s σ̄ns ]ds+
∫ T

0

∫
E
K̂n+1
s β̄ns η(de, ds).

≤− k
∫ T

0
|X̂n+1

s |2ds+
∫ T

0
[Cνh |X̂n+1

s |+ Cνb |Ŷ n+1
s |+ Cνσ‖Ẑn+1

s ‖+ Cνβ |K̂n+1
s |s]W2(νn, νn−1)ds.

Using Young inequality : ∀ε̃ > 0, 2ab ≤ ε̃−1a2 + ε̃b2, we obtain

∫ T

0
[X̂n+1

s ĥn+1
s + Ŷ n+1

s b̂n+1
s + Ẑn+1

s σ̂n+1
s ]ds+

∫ T

0

∫
E
K̂n+1
s β̂n+1

s η(de, ds)

≤ ( ε̃C
ν
h

2 − k)
∫ T

0
|X̂n+1

s |2ds+ ε̃

2

∫ T

0
(Cνb |Ŷ n+1

s |2 + Cνσ‖Ẑn+1
s ‖2 + Cνβ |K̂n+1

s |2s)ds

+
Cνh + Cνb + Cνσ + Cνβ

2ε̃ W2
2(νns , νn−1

s ).

Notice that W2
2(νns , νn−1

s ) ≤ E[|X̂n
s |2 + |Ŷ n

s |2]. Hence, taking the conditional expectation in the
expression above, we obtain

E[
∫ T

0
[X̂n+1

s ĥn+1(s) + Ŷ n+1
s b̂n+1(s) + Ẑn+1

s σ̂n+1(s)]ds+
∫ T

0

∫
E
K̂n+1
s β̂n+1

s η(de, ds)]

≤ ( ε̃C
ν
h

2 − k)E[
∫ T

0
|X̂n+1

s |2ds] + ε̃

2E[
∫ T

0
(Cνb |Ŷ n+1

s |2 + Cνσ‖Ẑn+1
s ‖2 + Cνβ |K̂n+1

s |2s)ds]

+
Cνh + Cνb + Cνσ + Cνβ

2ε̃ E[
∫ T

0
(|X̂n

s |2 + |Ŷ n
s |2)ds]. (4.18)

In addition,

E[
∫ T

0
(Ŷ n+1
s Ŷ n

s + Ẑn+1
s Ẑns )ds+

∫ T

0

∫
E
K̂n+1
s K̂n

s η(de, ds)]

≤ κ

2E[
∫ T

0
|Ŷ n+1
s |2 + ‖Ẑn+1

s ‖2 + |K̂n+1
s |2sds] + 1

2κE[
∫ T

0
|Ŷ n
s |2 + ‖Ẑns ‖2 + |K̂n

s |2sds]. (4.19)

104



Forward-backward SDE with Jumps of Mckean-Vlasov type and Storage problem in Smart Grids

Plugging (4.17), (4.18) and (4.19) in (4.16) we obtain

(k′ −
Cνg ε

2 )E[|X̂n+1
T |2]−

Cνg
2ε E[|X̂n

T |2] + δE[
∫ T

0
|Ŷ n+1
s |2 + ‖Ẑn+1

s ‖2 + |K̂n+1
s |2sds]

+ (− ε̃C
ν
h

2 + k)E[
∫ T

0
|X̂n+1

s |2ds]− ε̃

2E[
∫ T

0
Cνb |Ŷ n+1

s |2 + Cνσ‖Ẑn+1
s ‖2 + Cνβ |K̂n+1

s |2sds]

−
Cνh + Cνb + Cνσ + Cνβ

2ε E[
∫ T

0
|X̂n

s |2 + |Ŷ n
s |2ds]

≤ δκ

2 E[
∫ T

0
|Ŷ n+1
s |2 + ‖Ẑn+1

s ‖2 + |K̂n+1
s |2sds] + δ

2κE[
∫ T

0
|Ŷ n+1
s |2 + ‖Ẑn+1

s ‖2 + |K̂n+1
s |2sds].

Rearranging terms we get

(k′ −
Cνg ε

2 )E[|X̂n+1
T |2] + (k − ε̃Cνh

2 )E[
∫ T

0
|X̂n+1

s |2ds] + (δ − κδ

2 −
ε̃Cνf

2 )E[
∫ T

0
|Ŷ n+1
s |2ds]

+ (δ − κδ

2 −
ε̃Cνσ

2 )E[
∫ T

0
‖Ẑn+1

s ‖2ds] + (δ − κδ

2 −
ε̃Cνβ

2 )E[
∫ T

0
|K̂n+1

s |2sds]

≤
Cνg
2ε E[|X̂n

T |2] +
Cνh + Cνb + Cνσ + Cνβ

2ε E[
∫ T

0
|X̂n

s |2ds]

+ δ

2κE[
∫ T

0
‖Ẑns ‖2 + |K̂n

s |2sds] + (
Cνh + Cνb + Cνσ + Cνβ

2ε + δ

2κ)E[
∫ T

0
|Ŷ n
s |2ds].

Setting γ := min(k′ − Cνg ε

2 , k − ε̃Cνh
2 , (δ − κδ

2 −
ε̃Cνb

2 ), (δ − κδ
2 −

ε̃Cνσ
2 ), (δ − κδ

2 −
ε̃Cνβ

2 ))

θ = max(C
ν
g

2ε ,−
Cνh+Cνb +Cνσ+Cνβ

2ε + δ
2κ),

(4.20)

we obtain that

E[|X̂n+1
T |2] + E[

∫ T

0
‖Ûn+1

s ‖2ds] ≤ θ

γ
(E[|X̂n

T |2] + E[
∫ T

0
‖Ûns ‖2ds]). (4.21)

Choosing ε̃ and ε so that θ < γ, the inequality becomes a contraction. Thus, (X̂n
T )n≥0 is a

Cauchy sequence in H2(Ω,P) and (X̂n)n≥0, (Ŷ n)n≥0, (Ẑn)n≥0 and (K̂n)n≥0 are Cauchy se-
quences respectively in H2([0, T ],Ω, dt ⊗ dP)and H2

η([0, T ],Ω, dt ⊗ dη). Hence, if X,Y , Z and
K are the respective limits of these sequences, passing to the limit in (4.15), we see that
(X,Y, Z,K) is a solution of (4.3).

4.3.2 Existence and uniqueness under (H2)

Our second main result is an extension to the case where the datas satisfy a weaker monotonic-
ity assumptions. We adopt here a common strategy which is the Picard approach: we construct
a schema based on small perturbation. This helps us to construct the contracting maps and
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therefore deduce the existence of a unique solution of the system (S). Consider the following
assumption

(H2)



(i) There exists k > 0, s.t ∀t ∈ [0, T ], ν ∈M2(Rd × Rd), u, u′ ∈ Rd+d+d×d × L0(B(E), η),

A(t, u, u′, ν) ≤ −k(|y − y′|2 + ||z − z′||2 + |k − k′ |s),P-a.s.

(ii) There exists k′ > 0, s.t ∀ν ∈M2(Rd × Rd), x, x′ ∈ Rd

(g(x, ν)− g(x′, ν)).(x− x′) ≥ k′|x− x′|2,P-a.s.

As in the previous section we will give a useful a priori estimate.

Lemma 4.3.5. Let (Y ′ , Z ′ ,K ′) another solution of the the system (S). Then, under (H2) we
have the following estimates

E[
∫ T

0
|∆Xs|2ds] ≤

exp(T.Υ1)−Υ1

Υ1 [Υ2E[
∫ T

0
|∆Ys|2ds+ Υ3E[

∫ T

0
|∆Zs|2ds+ Υ4E[

∫ T

0
|∆Ks|2sds],

where 

Υ1 := 3 + 2Cxb + 5(Cxσ)2 + 5(Cxβ )2 + 2Cνb + 5(Cνσ)2 + 5(Cνβ)2

Υ2 := (Cyb )2 + 5(Cyσ)2 + 5(Cyβ)2 + Cνb + 5(Cνσ)2 + 5(Cνβ)2

Υ3 := (Czb )2 + 5(Czσ)2 + 5(Cxβ )2

Υ4 := (Ckb )2 + 5(Ckσ)2 + 5(Ckβ)2,

Proof. Applying Itô formula to |∆X|2, we compute using the Lipschitz assumption

E[|∆Xt|2] ≤ 2E[
∫ t

0
|∆Xs|(Cxb |∆Xs|+ Cyb |∆Ys|+ Czb ‖∆Zs‖+ Ckb |∆Ks|L2(η) + CνbW2(ν ′s, νs))ds

+ 5E[
∫ t

0
[(Cxσ)2|∆Xs|2 + (Cyσ)2|∆Ys|2 + (Czσ)2‖∆Zs‖2 + (Ckσ)2|∆Ks|2L2(η) + (Cνσ)2W2

2(ν ′s, νs)]ds

+ 5E[
∫ t

0

[
(Cxβ )2|∆Xs|2 + (Cyβ)2|∆Ys|2 + (Czβ)2‖∆Zs‖2 + (Ckβ)2|∆Ks|2L2(η) + (Cνβ)2W2(ν ′s, νs)2

]
Then, we apply Young inequality and we obtain

E[|∆Xt|2] ≤
(
3 + 2Cxb + 5(Cxσ)2 + 5(Cxβ )2 + 2Cνb + 5(Cνσ)2 + 5(Cνβ)2

)
E[
∫ t

0
|∆Xs|2ds

+ ((Cyb )2 + 5(Cyσ)2 + 5(Cyβ)2 + Cνb + 5(Cνσ)2 + 5(Cνβ)2E[
∫ t

0
|∆Ys|2ds

+ ((Czb )2 + 5(Czσ)2 + 5(Cxβ )2)E[
∫ t

0
|∆Zs|2ds] + [(Ckb )2 + 5(Ckσ)2 + 5(Ckβ)2]E[

∫ t

0
|∆Ks|2sds].
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Thus, taking Υ1, Υ2, Υ3, and Υ4 as in (4.22) and applying Gronwall lemma imply

E[|∆Xt|2 ≤
exp(t.Υ1)−Υ1

Υ1 [Υ2E[
∫ t

0
|∆Ys|2ds+ Υ3E[

∫ t

0
|∆Zs|2ds+ Υ4E[

∫ t

0
|∆Ks|2sds]],

which gives the desired result.

Proposition 4.3.6. Under Assumption (H2), there exists a unique solution (X,Y, Z,K) of the
FBSDE with jumps system (4.3).

Proof. Let U = (X,Y, Z,K) and U ′ = (X ′, Y ′, Z ′,K ′) be two solutions of the mean-field FBSDE
with jumps system (S). Using the same notation as in Proposition 4.3.3, We have as proved
earlier in (4.12)

ΓT ≥ (k′ − Cνg )E[|∆XT |2]. (4.22)

On the other hand, using (H2) and the Lipschitz assumption, we compute

ΓT ≤ E[−k
∫ T

0
(|∆Ys|2 + |∆Zs|2 + |∆Ks|2)ds+

∫ T

0
[Cνh + 1

2(Cνb + Cνσ + Cνβ)]|∆Xs|2ds]

+ E[
∫ T

0
[Cνb + 1

2(Cνh + Cνσ + Cνβ)]|∆Ys|2ds+ Cνσ

∫ T

0
‖∆Zs‖2ds+ Cνβ

∫ T

0
|∆Ks|2sds].

Combining (4.3.5) and (4.22) we obtain

(k′ − Cνg )E[|∆XT |2] + kE[
∫ T

0
|∆Ys|2 + |∆Zs|2 + |∆Ks|2sds]

≤
[
Υν exp(t.Υ1)−Υ1

Υ1 Υ2 + (Cνb + 1
2(Cνh + Cνσ + Cνβ)

]
E[
∫ t

0
|∆Ys|2]ds

+
[
Υν exp(t.Υ1)−Υ1

Υ1 Υ3 + Cνσ
2
]
E[
∫ t

0
|∆Zs|2ds]

+
[
Υν exp(t.Υ1)−Υ1

Υ1 Υ4 +
Cνβ
2 )
]
E[
∫ t

0
|∆Ks|2sds],

where Υν := [Cνh + 1
2(Cνb +Cνσ +Cνβ)]. Choosing the Lipschitz constants small enough to obtain

k >
[
Υν exp(t.Υ1)−Υ1

Υ1 Υ2 + (Cνb + 1
2(Cνh + Cνσ + Cνβ)

]
k >

[
Υν exp(t.Υ1)−Υ1

Υ1 Υ3 + Cνσ
2
]
, k >

[
Υν exp(t.Υ1)−Υ1

Υ1 Υ4 +
Cνβ
2 )
]
,

and k′ − Cνg > 0. Thus, we have

(k′ − Cνg )E[|∆XT |2] + k

∫ T

0
(|Y ′s − Ys|2 + ‖Z ′s − Zs‖2 + |K ′s −Ks|2s)ds] ≤ 0.
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This implies that X ′T = XT and for all t ∈ [0, T ], X ′t = Xt, Y
′
t = Yt, Z

′
t = Zt and K

′
t = Kt ,P-a.s

which gives the desired result.

Theorem 4.3.7. Under Assumption (H2), there exists a solution (X,Y, Z,K) of the FBSDE
with jumps (4.3).

Proof. Following the same approach as in Proposition 4.3.4, we use an approximation scheme
based on perturbation. However, perturbations here are made in the backward SDE with jumps.
Let δ > 0 and consider a sequence (Xn, Y n, Zn,Kn) of processes defined recursively by :
(X0, Y 0, Z0,K0) = (0, 0, 0, 0) and for n ≥ 1, Un = (Xn, Y n, Zn,Kn) satisfies

Xn+1
t = X0 +

∫ t

0
bs(Un+1

s , νns )ds+
∫ t

0
σs(Un+1

s , νns )dWs +
∫ t

0

∫
E
βs(Un+1

s , νns )π̃(ds, de),

Y n+1
t = g(Xn+1

T , µnT ) + δ(Xn+1
T −Xn

T )−
∫ T

t

[
hs(Un+1

s , νns ) + δ(Xn+1
s −Xn

s )
]
ds

−
∫ T

t
Zn+1
s dWs −

∫ T

t

∫
E
Kn+1
s (e)π̃(ds, de).

(4.23)
with µnT = PXn

T
, νnt = P(Xn

t ,Y
n
t ).

We keep the same notation as in Theorem 4.3.4 and we apply Itô formula to the product
X̂n+1
s Ŷ n+1

s .

X̂n+1
T Ŷ n+1

T − X̂n+1
0 Ŷ n+1

0 =
∫ T

0
Ŷ n+1
s b̂n+1

s ds+
∫ T

0
Ŷ n+1
s σ̂n+1

s dWs (4.24)

+
∫ T

0
X̂n+1
s [ĥn+1

s − δ(X̂n+1
s − X̂n

s )]ds−
∫ T

0
X̂n+1
s Ẑn+1

s dWs −
∫ T

0

∫
E
X̂n+1
s K̂n+1

s (e)π̃(de, ds)

+
∫ T

0
(σ̂n+1
s , Ẑn+1

s )ds+
∫ T

0

∫
E
K̂n+1
s β̂n+1

s η(de, ds) +
∫ T

0

∫
E
Ŷ n+1
s β̂n+1

s π̃(de, ds).

Notice that, since the terminal condition is given by

Ŷ n+1
T = [g(Xn+1, µnT )− g(Xn, µn−1

T )] + δ(Xn+1
T −Xn

T ),

we rewrite the above equation as follows

E
[
X̂n+1
s (g(Xn+1

T , µnT )− g(Xn
T , µ

n−1
T )) + δ[|X̂n+1

T |2 − X̂n+1
T X̂n

T ]
]

= E
[ ∫ T

0
Ŷ n+1
s b̂n+1

s ds+
∫ T

0
X̂n+1
s ĥn+1

s ds+
∫ T

0
(σ̂n+1
s , Ẑn+1

s )ds
]

+ E
[ ∫ T

0

∫
E
K̂n+1
s β̂n+1

s η(de, ds)− δ(
∫ T

0
|X̂n+1

s |2ds−
∫ T

0
X̂n+1
s X̂n

s ds)
]
.

108



Forward-backward SDE with Jumps of Mckean-Vlasov type and Storage problem in Smart Grids

Using Assumption (H2) and Young’s inequality, we obtain

E
[
X̂n+1
T (g(Xn+1

T , µnT )− g(Xn
T , µ

n−1
T ))

]
= E

[
X̂n+1
T (g(Xn+1

T , µnT )− g(Xn
T , µ

n
T ))
]

+ E
[
X̂n+1
T (g(Xn

T , µ
n
T )− g(Xn

T , µ
n−1
T ))

]
≥ −CνgE[|X̂n+1

T |]W2(µnT , µn−1
T ) + k

′
E|X̂n+1

T |2]

≥ (k′ −
Cνg ε

2 )E[]|X̂n+1
T |2]−

2Cνg
ε

W2
2(µnT , µn−1

T )

≥ (k′ −
Cνg ε

2 )E[|X̂n+1
T |2]−

2Cνg
ε

E[|X̂n
T |2]. (4.25)

Besides, classical linearization technics imply that

E[
∫ T

0
[Ŷ n+1
s b̂n+1

s + X̂n+1
s ĥn+1

s (σ̂n+1
s , Ẑn+1

s )]ds+
∫ T

0

∫
E
K̂n+1
s β̂n+1

s η(de, ds)]

=E[
∫ T

0
[A(s, Un+1

s , Uns , ν
n
s ) + Ŷ n+1

s b̄ns + X̂n+1
s h̄ns + Ẑn+1

s σ̄ns ]ds

+E[
∫ T

0

∫
E
K̂n+1
s β̄ns η(de, ds)].

Once again, Assumption (H2) and Young inequality give

E
[ ∫ T

0
[Ŷ n+1
s b̂n+1

s + X̂n+1
s ĥn+1

s + (σ̂n+1
s , Ẑn+1

s )]ds+
∫ T

0

∫
E
K̂n+1
s β̂n+1

s η(de, ds)
]

≤ −kE[
∫ T

0
|Ŷ n+1
s |2 + ‖Ẑn+1

s ‖2 + |K̂n+1
s |2sds] + (C

ν
b α

2 − k)E[
∫ T

0
|Ŷ n+1
s |2ds]

+ E[
∫ T

0
[Cνh |X̂n+1

s |+ Cνb |Ŷ n+1
s |+ Cνσ‖Ẑn+1

s ‖+ Cνβ |K̂n+1
s |L2(η)]W2(νns , νn−1

s )ds]

≤ Cνhα

2 E[
∫ T

0
|X̂n+1

s |2ds] +
Cνh + Cνb + Cνσ + Cνβ

2α E[(|X̂n
s |2 + |Ŷ n

s |2)ds]

+ (C
ν
σα

2 − k)E[
∫ T

0
‖Ẑn+1

s ‖2ds] + (
Cνβα

2 − k)E[
∫ T

0
|K̂n+1

s |2sds]. (4.26)

Therefore, we obtain from (4.25) and (4.26)

E
[
(k′ −

cνgε

2 + δ

2)|X̂n+1
T |2 +

∫ T

0
(−C

ν
hα

2 + δ − δρ

2 )|X̂n+1
s |2ds+

∫ T

0
(C

ν
b α

2 − k)|Ŷ n+1
s |2ds

]
+ E

[ ∫ T

0
(C

ν
σα

2 − k)|Ẑn+1
s |2ds] + E[

∫ T

0
(
Cνβα

2 − k)|K̂n+1
s |2sds

]
≤ E

[
(
2Cνg
ε

+ δ

2)|X̂n
T |2] +

∫ T

0
(
Cνh + Cνb + Cνσ + Cνβ

2α + δ

2ρ)|X̂n
s |2ds

]
+ E

[ ∫ T

0

Cνh + Cνb + Cνσ + Cνβ
2α |Ŷ n

s |2ds
]
.
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Henceforth,

γ̃E[|X̂n+1
T |2 +

∫ T

0
‖Ûn+1

s ‖2ds] ≤ θ̃E[|X̂n
T |2 +

∫ T

0
‖Ûns ‖2ds]. (4.27)

Choosing ε̃, α and ε so that θ̃γ̃ < 1, the inequality (4.27) becomes a contraction. Thus, (X̂n
T )n≥0

is a Cauchy sequence in H2(Ω,P) and (X̂n)n≥0, (Ŷ n)n≥0, (Ẑn)n≥0 and (K̂n)n≥0 are Cauchy
sequences respectively in H2([0, T ],Ω, dt ⊗ dP) and H2

η([0, T ],Ω, dt ⊗ dη). Hence, if X,Y , Z
and K are the respective limits of these sequences, passing to the limit in (4.15), we see that
(X,Y, Z,K) is a solution of (4.23).

4.4 Application: Storage problem

4.4.1 Description of the model

We consider a stylized model for a power grid with distributed local energy generation and
storage. The grid connects N nodes indexed by i = 1, · · · , N . Each node is characterized by
two state variables:

• The storage level St representing the total energy available in the storage device.

• The net power production of the energy (photvoltaic panels, diesel energy,..) that each
nodes produces after all costs subtracted Qt.

We assume that the nodes forming this grid can be partitioned in Γ different groups: the nodes
in the same group γ share the same characteristics of local net power production and storage,
yet these characteristics vary from one group to the other.

We denote by Nγ the number of nodes in group γ so that N =
∑Γ
γ=1Nγ and we define

πγ = Nγ/N as the ratio of the population size of region γ to the whole population. We shall
abusively write i ∈ γ to signify that the node i is in region γ.

In order to model the dynamics of the state variables, we consider a probability space
(Ω,F,P) carrying N + 1 Brownian motions B0, B1, · · · , BN and a Poisson process defined on
[0, T ]×Ω×R∗ to which is associated a counting measure N̂(de, dt) = n(de)dt. We suppose that
the predictable measure n(de) is positive, finite and satisfies the following integrability condition

∫
R∗

(1 ∧ |e|)2n(de) <∞. (4.28)

We also consider N + 1 independant Poisson measures (N0, N1, · · · , NN ) a N independant
identically distributed random variables xi0 = (si0, qi0) which are independant from B0, N0 the Bi
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and the N i. We denote by F = {Ft} the filtration defined by

Ft = σ{(si0, q0
0, q

i
0), B0

s , B
i
s, N

0, N i where i = 1, · · ·N, s ≤ t},

and the filtration F0 = {F0
t } generated by B0 and N0. We also denote by A the set of F-adapted

real-valued processes a = {at} such that E[
∫ T

0 |au|2] < ∞. Let us now define the dynamics of
the state variables.

• The power production of the energy Qit of each node i ∈ {1, · · · , N} in the region γ at
time t is modeled in the following way: dQit = µγ(t, Qit)dt+ dM i

t + dM0
t

Qr0 = qr0,
(4.29)

where 
dM i

t = σγ(t, Qit)dBi
t +

∫
E
βγ(t, e,Qit−)Ñ i(dt, de),

dM0
t = σγ

0(t, Q0
t )dB0

t +
∫
E
βγ

0(t, e,Q0
t−)Ñ0(dt, de).

• The battery level Sit of the node i in the region γ is controlled through a storage action
αγ,i ∈ A according to S

i
t = Si0 +

∫ t

0
αisds,

0 ≤ Sit ≤ Smax.
(4.30)

The quantity Qit − αit is the net injection of the node. It can be either positive or negative:

• If Qit − αit is positive: It corresponds to electricity being sold from the node i to the grid.

• If Qit − αit is negative: It corresponds to electricity being bought by the node i from the
grid.

Remark 4.4.1. In our framework, in contrast with the paper of Alasseur et al [2], we assume
that the production of energy is unpredictable. This is due to its dependence on environmental
conditions such as the sun, the speed of the wind which are intermittent and irregular which is
traduced by including the jump component in our analyses. We will also assume that the storage
level will be enforced by a constraint. In other words, we assume that there is a maximal level
for which the battery can support. Smax is the battery’s maximum instantaneous power output.

As in [2], we include a micro grid system indexed by 0 called the "rest of the world", which
is characterized by one state variable, its local net power production Q0

t , and which does not
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possess any storage. The net production of the rest of the world is given by dQ0
t = µ0(t, Q0

t )dt+ σ0(t, Q0
t )dB0

t +
∫
E β

0(t, e,Q0
t−)Ñ0(dt, de),

Q0
0 = q0

0.
(4.31)

In our model B0 and Ñ0 represent a common signal which affects the energy demand of the
whole grid. Then for each i, σγ : R → R and βγ are given functions which allow to model how
the node i of region γ is affected by the common signal B0

t and N0
t . We assume that the rest

of the world is only affected by this common signal B0
t and N0

t .

Electricity spot price
We make the assumption that the electricity price per Watt-hour depends on the instantaneous
demand. When the strategy α = (α1, · · · , αN ) ∈ AN is implemented, the spot price is given by

PN,αt = p

(
−Q0

t −
N∑
i=1

η(Qit − αit)
)
, (4.32)

where p(·) is the exogenous inverse demand function for electricity and η is a scaling parameter
which weights the contribution of each individual node i to the whole system.

We assume that p is a strictly increasing function. Since the energy model here is given through
a macro grid system connecting a large number of small nodes i, we shall consider the limit
when N → ∞ and η → 0. Here we assume that η = 1

N . So, the spot price can be written as
follows

PN,αt = p

(
−Q0

t −
N∑
i=1

1
N

(Qit − αit)
)
, (4.33)

where 1
N

∑N
i=1(Qit − αit) is the averaged net injections.

The control problem
We consider a finite time horizon T > 0. When the control action α = (α1, · · · , αN ) is imple-
mented, the cost incurred at the node i in the region γ is given by

J i,γ,N (α) = E[
∫ T

0
PN,αt .

(
αit −Qit

)
+ LγT (Qit, αit) + LS(Si,α

i

t , αit)dt+ g(Si,α
i

T )], (4.34)

where LγT , Ls : R→ R and g : R→ R are continuous functions.

• PN,αt (αit−Qit) represents the current volumetric cost (resp. profit) of electricity consumed
(resp. produced) at the spot price PN,αt .

• LS(Si,αi , αit represent the current and it is assumed to be identical in all the regions γ.
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• LγT ((Qit, αit is the volumetric charge. This electricity cost is closely related to the power
that the system requires in peak hours and hence produce enough power to satisfy the
highest level of peak demand.

The rest of the world incurs only energy and transmission costs

J0,N (α) = E
[∫ T

0
−PN,αt .Q0

t + L0
T (Q0

t , 0)dt
]
. (4.35)

Central Planner control problem
The central planner aims to dictate a storage rule: α = (α1, · · · , αN ) in order to minimize the
egalitarian cost function between the nodes and the rest of the world

JC,N (α) = J0,N (α) +
N∑
i=1

1
N
J i,γ,N (α).

where 1/N is the scaling parameter which weights the contribution of each individual node to
the system. The cost function JC,N (α) can also be written as

JC,N (α) = J0,N (α) +
Γ∑
γ=1

πγ
Nγ∑
i=1

1
Nγ

J i,γ,N (α).

Definition 4.4.2 (Optimal coordinated plan). We say that α̂ = (α̂1, · · · , α̂N ) ∈ AN is an optimal
coordinated plan if: α̂ = argminα∈AN JC,N,η(α).

Assumption 4.4.3.

• The current cost (s, q, α) 7→ LγT (q, α) + LS(s, α) is strictly convex with respect to (s, α).
The terminal cost s 7→ g(s) is strictly convex with respect to s.

• There exists some constant C > 0 such that

|LγT (q, a)|+ |LS(s, a)|+ |g(s)| ≤ C
(
|q|2 + |s|2 + |a|2

)

• The functions LγT , LS and g are continuously differentiable and their derivatives are a
Lipschitz continuous functions.

• The coefficients µ0 and σ0 (respectively µγ and σγ) are Lipschitz continuous functions
and with linear growth in the state variable.

113



Forward-backward SDE with Jumps of Mckean-Vlasov type and Storage problem in Smart Grids

4.4.2 Reformulation: Mean field type control problem

In this section we consider a filtered probability space (Ω,F,F,P) carrying Γ standard Brownian
motions {Bγ , γ = 1, · · · ,Γ} and an independant Poisson random measure {Nγ , γ = 1, · · · ,Γ}
which are mutually independent and independent from the filtration F0. We shall use the follow-
ing notation. If ξ = {ξt} is an F-adapted process, then ξ̄ = {ξ̄t} denotes the process defined by
: ξ̄t := E[ξt|F0

t ].

Let x0 = (s0, q0) = (xγ0 = (sγ0 , q
γ
0 ))1≤γ≤Γ be a random vector which is independent from F0. Let

Q0 and Qγ be the production processes defined by

Qγ = qγ0 +
∫ t

0
µγ(u,Qγu)du+

∫ t

0
σγ(u,Qγu)dBγ

u +
∫ t

0
σγ,0(u,Qγu)dB0

u

+
∫ t

0

∫
E
βγ(u, e,Qγu−)Ñγ(du, de) +

∫ t

0

∫
E
βγ

0(u, e,Q0
u−)Ñ0(du, de).

Q0
t = q0

0 +
∫ t

0
µr(u,Q0

u)du+
∫ t

0
σ0(u,Q0

u)dB0
u +

∫ t

0

∫
E
βγ(u, e,Q0

u−)Ñ0(du, de). (4.36)

If ν̄ = (ν̄1, · · · , ν̄Γ) is an F0-adapted RΓ-valued process, we denote

P ν̄t = p

−Q0
t −

∑
γ∈Γ

πγ
(
E[Qγt |F0

t ]− ν̄
γ
t

) . (4.37)

Now, for ν̄0 = (ν̄1,0, · · · , ν̄Γ,0), α = (α1, · · · , αΓ) and for each γ = 1, · · · ,Γ, we consider the two
following cost functions

Jγx0(αγ , ν̄) = E
∫ T

0

[
P ν̄t (αγt −Q

γ
t ) + LγT (Qγt , α

γ
t ) + LS(Sγt , α

γ
t )
]
dt+ E [g(Sγt )] . (4.38)

JCx0(α) = E
∫ T

0
[−P ᾱt Q0

t + L0
T (Q0

t , 0)]dt+
Γ∑
γ=1

πγJγx0(αγ , ᾱt). (4.39)

where Sγt = sγ0 +
∫ t

0 α
γ
udu.

Definition 4.4.4 (Mean field Nash equilibrium). Let x0 = (s0, q0) be a random vector indepen-
dent from F0. We say that α? = {αγ,?, 1 ≤ γ ≤ Γ} is a mean field Nash equilibrium if, for each
γ, αγ,? minimizes the function αγ 7→ Jγx0(αγ , {E[α?t |F0

t ]}).

Definition 4.4.5 (Mean field optimal control). Let x0 = (s0, q0) be a random vector independent
from F0. We say that α̂ = {α̂γ , 1 ≤ γ ≤ Γ} is a mean field optimal control if, α̂ minimizes the
function α 7→ JCx0(α).

Characterization of mean field Nash equilibrium
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Proposition 4.4.6. Let ν̄ be a given F0-adapted RΓ-valued process. Then there exists a unique
control (α1,?, . . . , αΓ,?) = α?(ν̄, x0) such that
• For each γ ∈ 1, . . . ,Γ, αγ,? minimizes the function αγ 7→ Jγx0(αγ , ν̄).
• If (Sγ,?, Qγ) is the state process corresponding to the initial data condition xγ0 , to the control
αγ,?, and to the dynamic above, then there exists a unique adapted solution
(Y γ,?, Z0,γ,?, Zγ,?, V γ,?, V 0,γ,?) of the BDSE with jumps

Y γ,?
t = ∂sg(Sγ,?T ) +

∫ T

0
∂sLS(Sγ,?t , αγ,?t )dt+

∫ T

0
Z0,γ,?
t dB0

t + Zγ,?t dBγ
t

+
∫ T

0

∫
E
V γ,?
t (e)Ñγ(dt, de) +

∫ T

0

∫
E
V 0,γ,?
t (e)Ñ0(dt, de), (4.40)

satisfying the coupling condition

Y γ,?
t + P ν̄t + ∂αL

γ
T (Qγt , α

γ,?
t ) + ∂αLS(Sγ,?t , αγ,?t ) = 0. (4.41)

Conversely, assume that there exists (αγ,?, Sγ,?, Y γ,?, Z0,γ,?, Zγ,?, V γ,?, V 0,γ,?) which satisfy the
coupling condition (4.41) as well as the FBSDEJ, then αγ,? is the optimal control minimizing
Jγx0(αγ , ν̄) and Sγ,? is the optimal trajectory.
• If in addition: ∀γ = 1, · · · ,Γ E

[
αγ,?t |F0

t

]
= ν̄γ,0t , then α? is a mean field Nash equilibrium.

Proof. • Since the dynamic programming principal does not work in this context, our proof
consists on the classical Pontryagin’s maximum principle where the characterization of the
Mean field Nash equilibrium is given by the associated McKean-Vlasov FBSDEs. Uing the
fact that Jγx0 is a strictly convex coercive function and Gateaux-differentiable (see Assumption
(4.4.3)), we have

dβJ
γ
x0(., ν̄) := 0. (4.42)

We start by computing the functional directional derivative of Jγx0(., ν̄)

dβJ
γ
x0(., ν̄) = E

[∫ T

0
[P ν̄u + ∂αL

γ
T (Qγu, αγu) + ∂αLS(Sγu , αγu) + ∂uLS(Sγu , αγu)]βudu

]
(4.43)

+ E
[
S̃βT∂sg(SγT )

]
.

Hence, there exists a unique optimal control αγ,? = αγ,?(ν̄, x0) satisfying the following Euler
optimality condition

E
[∫ T

0
[P ν̄u + ∂αL

γ
T (Qγu, αγu) + ∂αLS(Sγu , αγu) + ∂sLS(Sγu , αγu)]βudu+ S̃βT∂sg(SγT )

]
= 0. (4.44)

We denote by Sγ,? the optimal trajectory associated to αγ,?. Applying Itô Tanaka formula to
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Sβt Y
γ,?
t we get

S̃βt Y
γ,?
t = S̃βTY

γ,?
T +

∫ T

t
Y γ,?
s βsds−

∫ T

t
S̃βs ∂sLS(Sγ,?s , αγ,?s )ds+

∫ T

0
S̃βs Z

0,γ,?
s dB0

s

+
∫ T

t
S̃βs Z

γ,?
s dBγ

s +
∫ T

0

∫
E
S̃βs V

γ,?
s (e)Ñγ(ds, de) +

∫ T

0

∫
E
S̃βs V

0,γ,?
s (e)Ñ0,γ(ds, de)

Taking the conditional expectation in the equation above, we obtain

E
[
S̃βTY

γ,?
T

]
= E[

∫ T

t
Y γ,?
s βsds−

∫ T

t
S̃βs ∂sLS(Sγ,?s , αγ,?s )ds]. (4.45)

Taking into account the terminal the terminal condition Y ?
T = ∂sg(Sγ,?T ) and the Euler optimality

condition (4.44), the previous equation leads to

E
[∫ T

0

(
Y γ,?
s + P ν̄s + ∂αL

γ
T (Qγs , αγ,?s ) + ∂αLS(Sγ,?s , αγ,?s )

)
βsds

]
= 0. (4.46)

• Suppose that (αγ,?, Sγ,?, Y γ,?, Z0,γ,?, Zγ,?, V γ,?, V 0,γ,?) is a solution of the following coupled
Forward-Backward SDE with jumps.

Y γ,?
T = ∂sg(Sγ,?T ) +

∫ T

0
∂sLS(Sγ,?s , αγ,?s )ds+

∫ T

0
Z0,γ,?
s dB0

s + Zγ,?s dBγ
s

+
∫ T

0

∫
E
V γ,?
s (e)Ñ(ds, de) +

∫ T

0

∫
E
V 0,γ,?
s (e)Ñ0(ds, de).

QγT = qγ0 +
∫ T

0
µγ(s,Qγs )ds+

∫ T

0
σγ(s,Qγs )dBγ

s +
∫ T

0
σγ,0(s,Qγs )dB0

s

+
∫ T

0

∫
E
βγ(s, e,Qγs−)Ñγ(ds, de) +

∫ T

0

∫
E
βγ,0(s, e,Qγ,0s− )Ñ0(ds, de)

Sγt = sγ0 +
∫ t

0
αγsds.

(4.47)

with
Y γ,?
s + P ν̄s + ∂αL

γ
T (Qγs , αγ,?s ) + ∂sLS(Sγ,?s , αγ,?s ) = 0,

The idea is then to compute the the gâteau derivative of Jγ,MFG
x0 (·, ν̄) at αγ,? to obtain zero and

then from the strict convexity of Jγ,MFG
x0 (·, ν̄) we obtain the desire result.

Characterization of mean field optimal controls

Proposition 4.4.7. Assume that α̂ = (α̂1, · · · , α̂Γ) minimizes the functional JCx0(α), and de-
note by Ŝ = (Ŝ1, · · · , ŜΓ) is the corresponding controlled trajectory. Then there exists a unique
adapted solution (Ŷ = (Ŷ 1, · · · Ŷ Γ

t ),Ẑ = (Ẑ1, · · · , ẐΓ),Ẑ0 = (Ẑ0,1, · · · , Ẑ0,Γ),V̂ = (V̂ 1, · · · , V̂ Γ),V̂ 0 =
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(V̂ 0,1, · · · , V̂ 0,Γ)) of the BDSE
dŶ γ

t = −∂sLS(Ŝγt , α̂
γ
t )dt+ Ẑ0,γ

t dB0
t + Ẑγt dB

γ
t +

∫
E
V γ
t (e)Ñ(dt, de) +

∫
E
V 0,γ
t (e)Ñ0(dt, de)

Ŷ γ
T = ∂sg(ŜγT ).

(4.48)

satisfying the coupling condition: for all γ = 1, . . . ,Γ

0 = Ŷ γ
t + ∂αL

γ
T (Qγt , α̂

γ
t ) + ∂αLS(Ŝt, α̂γt ) + P

¯̂α
t (4.49)

− p′
(
−Q0

t −ΠΓ ·
(
Q̄t − ¯̂αt

)) (
−Q0

t −ΠΓ ·
(
Q̄t − ¯̂αt

))
,

with ¯̂αt = E[α̂t|F0
t ] and ΠΓ = (π1, . . . , πΓ)T . Conversely, suppose that (Ŝ, α̂, Ŷ , Ẑ0, Ẑ) is an

adapted solution to the forward-backward system (4.30)-(4.48) with the coupling condition
(4.49), then α̂ is the optimal control minimizing JMFC

x0 (α) and Ŝ is the optimal trajectory.

Proof. Exactly as [2], we only prove the necessary condition of Pontryagin’s maximum princi-
ple for optimality. The sufficient condition could be proven exactly as it is done in Proposition
4.4.6. Thanks to Assumption 4.4.3 insures that the cost function α ∈ A 7→ JC

x0(α) is Gâteaux
differentiable with Gâteaux derivative given by

dβJ
C
x0(α) =

∑
γ

πγE
[
∂sg(SγT )S̃β

γ

T +
∫ T

0
∂sLS(Sγu , αγu)Sβγu du

]

+
∑
γ

πγE
[∫ T

0

{
P ᾱu + ∂αL

γ
T (Qγ , αγt ) + ∂αLS(Sγ , αγ)

}
βγudu

]

−
∑
γ

πγE
[∫ T

0
p′
(
−Q0

u −ΠΓ ·
(
Q̄u − ᾱu

)) (
−Q0

u −ΠΓ ·
{
Q̄u − ᾱu

)}
βγudu

]
,

where S̃β
γ

u is the process defined by

dS̃β
γ

u = βγudu, S̃β
γ

0 = 0 .

Hence the optimal control α̂ satisfies the Euler optimality condition: for all β = (β1, · · · , βΓ)

0 =
∑
γ

πγE
[
∂sg(SγT )S̃β

γ

T +
∫ T

0
∂sLS(Sγu , αγu)Sβγu du

]

+
∑
γ

πγE
[∫ T

0

{
P ᾱu + ∂αL

γ
T (Qγu, αγu) + ∂αLS(Sγu , αγu)

}
βγudu

]

−
∑
γ

πγE
[∫ T

0

{
p′
(
−Q0

u −ΠΓ ·
(
Q̄0
u − ᾱ0

u

)) (
−Q0

u −ΠΓ · (Q̄u − ᾱu
)}

βγudu

]
,
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• Now, let (Ŷ , Ẑ, Ẑ0, V̂ γ , V̂ 0,γ) be the unique solution to the BSDE with jump (4.48), and let Ŝ
be the state process associated to the optimal control α̂, applying Itô formula, we obtain

∑
γ

πγE
[
Ŷ γ
T S̃

βγ

T

]
=

∑
γ

πγE
[∫ T

0

{
−∂sLS(Ŝu, α̂u) + βγu Ŷ

γ
u

}
du

]
.

Taking into account the terminal condition Ŷ γ
T = ∂sg(ŜγT ) and the Euler Optimality condition for

α̂ we get: for all β = (β1, · · · , βΓ) ∈ AΓ:

0 =
∑
γ

πγE
[∫ T

0

{
Ŷ γ
u + P

¯̂α
u + ∂αL

γ
T (Qγu, α̂u + ∂αLS(Ŝu, α̂u)

−p′
(
−Q0

u −ΠΓ ·
(
Q̄u − ¯̂αu

)) (
−Q0

u −ΠΓ ·
(
Q̄u − ¯̂αu

))}
βγudu

]
.

We deduce the coupling condition (4.49).

Proposition 4.4.8. Assume that α̂ is a mean field optimal control for the problem with a pricing
rule p. Then α̂ is a mean field Nash equilibrium for the MFG problem with pricing rule

pMFG(x) = p(x) + xp′(x) . (4.50)

Proof.This result follows straightforward from comparing the two coupling condition (4.49) and
(4.41) since the two McKean-Vlasov BSDEs (4.40) and (4.48) are of the same form.

4.4.3 Explicit solution of the MFC with 1 region

In this section, we provide an example where an explicit solution of the MFC problem is ob-
tained. We consider a linear pricing rule of the following form

p(x) = p0 + p1x. (4.51)

The storage cost LS is defined by: For A1 < 0, A2 > 0, C < 0,

LS(s, α) = A1s+ A2
2 s2 + C

2 α
2.

For some given positive constant {Kγ}Γγ=1, the transmission cost LγT is defined by

LγT (q, α) = Kγ

2 (q − α)2 .
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For some constants B1 and B2 > 0, the terminal cost

g(s) = B2
2

(
s− B1

B2

)2
.

Now, we will consider the simple case of one region, i.e. when π = 1. we aim to find an
explicit solution to the MFC problem associated to the linear quadratic case.

Step 1 In this first step, we use the forward-backward system (4.48)-(4.30) and the coupling
condition (4.49) in order to get the optimal control ᾱ and the optimal trajectory S̄ associated to
one node in this region. We have dS̄t = ᾱtdt, S̄0 = 0,

dȲt = −(A2S̄t +A1)dt+ Z̄0
t dB

0
t +

∫
E V̄

γ,?
t (e)Ñ(dt, de), ȲT = B2S̄T −B1.

(4.52)

To find the optimal control ᾱ, we use firstly the coupling condition (4.49) to obtain

Ȳt −K(Q̄t − ᾱt) + Cᾱt + P ᾱt − p′(−Q0
t − Q̄t + ᾱt)(−Q0

t − Q̄t + ᾱt) = 0, (4.53)

where Q0 and Q are defined by (4.36). Now, Proposition 3.3 in [2] and the linear form of p in
(4.51) give

P ᾱt = p0 + 2p1(−Q0
t − Q̄t + ᾱt), (4.54)

and we obtain the following expression of the optimal control ᾱ:

ᾱt = − 1
K + C + p1

(
Ȳt + p0 − p1Q

0
t − (p1 +K)Q̄t

)
= −∆(Ȳt + bt),

where ∆ = 1
K+C+p1

and bt = p0 − p1Q
0
t − (p1 +K)Q̄t.

We expect the solution of the FBSDE (4.52) to be affine. It has the following form:

Ȳt = φ̄tS̄t + ψ̄t, (4.55)

where φ and ψ are deterministic functions. Computing dȲt from this expression, we obtain

dȲt = S̄t(−∆φ̄2
t + ˙̄φt)dt−∆φ̄t(ψ̄tdt+ bt)dt+ ˙̄ψt. (4.56)

Identifying the two expressions of dȲt we get, in one hand, that

˙̄φt −∆φ̄2
t +A2 = 0, φ̄(T ) = B2 (4.57)
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which is a Riccati equation. In the other hand, we obtain that ψ is the unique solution of the
BSDE

dψ̄t = ∆φ̄t(ψ̄t + bt)dt−A1dt+ Z̄0
t dB

0
t +

∫
E
V̄ γ,?
t (e)Ñ(dt, de). (4.58)

Consequently, substituting bt, we get the following BSDE

dψ̄t = ∆φ̄t(ψ̄t + P̄t)dt+ Z̄0
t dB

0
t +

∫
E
V̄ γ,?
t (e)Ñ(dt, de), ψT = −B1. (4.59)

This allows us to find the expression of the approximated electricity price. In fact, in one hand
we have

ψ̄t = ∆φ̄t(ψ̄t + P̄t)dt+ Z̄0
t dB

0
t +

∫
E
V̄ γ,?
t (e)Ñ(dt, de)

= ∆φ̄t(Ȳt − φ̄tS̄t + P̄t)dt+ Z̄0
t dB

0
t +

∫
E
V̄ γ,?
t (e)Ñ(dt, de)

= ∆φ̄tȲtdt−∆(φ̄t)2S̄tdt+
∫
E
V̄ γ,?
t (e)Ñ(dt, de).

In the other hand, we have that dψ̄t = dȲt − ˙̄φtStdt− φ̄tdSt. So, we obtain

−(A2S̄tdt+A1)dt−∆φ̄tP̄tdt = ˙̄φtS̄tdt+ φ̄tdS̄t + ∆φ̄tȲt −∆(φ̄t)2S̄tdt.

Finally, using the Riccati equation (4.57) in the equation above, we obtain directly the following
price expression

P̄t = − A1

∆φ̄t
+ bt.

As it can be seen, Ψ̄ is the solution of linear BSDE with jumps. So it has the following expression

Ψ̄t = E[−Γt,TB1 +
∫ T

t
Γt,u∆φ̄uP̄udu|F0

t ],

where Γt,T is the adjoint process and in this case, it is the solution of

dΓt,s = Γt,s∆φ̄sds,

which is Γt,s = exp(
∫ s
t ∆φ̄sds). Consequently, Ψt is given by

Ψ̄t = −B1 exp
{
−
∫ T

t
∆φ̄(u)du

}
− E

[∫ T

t
∆φ̄(u) exp

{
−
∫ u

t
∆φ̄(s)ds

}
P̄udu|F0

t

]
.
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The function φ̄ is given by

φ̄(t) = − ρ∆
e−ρ(T−t)(−B2∆ + ρ)− eρ(T−t)(B2∆ + ρ)
e−ρ(T−t)(−B2∆ + ρ) + eρ(T−t)(B2∆ + ρ)

with ρ :=
√
A2∆,

Now, to find S̄t, it suffices to solve the following simple EDO

dS̄t =
[
−∆φ̄tS̄t −∆(Ψt + P̄t + A1

∆φ̄t
)
]
dt, (4.60)

for which the solution is given BY

S̄t = S̄0 exp(
∫ t

0
−∆φ̄sds)−∆

∫ t

0
exp(

∫ t

u
−∆φ̄sds)(Ψu + P̄u + A1

∆φ̄u
)du. (4.61)

As S̄0 = 0, the solution is then

S̄t = −∆
∫ t

0
exp

{
−
∫ t

u
∆φ̄(s)ds

}(
P̄u + Ψ̄u + A1

∆φ̄(u)

)
du.

Step 2 Once we obtain all the optimal elements of one node in the first step, we use the FBSDE
(4.40) and the coupling condition (4.41) to find the optimal objects associated to one region
containing a number of identical nodes. Using the FBSDE (4.40), we have

dSt = −δ
(
Yt + Pt + A1

δφ(t)

)
dt, S0 = s0,

dYt = −(A2St +A1)dt+ Z0
t dB

0
t + ZtdBt +

∫
E
Vt(e)Ñ(dt, de), YT = B2ST −B1.

Again, we look at a solution of the form

Yt = ϕ(t)St + ψt,

and using the coupling condition (4.41), we obtain the expression the optimal control α. In fact,

Yt −K(Qt − αt) + Cαt + P ᾱt − p1(−Q0
t −Qt − αt) = 0

where P ᾱt = p0 + 2p1(−Q0
t − Q̄t + ᾱt). Then

αt = −δ
(
Yt + p0 −KQt − 2p1(Q0

t + Q̄t − ᾱt) + A1
δφt

)
= −δ(Yt + Pt + A1

δφt
),
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where δ = −1
K+C , Pt = p0−KQt−2p1(Q0

t + Q̄t− ᾱt)− A1
δφt
. Once again, we aim to find a solution

to the FBSDE above which has the following form

Yt = ϕ(t)St + ψt,

where ϕ and ψ can be explicitly calculated in the same way as before. In fact, ψ is the solution
of the following equation

dψt = −δϕt(ψtdt+ Pt) + Z0
t dB

0
t + ZtdBt +

∫
E
Vt(e)Ñ(de, dt) (4.62)

and ϕt satisfies the following Riccati equation

δϕ2
t − ϕ̇t −A2 = 0 (4.63)

whose solution is given by

ϕ(t) = −ρ
δ

e−ρ(T−t)(−B2δ + ρ)− eρ(T−t)(B2δ + ρ)
e−ρ(T−t)(−B2δ + ρ) + eρ(T−t)(B2δ + ρ)

with ρ :=
√
A2δ,

As it can be seen, ψt is the solution of the following BSDE driven by a 2-dimensional Brownian
motion

dψt = −δϕt(ψt + Pt)dt+ Z̃tdB̃t +
∫
E
Vt(e)Ñ(de, ds), (4.64)

where Z̃t = (Z0
t , Zt) and B̃t = (B0

t , Bt).

Finally

St = s0 exp
{
−
∫ t

0
δϕ(u)du

}
− δ

∫ t

0
exp

{
−
∫ t

u
δϕ(s)ds

}(
Pu + ψu + A1

δφ(u)

)
du.

Remark 4.4.9. Notice that in the example that we treated above, we only assume the presence
of a common noise B0 (no common jump Ñ0) in order to simplify computations. However, we
emphasize that the presence of the common jump Ñ0 make just little changes in the proof.

4.5 Appendix

In this section, we extend some of the results of Hamadène [61] concerning FBSDEs in the
Brownian setting to the case of jumps. Let us note that arguments of proof are close to the one
used by Hamadǹe in [61] with some minor modifications due to jumps setting. However, we still
provide the proof of existence.
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We look for the solution of the following fully coupled forward-backward SDE with jumps

(S)



Xt = X0 +
∫ t

0
bs(Xs, Ys, Zs,Ks)ds+

∫ t

0
σs(Xs, Ys, Zs,Ks(e))dWs

+
∫ t

0

∫
E
βs(Xs− , Ys− , Zs,Ks(e))π̃(ds, de), 0 ≤ t ≤ T, P-a.s.

Yt = g(XT ,PXT )−
∫ T

t
hs(Xs, Ys, Zs,Ks)ds−

∫ T

t
ZsdWs −

∫ T

t

∫
E
Ks(e)π̃(ds, de),

(4.65)
We assume the following assumptions.
• The functions f, h, σ, β defined on Rd+d+d×d × L0(B(E), ν) are Lipschitz in (x, y, z, k) and
uniformly in ω ∈ Ω.
• The function g is defined on Ω × Rd and valued in Rd such that for any x ∈ Rd, g is FT -
measurable and square integrable. Moreover, g is Lipschitz in x and uniformly in ω ∈ Ω.
Finally, for u = (x, y, z, k) and u′ = (x′, y′, z′, k′) ∈ Rd+d+d×d, we define the function A as follows

Ā(t, u, u′) =
[
bt(x, y, z, k)− bt(x′, y′, z′, k′)

]
(y − y′) +

[
ht(x, y, z, k)− ht(x′, y′, z′, k′)

]
(x− x′)

+ [σt(x, y, z, k)− σt(x′, y′, z′, k
′)](z − z′) +

∫
E

(βt(x, y, z, k)− βt(x′, y′, z′, k′))(k − k′)(e)η(dt, de).

We make the following assumption

Assumption 4.5.1.

(H̄1)



(i) There exists k > 0, s.t ∀t ∈ [0, T ], ν ∈M2(Rd × Rd), u, u′ ∈ Rd+d+d×d × L0(B(E), η),

Ā(t, u, u′) ≤ −k|x− x′ |2,P-a.s.

(ii) There exists k′ > 0, s.t ∀ν ∈M2(Rd × Rd), x, x′ ∈ Rd

(g(x, ν)− g(x′, ν)).(x− x′) ≥ k′|x− x′|2,P-a.s.

(iii) min{k, k′} ≥ C(C̃ + 1).

Proposition 4.5.2. Under Assumption (H̄1), there exists a unique solution U = (X,Y, Z,K) of
the FBSDE with jumps (4.65).

Proof. In the following poof, we will use the notation C̃ to denote a generic constant that may
change from line to line and that depends in an implicit way on T and the Lipschitz constants.
The key point of the proof is to consider a sequence Un = (Xn, Y n, Zn,Kn) of processes
defined recursively by : (X0, Y 0, Z0,K0) = (0, 0, 0, 0) and for n ≥ 1, Un = (Xn, Y n, Zn,Kn)
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satisfies, for all t ∈ [0, T ] and δ ∈]0, 1], the following system

Xn+1
t = x+

∫ t

0

(
fs(Xn+1

s , Y n+1
s , Zn+1

s ,Kn+1
s )− δ(Y n+1

s − Y n
s )
)
ds

+
∫ t

0

(
σs(Xn+1

s , Y n+1
s , Zn+1

s ,Kn+1
s )− δ(Y n+1

s − Y n
s )
)
dWs

+
∫ t

0

∫
E

(
βs(Xn+1

s− , Y n+1
s− , Zn+1

s ,Kn+1
s )− δ(Kn+1

s −Kn
s )
)
π̃(ds, de),

Y n+1
t = g(Xn+1

T )−
∫ T

t
hs(Xn+1

s , Y n+1
s , Zn+1

s ,Kn+1
s )ds−

∫ T

t
Zn+1
s dWs −

∫ T

t

∫
E
Kn+1
s (e)π̃(ds, de)).

For n ≥ 1, t ∈ [0, T ], we consider the following processes

X̂n+1
t := Xn+1

t −Xn
t , Ŷ n+1

t := Y n+1
t − Y n

t , Ẑn+1
t := Zn+1

t − Znt , K̂n+1
t := Kn+1

t −Kn
t .

and for a function φ = {f, h, σ, β}, we set

φ̂n+1
t := φ(t, Un+1

t , νnt )− φ(t, Unt , νn−1
t ), φ̃nt := φ(t, Unt , νnt )− φ(t, Unt , νn−1

t ).

In order to prove the existence of the solution, we will show that (Xn, Y n, Zn,Kn)n≥0 is a
Cauchy sequence. First, we apply Itô’s formula to X̂n+1Ŷ n+1 and take the expectation

E[X̂n+1
T Ŷ n+1

T ] = E[
∫ T

0
Ŷ n+1
s [f̂n+1

s − δ(Ŷ n+1
s − Ŷ n

s )]ds+ E[
∫ T

0
X̂n+1
s ĥn+1

s ds]

+ E[
∫ T

0
(σ̂n+1
s − δ(Ẑn+1

s − Ẑns ), Ẑn+1
s )ds+

∫ T

0

∫
E
K̂n+1
s (β̂n+1

s − δ(K̂n+1
s − K̂n

s ))η(de, ds)].

Rearranging terms, we get

E[X̂n+1
T (g(Xn+1

T )− g(Xn
T ))] + δE[

∫ T

0
|Ŷ n+1
s |2 + ‖Ẑn+1

s ‖2 + |K̂n+1
s |2sds]

−E
[ ∫ T

0
X̂n+1
s ĥn+1

s + Ŷ n+1
s f̂n+1

s + σ̂n+1(s)Ẑn+1
s ds+

∫ T

0

∫
E
K̂n+1
s β̂n+1

s η(de, ds)
]

= δE[
∫ T

0
Ŷ n+1
s Ŷ n

s + Ẑn+1
s Ẑns ds+

∫ T

0

∫
E
K̂n+1
s K̂n

s η(de, ds)
]
. (4.66)

Using Assumption 4.5.1, we get

E
[
k
′ |X̂n+1

T |2 + δ

∫ T

0
|Ŷ n+1
s |2 + ‖Ẑn+1

s ‖2 + |K̂n+1
s |2sds+ k

∫ T

0
|X̂n+1

s |2ds
]

≤ δE
[ ∫ T

0
Ŷ n+1
s Ŷ n

s + Ẑn+1
s Ẑns ds+

∫ T

0

∫
E
K̂n+1
s K̂n

s η(de, ds)
]
. (4.67)
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In addition, the elementary inequality ab ≤ a2/2 + b2/2 yields to

E[
∫ T

0
Ŷ n+1
s Ŷ n

s + Ẑn+1
s Ẑns ds] +

∫ T

0

∫
E
K̂n+1
s K̂n

s η(de, ds)

≤ 1
2E[

∫ T

0
|Ŷ n+1
s |2 + ‖Ẑn+1

s ‖2 + |K̂n+1
s |2sds]

+ 1
2E[

∫ T

0
|Ŷ n
s |2 + ‖Ẑns ‖2 + |K̂n

s |2sds]. (4.68)

Pugging (4.68) in (4.67), we obtain

k
′
E[|X̂n+1

T |2] + kE[
∫ T

0
|X̂n+1

s |2ds] + δ

2E[
∫ T

0
|Ŷ n+1
s |2 + ‖Ẑn+1

s ‖2 + |K̂n+1
s |2sds] (4.69)

≤ δ

2

[
E[
∫ T

0
|Ŷ n
s |2 + ‖Ẑns ‖2 + |K̂n

s |2sds]
]
. (4.70)

Now, using Itô’s formula to |Ŷ n|2, we obtain classically that

∀n ≥ 1,∃C1 > 0, E
[∫ T

0
|Ŷ n
s |2 + ‖Ẑns ‖2 + |K̂n|2sds

]
≤ C1

(
E[|X̂n

T |2 +
∫ T

0
|X̂n

s |2ds]
)
.

Plugging this estimates in (4.69), we obtain by choosing δ := min(k, k′)/C̃,

E[|X̂n+1
T |2] + E[

∫ T

0
|X̂n+1

s |2] ≤ 1
2n
[
E|X̂1

T |2 + E
∫ T

0
|X̂1

s |2ds
]
.

Besides, we also have for all n ≥ 1

E
[∫ T

0
|Ŷ n
s |2 + ‖Ẑns ‖2 + |K̂n|2sds

]
≤ C1

2n−1

(
E
[
|X̂1

T |2 +
∫ T

0
|X̂1

s |2ds
] )
.

Thus, (X̂n
T )n≥0 is a Cauchy sequence in H2(Ω,P) and (X̂n)n≥0, (Ŷ n)n≥0, (Ẑn)n≥0 and (K̂n)n≥0

are Cauchy sequences respectively in H2([0, T ],Ω, dt⊗ dP)and H2
η([0, T ],Ω, dt⊗ dη). Hence, if

X,Y , Z and K are the respective limits of these sequences, passing to the limit in (4.5), gives
us the desired result.
In order to prove that the system (4.65) has a unique solution, we suppose that (X̄, Ȳ , Z̄, K̄) is
also solution of (4.65). Let X̄ = X1 −X2, Ȳ = Y 1 − Y 2, X̄ = Z1 − Z2, K̄ = K1 −K2.
Apply Itô’s formula to the product X̄Ȳ , it follows straightforwardly from Assumption (H̄1) that

k
′
E[|X̄T |2] + kE[

∫ T

0
|X̄s|2ds] ≤ 0,
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and conclude that X̄T = 0, X̄t = 0, ∀t ∈ [0, T ], P-a.s. Thus, in order to finish the proof we need
to show that (Ȳ , Z̄, K̄) = (0, 0, 0). This is actually a simple consequence of [138].
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Titre : Contributions aux équations différentielles stochastiques rétrogrades quadratiques avec sauts et applications. 

Mots clés : EDSR avec sauts, EDSR doublement réfléchies avec sauts, croissance quadratique (stochastique), activité 

infinie, EDSR progressive-rétrograde de type champ moyen. 

Résumé : Cette thèse porte sur l'étude des équations 

différentielles stochastiques rétrogrades (EDSR) avec 

sauts et leurs applications. 

Dans le chapitre 1, nous étudions une classe d'EDSR 

lorsque le bruit provient d'un mouvement Brownien et 

d'une mesure aléatoire de saut indépendante à activité 

infinie. Plus précisément, nous traitons le cas où le 

générateur est à croissance quadratique et la condition 

terminale est non bornée. L'existence et l'unicité de la 

solution sont prouvées en combinant à la fois la 

procédure d'approximation monotone et une approche 

progressive. Cette méthode permet de résoudre le cas où 

la condition terminale est non bornée. 

Le chapitre 2 est consacré aux EDSR avec sauts 

généralisées doublement réfléchies sous des hypothèses 

d’integrabilités faibles. 

 

Plus précisément, on montre l'existence d'une solution 

pour un générateur à croissance quadratique stochastique 

et une condition terminale non bornée.  

Dans le chapitre 3, nous considérons une classe générale 

d'EDSR progressive-rétrograde couplée avec sauts de 

type Mackean Vlasov sous une condition faible de 

monotonicité. Les résultats d'existence et d'unicité sont 

établis sous deux classes d'hypothèses en se basant sur 

des schémas de perturbations soit de l’equation 

differentielle stochastique progressive, soit de l’equation 

differentielle stochastique retrograde.  

On conclut le chapitre par un problème de stockage 

optimal d’énergie dans un parc électrique de type champs 

moyen. 

 

 

Title: Contributions to quadratic backward stochastic differential equation with jump and applications. 

Keywords :  BSDEs with jumps, doubly reflected BSDEs, stochastic quadratic growth, infinite activity jump, Mean-
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Abstract :  
This thesis focuses on backward stochastic differential 

equation with jumps and their applications.  

In the first chapter, we study a backward stochastic 

differential equation (BSDE for short) driven jointly by a 

Brownian motion and an integer valued random measure 

that may have infinite activity with compensator being 

possibly time inhomogeneous. In particular, we are 

concerned with the case where the driver has quadratic 

growth and unbounded terminal condition.  The existence 

and uniqueness of the solution are proven by combining a 

monotone approximation technics and a forward approach. 

Chapter 2 is devoted to  the well-posedness of generalized 

doubly reflected BSDEs (GDRBSDE for short) with 

jumps  under weaker assumptions on the data. 

 

 

In particular, we study the existence of a solution for a 

one-dimensional GDRBSDE with jumps when the 

terminal condition is only measurable with respect to the 

related filtration and when the coefficient has general 

stochastic quadratic growth.  

In chapter 3, we investigate a general class of fully 

coupled mean field forward-backward under weak 

monotonicity conditions without assuming any  non-

degeneracy assumption on the forward equation. We 

derive existence and uniqueness results  under two 

different sets of conditions based on proximation schema 

weither on the forward or the backward equation. Later, 

we give an application for storage in smart grids. 
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