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Abstract

A sharp interface approach is presented for computing two-phase flows with surface tension and
phase change in low Mach regime. To develop such a model, where slight compressible effects
are taken into account as well as correct thermodynamical closures, both the liquid and the gas are
considered compressible and described by a precise compressible solver. This compressible solver
adopt a splitting technique called "acoustic-transport splitting" which splits the Euler system into two
parts: acoustic and transport. Based on the acoustic subsystem, an approximate Riemann solver that
accounts for surface tension and phase change effects is developed. The interface between two-phase
flows is captured by the Level Set method that is considered to be sharp. The interface capturing
issue of the Level Set method within the Eulerian framework is the key point of the two-phase flow
simulations, and in this work we propose and adopt high-order approaches for interface advection,
redistancing and curvature estimation. In low Mach regime, conventional compressible solvers lose
accuracy and a low Mach correction is then necessary to reduce the numerical dissipation. For a
sharp interface method, the interface is treated as the shock-wave contact discontinuity via the Ghost
Fluid method. Without a smooth region at the interface, such discontinuity existing at the interface
presents a huge challenge to the design of a numerical scheme. The well-known low Mach fix in
literature could lead to significant truncation error, especially for two-phase flows with large density
and sound speed ratios. To recover a good asymptotic-preserving property, we propose a new low
Mach correction with rigorous asymptotic analysis. Several numerical test cases have been employed

to validate the present numerical approach and enlighten its good performance.

Keywords: sharp interface, compressible two-phase flow, low Mach correction, phase change
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Abstract

Une approche d’interface raide est présentée pour le calcul des écoulements diphasiques avec tension
superficielle et changement de phase en régime a faible nombre de Mach. Pour développer un tel
modele, ou de l1égers effets compressibles sont pris en compte ainsi que des fermetures thermo-
dynamiques correctes, le liquide et le gaz sont considérés comme compressibles et décrits par un
solveur compressible précis. Ce solveur compressible adopte une technique de décomposition appelée
"décomposition du transport acoustique” qui décompose le systeéme Euler en deux parties: acoustique
et transport. Sur la base du sous-systeme acoustique, un solveur de Riemann approximatif qui tient
compte des effets de tension superficielle et de changement de phase est développé.

L’interface de I’écoulement diphasique est capturée par la méthode de Level Set et considérée
comme raide. Le probleme de la capture d’interface de la méthode Level Set dans le cadre Eulérien est
le point clé des simulations d’écoulement diphasique, et dans ce travail, nous proposons et adoptons
des approches d’ordre élevé pour 1’advection de I’interface et la redistance de Level Set. Pour le
premier probléme, une approche d’espace-temps couplée d’ordre élevé appelée "One-Step" (OS) est
proposée, et comparée aux approches classiques d’espace-temps séparé. Des tests numériques sur
I’advection Level Set montrent I’efficacité et la précision du schéma OS par rapport aux approches
classiques de I’espace-temps séparé. Pour le deuxieme probleme, deux approches numériques d’ordre
élevé différentes pour la redistance sont présentées: 1’approche basée sur PDE (équation différentielle
partielle) et I’approche de redistance basée sur le schéma de Hopf-Lax. L’approche basée sur PDE
tente d’atteindre un état stationnaire en résolvant une équation PDE, tandis que 1’approche basée
sur Hopf-Lax tente de trouver la distance minimale d’un point du maillage a I’interface en utilisant
la méthode sécante. Etant donné que 1’approache basée sur PDE est plus adaptée a la procédure
d’advection de Level Set et facile a paralléliser, le schéma retenu pour la redistance de Level Set est
I’approche basée sur PDE.

Dans le présent travail, nous nous intéressons aux écoulements qui impliquent deux phases
représentées par deux matériaux compressibles séparés par une interface infiniment fine. L’interface
est considérée raide et traitée comme une discontinuité de contact. Malheureusement, il est maintenant
bien établi que les méthodes standard de type Godunov peuvent perdre considérablement leur précision
lorsque la vitesse du matériau est faible par rapport a la vitesse du son du milieu et lorsque le domaine
de calcul est discrétisé sur un quadrangle (resp. hexaédrique) en 2D (resp. 3D), une correction de
faible Mach est alors nécessaire pour réduire la dissipation numérique. Pour une méthode d’interface
raide, I’interface est traitée comme la discontinuité de contact via la méthode Ghost Fluid. Sans
une région lisse a I'interface, une telle discontinuité existant a I’interface présente un énorme défi
pour la conception d’un schéma numérique. La correction a faible Mach bien connue dans la
littérature pourrait conduire a une erreur de troncature significative, en particulier pour les écoulements
diphasiques avec de grands rapports de densité et de vitesse du son. Pour retrouver une bonne propriété

de préservation asymptotique, nous proposons une nouvelle correction a faible Mach avec une analyse



asymptotique rigoureuse. Plusieurs cas de test numériques ont été utilisés pour valider la présente

approche numérique et montrer ses bonnes performances.

Mots clés: interface raide, écoulement diphasique compressible, correction a faible Mach,

changement de phase
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Chapter 1

Introduction

1.1 Industrial context

Two-phase flows are present in a wide range of industrial processes and could impact production
efficiency and security. In the chemical industry, bubble columns are used to increase the exchange
surfaces, either to promote heat exchange or chemical reactions. In petroleum engineering, gas is
injected into an oil field to increase the rate of oil extraction. In thermal power plants, the steam
production (vaporization in liquid phase) intensifies heat transfer by latent heat. In the storage of
natural gas, to optimize the amount of gas stored into a limited volume, natural gas can be cooled
down to its condensing temperature. At this temperature, the liquid-vapor phase change transforms the
gas into liquid form and thus increases its density. Moreover, thermal control of electronic components
of satellites is ensured by liquid-vapor cooling systems such as heat pipes or loop heat pipes. Heat
release is becoming a critical issue with the increase of the power of electronic components.

For all these configurations, the density ratio between the two-phases could be very important.
Phase change intensifies the heat transfer and in the liquid, there exists phase change and surface
tension effects at the interface. Moreover, the material velocity could be very small compared to the
sound velocity (low Mach flows). It is therefore essential to understand and anticipate the behavior of
these two-phase flows for the design, optimization and control of industrial equipment. Moreover, in
accidental scenarios, a good knowledge of two-phase flows is important in order to find an adequate
solution in order to deal with the problem encountered and thus guarantee safety. A numerical
model to predict with confidence the physical behavior of low-Mach flows involving a liquid-vapor
interface that occurs around saturation temperature (at constant thermodynamic pressure) is necessary.
However, many difficulties and problems exist in the mathematical modeling of two-phase flows,
the mathematical analysis of established models and numerical methods, and also in the numerical

resolution of these mathematical models.
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1.2 Scientific context

In this section, we will first recall the methods used for interface description during the simulation of
two-phase flows. A list of the different existing solvers to simulate compressible two-phase flows
will follow. Finally, a short presentation of the strategy adopted for the development of our numerical

model will be made.

1.2.1 The Interface

We hereafter recall the definition of an interface. For any multiphase study, zones of small thicknesses
in which the characteristic gradients of certain physical quantities such as viscosity and density
are much more important than in the rest of the field are always encountered. This zone of small
thicknesses is called the interface.

Since the original and pioneering work of Harlow and Welch [42], a substantial number of interface
description methods have been developed. There are two main classes of interface description methods:

sharp/diffuse approaches and Lagrangian/Eulerian approaches.
1.2.2 Sharp and diffuse interface methods

Interface Interface
<

Field variable
Field variable

X X

Fig. 1.1 Representation of a diffuse interface (left) and a sharp interface (right).

The diffuse method has a mixing zone around the interface as shown in Fig. 1.1, this makes the
presence of mixture of different material at the interface. This makes it possible to obtain a continuous
function for fluid variables. Different models exist to treat this mixing zone. Abgrall [2] and Karni
[56] propose a four-equation model while Allaire et al. [3] and Murrone and Guillard [75] develop
models with five equations. The five-equation model proposed by Allaire et al. [3] combines the
momentum conservation equation, the energy conservation equation, two mass conservation equation
(each phase) as well as the transport of volume fraction equation. To close the system, isobaric or
isothermal conditions are used. Within the diffused numerical interface non-physical mixing states

may occur, for which an artificial equation of state has to be defined [29]. In order to control the
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thickness of the mixing zone, Shyue and Xiao [92] use a hyperbolic tangent profile to represent
the interface while Kokh and Lagoutiere [60] utilize an anti-diffusive numerical scheme. The sharp
interface method treats the interface as a contact discontinuity, there is no mixture at the interface. In
the present study, we concentrate on this sharp interface method.

To avoid the presence of mixture at the interface, we assume that the thickness of this zone will be
negligible and that the gradients will be integrated and replaced by a jump condition (sharp interface).
This thin zone is reduced by one dimension. Thus, mathematically, the interface I" is an object of
dimension d — 1 which evolves in a space 2 C R? of dimension d and separates the global region into
two-separated regions as presented in Fig. 1.2. Some physical quantities will undergo a discontinuity
which equals the jump condition across the interface. In general, we use this notion of interface to

evoke the separation surface that exists between two phases.

Fig. 1.2 Representation of the interface I" and two sub-domains 2; C R? and 2, C R? occupied by
fluid 1 and fluid 2 respectively.

1.2.3 Lagrangian and Eulerian approaches

In this section, we review classical numerical methods of interface description in the framework of
sharp interface and analyze from the literature, the Level Set method [79] is then chosen because
of its good properties. The difference between the Lagrangian and Eulerian methods lies in the

representation of the interface: explicit or implicit.

Lagrangian approach

In the Lagrangian approach, the interface is explicitly tracked, in the sense that the interface is
described by a set of objects which will be transported in the computing domain at local speed. The
reconnection of this set of objects will reconstruct the geometry of the interface. The Lagrangian
method can be divided into two families: mobile mesh and background fixed mesh.

Mobile mesh based approach Algorithms based on a mobile grid such as the Arbitrary Lagrangian-
Eulerian (ALE) [49] method, for which the mesh matches the shape of the interface [71] as depicted
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in Fig. 1.3. Their advantage resides in their capacity to take into account very precisely the conditions
of jump through the interface (these conditions of jump are in fact boundary conditions between the
two domains separated by the mesh-interface). On the other hand, these methods lack flexibility when
one wishes to follow complex interface movements since it is necessary to reconstruct the mesh at

each time step.

Fig. 1.3 Representation of Lagrangian approach with mobile mesh, dash line: the interface.

Background fixed mesh based method Another type of Lagrangian approach has been developed
with more success on fixed meshes, for example, the Front-tracking method [102]. The interface is
represented by a set of points connected to each other moving on a background fixed grid as presented
in Fig. 1.4.

Ie. D

-
e

Y
A}

A

]

y D .
é

X

Fig. 1.4 Representation of Front-tracking mesh with fixed mesh and markers to represent the interface.
Although this approach has some advantages such as explicit representation and Lagrangian
transport of the interface, this method requires frequent markers rearrangements because of interface

motion that is an obvious shortcoming. This procedure could be complex especially when the interface

suffers from significant deformations. Keeping some homogeneity of distribution of markers on the
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interface as well as tackling interface break-up and coalescence could also be a big challenge. The
reconstruction of the interface and the calculation of its geometric characteristics (curvature, normal
vector) is not immediate and often requires additional complex and expensive algorithms. All these

drawbacks are greatly amplified in three-dimensional simulations.

There exist other Lagrangian methods where a set of points are not connected. In Marker And
Cell (MAC) method [42], a cloud of points presents the interface while the equations of motion are
solved on background fixed mesh. In meshless methods, such as Smoothed Particle Hydrodynamics
(SPH) [47], Moving Particle Semi-implicit (MPS) [61], Particle Finite Element Method (PFEM) [50],
.-+, the interface and Navier-Stokes equation are solved on Lagrangian points, known as particles.

Eulerian approach

The Eulerian approach considers the interface as a scalar field, which will be transported by the
velocity field thanks to a transport equation. This approach can avoid mesh or marker rearrangement
issues and overcome difficulties of the Lagrangian approach. There are mainly two different algorithms
for the Eulerian approach: the Volume Of Fluid method [43] and the Level Set method [79].

Volume Of Fluid method The Volume Of Fluid (VOF) method, specially designed for simulating
two-phase flows, is based on the principle of mass conservation. This method is an Eulerian approach
with a scalar field representing the volume fraction of a fluid inside a control volume as shown in
Fig. 1.5. The interface is represented implicitly, defined at the instant ¢ > 0 by the points x € R? where
a volume function equals to 0.5. The interface reconstruction is necessary as depicted in Fig. 1.5. This

D
0 0 0 0 0
F"I-..
®
0.75°039,0.02 0 0
1 1 0.650.02 0
6'9\“

1 1 1 0389 0
11 10750
D f

X

Fig. 1.5 Representation of Volume Of Fluid method. dash line: reconstructed interface

volume fraction is transported by the fluid velocity, and the conservation of the volume is explicitly
guaranteed [62, 84, 39, 88].
Despite this good property of conservation, VOF suffers from a serious problem: insufficient

information to represent the interface. As presented in Fig. 1.5, valuable information to capture the
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interface only exists in a narrow band of width about 2 or 3 times the grid size, and therefore the
location of the interface is diffuse, making it difficult to accurately calculate the geometry quantities
of the interface (normal vector, curvature). Numerical diffusion in the transport scheme could cause
non-physical smearing of the interface. Thus, parasitic current phenomena occur when problems
of high-density jump are studied (for example water-air interface), making the numerical scheme
inaccurate. More importantly, mesh refinement can not significantly decrease the impact of these
phenomena. In addition, for three-dimensional problems, this algorithm becomes complex and
time-consuming, because it is necessary to perform a reconstruction of the interface from the volume

fraction field.

Level Set method The Level Set method is based on a scalar field of distance to the interface. Being
the points x € R4, the value of the Level Set function [79] ¢ (x,t) is, at each instant of time ¢ > 0,
the minimum distance of the point from the interface I, with a sign depending on which side it is
contained as shown in Fig. 1.6. This function (signed distance function [31]) ¢ (x,7) can be seen as
an infinite set of contour lines each of them at a fixed distance from the interface. The interface I'(¢)
that is defined at the instant ¢ > 0 by the points x € R? where a function (x,#) — ¢(x,) vanishes,
ie. T(t) ={x€ 2| ¢(x,t) = 0}. This is one possible option to describe a Level Set function. It is
however the simplest and has the advantage to allow the point x to know how far is the interface. The
domain where the fluid i = 1,2 lies will be noted Z;(t) = {x € 2| (—1)'¢(x,t) < 0}. Any quantity
Z becomes
t>0,x€ %) Z (x,1) = Z(x,1)

The so formulated Level Set has some distinct advantages. The first is that the interface is exactly
known at each time step, no reconstruction is needed. The interface geometry can be directly obtained

from the values of ¢, the normal vector

Vo
X —y, n=——, fory e I'(¢), (1.1)
Vo
and the interface curvature
Vo
XYy, KZV-(), fory e I'(z). (1.2)
Vo

The second advantage is its hyper regularity property [V¢ (x)| =1 Vx & 2. Being a signed distance
function, no discontinuity appears on the interface, with the obvious advantages of enhanced accuracy,
stability and diffusion in the numerical schemes.

Compared with Lagrangian approaches and the VOF method, the Level Set method avoids the
problem of mesh or maker rearrangement and the reconstruction of interface. Numerical diffusion
in the scheme of interface transport is significantly reduced, providing an accurate estimation of the
interface location and geometries. Considering the good properties presented by the Level Set method,

we selected this method to implicitly represent the interface.
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‘:y 72 \ '.
x 9=-d  ¢=+d

Fig. 1.6 Representation of Level Set method. Blue dash line: interface; black dash lines: isocontours
of ¢ ==+d.

1.2.4 Simulation of low Mach two-phase flows

Flows of interest contain one liquid phase and one gas phase separated by an interface. As the Mach
number (ratio between the material velocity and the sound velocity of the medium) in a liquid is
generally small, there are generally two different approaches for liquid modeling: pressure-based
approach [30, 63, 96-98] and density-based approach [29, 45, 46, 67].

Pressure-based approaches are the most natural approach to simulate low Mach or incompressible
flows. However, these methods require solving Poisson’s equation [42]. In other words, a linear system
needs to be resolved even without impliciting the system which will cost too many computational
resources. Compared with the pressure-based methods, the density-based methods do not require
solving Poisson’s equation which is a better choice for high speed or high Mach flows. Classical
density-based methods used in the low Mach regime face a known issue: when the flow is slow
compared to sound speed, common Godunov type compressible solvers lose accuracy due to excessive
numerical dissipation [25]. Common Godunov type Riemann solver can not capture the features of
low Mach flows, we call this feature as low Mach capturing. In this work, we decide to implement the
density-based methods with low Mach capturing.

With the low Mach capturing feature and interface description method (sharp or diffuse), the
density-based approaches in the literature could be mainly divided into three categories: diffuse
interface with low Mach capturing [16, 33, 81, 82], diffuse interface without low Mach capturing [51,
4, 93, 92] and sharp interface without low Mach capturing [27, 29, 67, 91]. Unfortunately, there
are very few studies concern a sharp interface with low Mach capturing issues. However, the sharp
interface approach with low Mach capturing can better describe the compressible effects, better
capture low Mach feature, more importantly, there is no artificial mixture across the interface.

According to all these analyses in the literature, in the present work, based on the density-based
"Lagrange-projection” type scheme [15] for single fluid flows, we will develop a sharp interface
approach with low Mach capturing for two-phase low Mach flows with phase change and surface

tension effects at the interface. To achieve such a goal, each phase will be treated as a pure phase
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without mixture and described by the density-based "Lagrange-projection” type solver with low Mach
capturing feature. The interface will be captured by the Level Set method and the Level Set function
should be updated with a high-order numerical scheme to get a precise description of the interface.
Since the interface is considered sharp, based on the Level Set method, each cell is completely treated
as a cell of fluid 1 or of fluid 2 to avoid the small cut-cell problem. The phase interface is shifted to the
grid cell boundary of the nearest neighboring grid cell. This is the most efficient way to reconstruct
the interface. To take into account phase change and surface tension effects at the interface, with pure
states beside the interface, an approximate Riemann solver account for jumps conditions (related to
phase change and surface tension) is developed. Across the interface, the density ratio could be very
important, which will impose difficulties on the interface coupling. Special treatments and analysis

are necessary to recover the good property of convergence.

1.3 Outline of the thesis

Chapter 2 is dedicated to the physical model of the fluid solver which contains the description of the
equations and associated hypothesis, in particular the physical effects which are considered in the
computation, such as the gravity, viscosity, heat transfer, surface tension and phase change.

Chapter 3 describes the principle of operator splitting and high-order methods. With the acoustic-
transport splitting, the global model given in Chapter 2 is decomposed into three subsystems: acoustic,
transport and diffusion.

In Chapter 4, different schemes for interface description issues are presented. For the Level Set
advection problem, we first propose the coupled time-space approach called One-Step scheme [23]
and compare its performance with classical schemes. As for the Level Set redistancing problem, we
evaluate the performance of two different approaches: PDE based and Hopf-Lax based methods. As
for the interface curvature approximation, we assess the performance of the classical Level Set method
and the Height function method. By evaluating the performance of the numerical scheme on related
issues with well-known test cases, we determinate the adopted schemes for the interface description.

Chapter 5 gives the approximation of the global system except the Level Set advection equation.
As for the phase change model, to take the interface temperature as a boundary condition, in the
literature [88, 98], an implicit method is always applied for the stability issue. To avoid this implicit
procedure, in this chapter we propose an explicit method to approximate the velocity jump. In
the present work, we are interested in low Mach flows. For a low Mach regime simulated by a
compressible solver, excessive numerical diffusion is involved, the conventional compressible solvers
lose accuracy. To get a precise prediction, the low Mach correction is necessary. As the interface is
sharp, without a smooth region at the interface, such discontinuity existing at the interface presents
a huge challenge for the design of a numerical scheme. The well-known low Mach fix in literature
could lead to significant truncation error, especially for two-phase flows with large density and sound
speed ratios. To recover a good asymptotic-preserving property, in Chapter 6, we propose a new low

Mach correction with rigorous asymptotic analysis.



1.3 Outline of the thesis

Chapter 7 is devoted to the validation of the present numerical model.






Chapter 2

Global Model

This chapter is devoted to present the physical model that has been used to describe two-phase flows
including effects of viscosity, surface tension, external forces, heat transfer and phase change. We
give general governing equations to predict the fluid behavior in each phase. The jump condition at
the interface is finally presented to give the coupling conditions between different phases.

2.1 Governing equations

We suppose that both fluids are separated by a sharp interface I'(r) = {x € Z | ¢(x,t) = 0} at the
instant t > 0 and consider pure phase (without mixture) on each side of the interface. The evolution
of each phase could be described by a compressible model. We shall suppose that each fluid i = 1,2

verifies the compressible Navier-Stokes equations in Z;(¢) that is to say:

ap+V-(pu)=0, (2.1a)
t>0, x€ %) o (pu)+V-(puu)+Vp=V-S+pf, (2.1b)
3 (PE)+V-((PE+pu)=V-(Sw)+pf-u+V-(#VT), (2.lc)

where p is the fluid density, p is the the fluid pressure, %" is the thermal conductivity, T is the

fluid temperature, S = p[Va+ (Vu)?] — 3 uV -ul is the viscous stress tensor following the Stokes
hypothesis, u is the viscosity, and I is the identity tensor of size d. The vectorial function f contains
the volume forces, like the gravity g. In absence other volume forces, f equals to g. E denotes the
total energy per unit of mass which is related to the specific internal energy e via E = e+ l]u[z.

This system is closed by adding an equation of state (EOS). We consider two compressible fluids
i = 1,2 are both equipped with a Mie-Gruneisen Equation of State (EOS) of the form [89, 36]:

(p.e) = pi®(p,e) = (v — pe— "y, 2.2)
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and
p(vi—1)C,T =p+m”. (2.3)

The sound speed c; is then defined for the fluid i by

i = (9pF/p) + (2O /p?)(9pFS e = T

y being the heat capacity ratio (¥ = C,;/C,,;), where C,, and C, are the heat capacities at constant
pressure and volume respectively, £ is a constant pressure, representing the molecular attraction
between fluid molecules. We want to underline that other EOS such as barotropic EOS (see details in
Appendix. A) could be also employed to close the system.

In multiphase flows, the interface is transported by the fluid velocity field u. The Level Set
¢ function is then passively advected by the local velocity field, it is therefore the solution of the

transport which follows the linear hyperbolic advection equation [79]:
¢ +ur-Ve =0, Vxe D,t>0 (2.4)

where ur is the velocity of the interface.

2.2 Interface jump conditions

The jump conditions at the interface are obtained from conservation principles and are provided by
the terms appearing in the surface integrals. As presented in the precedent section, the interface I is

considered with zero-thickness and treated as a contact discontinuity.

2.2.1 Jump condition on mass

The mass conservation can be expressed as:

[p (u—ur)-n]r =0, (2.5)

[Z]r= )1(1_}11} % — )1(1_>n} % foryeI(t), t >0 is the jump operator across the interface in the normal

XED xXeD,
direction n. With the phenomenon of phase change, by introducing the interface mass flux sz, the

mass conservation can be rewritten as:
ol
[[ll'n]]r :m[[*]]r. (26)
P
Without phase change, the conservation equation can be expressed as:

[u-n]r =0, 2.7)
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the continuity of the normal velocity at the interface is ensured.

2.2.2 Jump condition on stress
According to the equation of momentum, the jump condition on pressure [98] can be expressed as:

duy 1
[Pl = o +20u 5 e = [T, 28)

duy . o : s
where — is the normal derivative of the normal velocity component. For flows at equilibrium, (2.8)

n
verifies the Laplace’s law:
[plr = ox.

2.2.3 Jump condition on energy

While phase change occurs at the interface, a jump could be observed on the thermal gradient
as presented in [55]. By assuming that the temperature at the interface equals to the saturation

temperature (Tt = Ty, ), we can get:
[ VT]r n=mLyea, (2.9)

where Ly, is the latent heat of vaporization, Tt and Ty, are the temperature at the interface and the

saturation temperature respectively.

2.3 Global model

In this chapter, we determined the global model which consists of the combination of compressible
Navier-Stokes equations (2.1) and the Level Set advection equation (2.4) for x € Z;(t), t > 0:

ap+V-(pu)=0, (2.10a)
J(pu)+V-(puu)+Vp=V-S+pf, (2.10b)
0 (PE)+V-((pE+pu)=V-(Su)+pf-u+V-(HVT), (2.10c)
96 +ur- Ve =0, (2.10d)

the EOS to close the system (2.10) as well as jump conditions across the interface I'(¢) to couple
sub-domains Z;(t) and 2,(t). The following chapters will be devoted to numerically resolve this

system with a satisfactory prediction.






Chapter 3
Operator splitting

To resolve any complicated problem, an efficient way could be decomposing it into simpler parts with
specific characteristics. According to related characteristics, each part could be resolved separately
with the most adapted methods. By combining separate solutions, this complicated problem is solved
with a satisfactory result. This technique is called operator splitting which could optimize and simplify
the global resolution. Based on different motivations, such as directional splitting, split linear from
nonlinear, and split terms related to different physical phenomena, splitting technique can be extended
to an arbitrary number of steps [70].

We present in the following sections the basic idea of the splitting technique. This basic idea
is then extended by Strang [94] to recover high-order accuracy. To decompose the global system,
we first introduce two splitting techniques for the Euler system: Lagrangian-Projection method and
acoustic-transport splitting. We split the global system into three subsystems: acoustic with source

terms, transport and diffusion.

3.1 Basicidea

The idea of operator splitting could be traced to the 1870s and introduced by Lie and Engel [66]. For
any linear ordinary differential equation (ODE) [34, 44]:

du

— 4+ (A+A)U=0 3.1
Vt>0, X€E dt+( 1+ 42) ’ (3-12)

U(x,t =0) = Up(x). (3.1b)

where Uy is the initial function, A; and A, are two matrices. The solution of this time-depend problem

can be expressed as:
U(x,1) = e M8y (x). (3.2)
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k
With the relation klim (e*A‘ %e*Aﬁ) = ¢~ (MitA2)t by defining 1" = nAr , n € N, the approximate
—too

update from " to t"+! with Lie’s splitting can be given as:

U(x, ") = e Ml g=haigy(x 1), (3.3)

or
U(x,/"17) = e M8y (x,1"), (3.4a)
U(x, ") = e 228y (x, 1), (3.4b)

3.1.1 High-order splitting

The Taylor series on the solution of the ODE problem (3.2) is that:

1
Ahmoeml+A2>U(x,z"):U(x,tﬂ) 11+Ar(A1+A2)+5Az2(A1+A2)2+0(Az3) : (3.5)
f— .

(3.5) shows that (3.3) is the splitting of first-order accuracy. To recover higher-order accuracy, Strang
[94] introduced a splitting called "Strang splitting" . From ¢” to t"*!, the second-order Strang splitting

can be given as:

neENY, XE€D  UX ") = U(x, 1) (e 2420 At gy hadry (3.6)
or

neENT,XED  Ux,") = Ulx, 1) (e 2218 g2 g3 4141 (3.7)

(3.6) and (3.7) provide second-order accuracy, while this version of Strang splitting involves the half

1
time step —A¢. To avoid the half time step, a sequential symmetrically weighted splitting is developed
which is a combination of two Lie splittings in different ordering [20]. For each two time-steps from

t" to t"*2, its algorithm reads:

neNt, xe g, U M?) =U(x, ") (e M8 e bl (pmhalt p=idry (3.8)

m oy ntl Al 2

Every two time steps, (3.8) recovers second-order accuracy.

Higher-order accuracy splitting methods are theoretically available and have been introduced in
many work [6, 52, 105]. However, they are difficult to implement, moreover, third or higher-order
schemes involve sub-steps going backward in time which could be a source of solution instability,
usually due to intermediate boundary conditions. Second-order splitting is still the most implemented
method.
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3.2 Euler system splitting

Before involving the full global system, we concentrate first on the Euler system in each pure phase:

ap+V-(pu)=0, (3.92)
>0, x€ ) d(pu)+V-(puxu)+Vp=0, (3.9b)
J,(PE)+V - (u(pE+p)) =0. (3.9¢)

As presented in Section 1.2.1, Lagrangian approaches have their own advantages such as explicit
tracking of the interface, while the Eulerian approaches could avoid the problem of mesh degeneration
or grid reconnection. To treat the Euler system in Eulerian grid and give consideration to the advantages
of Lagrangian approaches (such as without mixture and explicit treatment of jump condition), two

different splitting methods are presented to solve the Euler system in Eulerian grid.

3.2.1 Lagrange-Projection method

The Lagrange-Projection method could be divided into two steps: a Lagrangian evolution step
followed by a projection step. We start from the Eulerian coordinate on which the physical quantities
are known at t = 0. We carry out the Lagrangian step which describes the evolution of physical
quantities in a Lagrangian formalism. The second step is then carried out which is the projection.
This step consists in projecting the physical quantities after the Lagrangian update onto the initial

Eulerian grid.

Lagrangian step

In the Lagrangian step, the evolution of the physical system considered is described by a set of
equations which translates the evolution of physical quantities by adding evolution of the geometry
of the system. Denoting by u = u(x,¢) the fluid velocity of position x at ¢ > 0, we consider the

differential system:
dx

for t>0 —
or T

=u(x,?). (3.10)

By defining & € R as the Lagrangian coordinate, we denote by t — x(&,¢) and the initial condition
of (3.10) reads:
x(0)=§&. (3.11)

(§,t) are the Lagrangian coordinates associated with the velocity u(x,?) and (3.11) means that the
the initial Lagrangian coordinate & coincides with Eulerian coordinate x. To follow the material, the

Lagrangian grid undergoes a transformation:

Jx

%(g,z). (3.12)

J(gvt):
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We obtain, at the end of this step, a deformed coordinate £*. (3.9) can be set into the Lagrangian

formulation [35]:

9 (pJ) =0, (3.13a)
t>0, EcR? 9 (pul)+Vep =0, (3.13b)
9 (pEJ)+ Ve - (pu) =0. (3.13c)

with Vg = JV.

Projection step

By defining Q‘f C 2% and Qi C 9* as arbitrary volumes in Eulerian and Lagrangian space, the
projection step for any quantity .2 could be written as:

1
QF,.E:/EXL daf = — Y zHaFnol, (3.14)
' Q5| vk, QENOk£e

where 2% and Z°F are the quantity 2 after the Lagrangian and projection update.

For example, as depicted in Fig. 3.1, at time " = nAt, the Lagrangian coordinates &" et Eulerian
coordinates x coincide. In the Lagrangian zone, the Eulerian coordinates are transport by the material
velocity and deformed to x"*!*. Then with a projection step, we project Lagrangian quantities onto
the Eulerian grid. The projection to a cell j could be expressed:

7L |QFNQL, ||+ 2F
ZF =" f*QE / (3.15)
||
¥ e ¥
N /
At
\\‘I I'II
Xj_1/2 j Xjt1/2 j+1 Xj13/2
é;ffl/z €;+1/2 §?+3/2

L

Fig. 3.1 Grids evolution of Lagrangian-Projection method. green area: Qf N Q?, blue area: Qf NQj. .

We can observe that: the mixture of physical quantities in different volumes € is only associated
with the projection step. This splitting method leaves the mixture into the projection procedure.
Compared to direct Eulerian methods (One-Step Eulerian, such as the Roe scheme [86]), the use of
the Lagrangian phase allows more precise treatment of interface problems and facilitates interface
coupling.
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3.2.2 Acoustic-transport splitting

To have similar functionality as the Lagrange-Projection and avoid the possible complex geometry
problem in the projection step, here we introduce the acoustic-transport splitting as given in [15]. The
goal is to identify an acoustic and a transport operator to do the splitting.

We change variables of the Euler system (3.9) from conservative variables to primitive variables
(p,u,p). Then one can show that the Euler system is equivalent to the following system, easier to

manipulate:

op+m-V)p+pV-u=0, (3.16a)

1
t>0,x€ 9(t) ou+ (u-Viu+ EVp =0, (3.16b)
ohp+u-V)p+pc?V-u=0, (3.16¢)

where c is the speed of sound in the fluid. We here consider a two dimensional problem u = (u,v),
and an extension to three dimensions is straightforward. A more compact form can be written:
AW + A (W,n') VW = 0 where

P u-n'  pnj|  pm 0
Wl " CAW) = 0 u-n 0 n|/p

% 0 0 u-n' [n)|/p

p 0 pctn)| pcPny| u-n

where 1’ is a unit vector and n) and n) are its two components with |n}|> + |n}|? = 1. The matrix A is
diagonalizable in R and the eigenvalues are: u-n’ —c,u-n’,u-n’+ ¢ [35]. The acoustic splitting of the
Euler system consists in noticing that we can decompose A into two operators, A = Aacoustic + Aransport
with Agcousic = diag (—¢,0,¢) and Aansport = (u -1’ 3. As A = Agcoustic + Asransport, the Euler system

can be rewritten in the following non-conservative form:
8[W + Aacousticvw + AtransportVVV =0.

For the Euler equations, we can get two subsystems by the splitting technique, the acoustic subsystem
is given by:

ap+pV-u=0, (3.17a)
1
t>0,x€ (1) du+ EVp =0, (3.17b)

hp+pc*V-u=0. (3.17¢)
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By the same way, the transport subsystem is given by:

ap+(u-V)p =0, (3.18a)
t>0,x€ %) du+ (u-Viu=0, (3.18b)
dp+(u-V)p=0. (3.18¢)

1
For the acoustic subsystem, we make a change of variable (p,u, p) to (t,u,E), with = —. We

obtain the hyperbolic system:

T—17V-u=0, (3.19a)
t>0,x€ %) du+1tVp =0, (3.19b)
OE+1V-(pu)=0. (3.19¢)

Similar to the Lagrange-Projection, (3.19) involves only the acoustic phenomenon, and the mixture
effects are splitted into the transport step. Moreover, the eigenvalues of the acoustic and transport
operators are associated with the sound speed ¢ and fluid material velocity u respectively. The
acoustic-transport splitting provides an efficient way to construct a semi-implicit scheme for flows in

the low Mach regime where the material velocity is much slower than the sound speed.

3.3 Decomposition of the global system

According to different phenomena presented in the global system (2.10), one possible approach is to
split the acoustic, advection, external force, diffusion effects during a short time-interval [99], so the

global system can be divided into the acoustic subsystem:

ap+pV-u=0, (3.20a)
J;(pu)+puV-u+Vp=0, (3.20b)

t>0,x€e %)
0,(pE)+pEV-u+V-(pu)=0, (3.20c)
;¢ =0, (3.20d)

the transport subsystem:

ap—+u-Vp=0, (3.21a)
d;(pu) + (u-V)pu=0, 3.21b
t>0,x€ %) (pu)+(u-V)p ( )
o(pE)+u-V(pE)=0, (3.21¢)

3¢ +ur-Ve =0, (3.21d)
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the diffusion subsystem:

ap =0, (3.22a)
(>0, x€ Ti) d;(pu)=V-S, (3.22b)
O (PE)=V-(Su)+V-(HVT), (3.22¢)
¢ =0, (3.22d)
and the external force subsystem:
ap =0, (3.23a)
t>0, x€ () % (pw) =pf. (3:230)
o, (pE)=pf u, (3.23¢)
a,¢ =0. (3.234d)

When we want to study a dynamic phenomenon near equilibrium, we need special treatment of
the source term. Indeed, the problem of the proposed splitting is that a continuous equilibrium is not
the solution of the scheme. Then the background state that should be at equilibrium is not preserved.
A way to overcome this issue is to use a well-balanced scheme. A well-balanced scheme aims at
preserving discrete versions of some continuous equilibrium states. It means that the scheme has its
own version of equilibrium and it is able to preserve it around machine precision. We follow the work
of Chalons et al. [17] which derived a well-balanced scheme for the Saint-Venant equations and add
well-chosen terms in the scheme to exactly compensate pressure gradients at equilibrium.

We saw that the scheme we are using is obtained by a splitting involving the acoustic, transport,
diffusion and the external force subsystems. To obtain an equilibrium, we need the pressure to balance

the external source term. It is then natural to put the external source term in the acoustic subsystem:

ap+pV-u=0, (3.242)

t>0,x€ Zt) d(pu) +puV-u+tVp=—pv¥, (3.24b)
9 (PE)+pEV-u+V-(pu) = —pu-V¥, (3.24¢)

9¢ =0, (3.24d)

where W is the gravitational potential, f = —VW. For hydrostatic balance, the flow is at rest and the

external force is balanced by the pressure. This hydrostatic balance can be expressed as:
Vp=—-pV¥, u=0. (3.25)

With the techniques of splitting, the compressible Navier-Stokes equations are decoupled to three
subsystems: the acoustic subsystem (3.24), the transport subsystem (3.21) and the viscous subsystem



22 Operator splitting

(3.22). In the next subsection, we will discretize these subsystems and gives a numerical resolution
for the fluid system.

Given a fluid state (p,pu,pE, q));’ in a cell j, the splitting algorithm decomposes the global
system (2.10) as follows:

1. Update the fluid state (p,pu,pE, )" to the value (p,pu,pE,(;));f"r by approximating the

solution of the acoustic subsystem (3.24).

2. Update the fluid state (p, pu,pE, qb)’fr to the value (p, pu,pE, ¢);§+1_ by approximating the

solution of the transport subsystem (3.21).

3. Update the fluid state (p, pu,pE, ¢));+1_ to the value (p, pu,pE, q));f“ by approximating the
solution of the viscous subsystem (3.22).

We want to mention that, by omitting the external force and the Level Set advection, the acoustic
and transport subsystems recover a conservative Euler system. To guarantee a conservative update
for the conservative variables (p,pu, pE), the acoustic subsystem is discretized with fluid states
at ", while the transport subsystem is discretized with the fluid state at #**, that is the first-order
Lie’s splitting. High-order Strang type splitting is not implemented to the acoustic-transport splitting.
The reason for this choice will be justified later. To avoid long-chain splitting and large stencil, the

diffusion subsystem is discretized with fluid states at ¢".



Chapter 4

Interface description

In the precedent chapter, we defined the global model for two-phase flows and split it into three
subsystems. As the interface description is an essential issue for two-phase flows, a precise numerical
resolution is indispensable. To have a precise description of the evolution of the interface, we here
apply high-order schemes for Level Set advection. This section follows by implementing different
numerical methods to describe the temporal evolution of the Level Set function and comparing their
performances in terms of both accuracy and efficiency. During Level Set advection, different contour
lines are advected variously. The distance property of the Level Set function is not guaranteed which
leads to the inaccuracy problem to curvature estimation, a procedure called "redistancing" is necessary
to preserve the distance property. In this chapter, we will focus on numerical schemes for the Level

Set advection and redistancing problem.

4.1 Numerical resolution of Level Set advection

We consider a two-dimensional advection problem, and extension to 3D will be straightforward. The

linear hyperbolic advection equation’s discrete form in two dimensions looks like:
fort >0, 0,9 +ud.+vep, =0. 4.1)

u and v are two components of the velocity in the direction of x and y respectively. The numerical
methods for the advection equation can be divided into two families: coupled time-space approach
and separate time-space approach. In this work, the retained schemes for the first family will
be OS (One-Step) type schemes with different constraints [23]. The separate WENO (Weighted
Essentially Non-Oscillatory) [54] or HOUC (High-order Upstream Central Scheme) [77] type spatial
discretization and Runge-Kutta type time discretization will be employed for the second family.
Numerical resolution of this equation will be given by both the separate time-space approaches and

the coupled time-space approach.
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4.1.1 Separate time-space approach

The separate time-space approach is usually based on multi-stage time integration. The most recent
popular time-space methods use a Runge-Kutta type time discretization. In each stage of time
integration, a high-order spatial discretization is applied. Considering the computational accuracy
and efficiency, usually we apply a scheme equipped with a 5 or 7' order spatial discretization and a

3"_order Runge-Kutta time discretization.

WENO type scheme for spatial discretization

Considering the semi-discrete equation and leaving the temporal derivative latter, we now concentrate
on the discretization of spatial derivatives. With upwind schemes, for a grid point (x;,y;) at ¢", in the
x direction the first derivative of ¢ can be written as:

X T‘r') if i,j 07
(‘Px)i,j = ® )lj 1 i = 4.2)
((Px)i,j? if Ui j > 0.

(q)x);fj and (¢y); ; signify the forward and backward choices of the first derivative in the x-direction
facing positive and negative velocity u. The 5"-order of accuracy WENO scheme (WENOS) [54]
offers an approximation of the spatial derivative ((q)x);fj, (q)x);j) by combining three upwind de-
centered derivatives based on three different stencils of 3"?-order ENO (Essentially Non-Oscillatory)
scheme:

3
+k
(¢x),i] = Z c(9x): (4.3)
k=1
for the values of k = 1,2, 3, the derivatives are defined as

+,1
(007 =+341 — ¢4 + 545

+
+

+,2 1 _+ 5 &+ 1 _+
<¢x)i,j =—%492 T 593 T 341>
+,3 1 _+ 5 &+ 1 _+
(90)ij =439 + 5491 — 595>
with
q+ _ Piaik = Piavk
k Axo (4.4)
— _ Pirak— i3k
qr = Ax .

Based on the expression of o™, the coefficients @y give a convex combination of three different
stencils of ENO scheme (@ + @, + @3 = 1) that gives a (2r — 1) order of accuracy (r is the order of
the ENO scheme)

o =0 /) o (4.5)



4.1 Numerical resolution of Level Set advection 25

where o can be expressed as:

af =L 1 2
1 710 \evist )
2
+_ 6 1
& 10 <s+15§> ’ (4.6)
1

of =3 (-
3 710 \ e+ISy )

where € ensures the denominator to be different from zero and the IS are indicators of regularity can

be given as:
IS = 154y =245 +45)*+3(ay —445 +3q3 )%,
ISy = 545 =245 +43)* +3(a5 —a3)’ @7
ISy = 1395 =245 +45)* + 3 (345 — 445 +45)*.

HOUC type scheme for spatial discretization

The high-order upstream central scheme for Level Set advection was proposed by Nourgaliev and
Theofanous [77]. The spatial discretization is based on Taylor series expansion and can be constructed
up to 11”*-order of accuracy. This scheme is efficient and easy to implement.

The spatial discretization of HOUC is upwind, thus (¢,); ; can be expressed by (qu);’j and (¢); ;
for u positive and u negative respectively as in (4.2).

5'"_order of accuracy spatial discretization can be given as follows:

1
(0);; = % [F20i53,; £ 15¢i2,; F 600;1,; +20¢; ; + 30011 ; F 3012 ] (4.8)

7" -order of accuracy spatial discretization can be expressed by:

1
(00)i = 100 T304 T 280153, £ 1260152, F 420051, + 1050 “49)

E£252¢i+1,; FA42¢i40,; 4¢ii'37j]'

The discretization of ¢, in x-direction for separate time-space approaches has been given in the
precedent section. With the same principle, we can derive spatial discretization in other directions.

Temporal discretization

To complete the design of separate time-space approaches, we need to discretize the temporal
derivative. In terms of accuracy and efficiency, here, we employ a 3"-order Runge-Kutta scheme
from Gottlieb and Shu [37]. If the spatial discretization of the advection term in (2.4) can be written

as

¢ = 7 (9) (4.10)



26 Interface description

According to the work of Gottlieb and Shu [37] and knowing the solution at time ndz, the solution
with 3"-order temporal discretization at (4 1)8¢ can be estimated as:

o' ="+ g (9"),
o = 10"+ 3 (92 + A1 7 (7).

4.1.2 Coupled time and space approach

To present the coupled time-space approach, here we apply a Strang directional splitting to the

equation and consider the one-dimensional problem:
0,0 +udp =0, (4.12)
the Cauchy-Kowalewski procedure [24] applied to (4.12) that reads:
ok =(—uwtdfe, 0<k<n (4.13)
Supposing u is positive, for a point at (x;,#"), Taylor series analysis of ¢ lead to:

o — 01 h (CAD©

L9k + 0(ar"),

(ax(]))i =
Ax ,;2 !
et e SAR N
Ko =1 —kg,z o9+ o) (4.14)

n+1 n N k—1

. — (: — l'AX

Oy YR 5k s oart,
k=2 '

where v; is the CFL number v; = u;Ar /Ax and the discretization is upwind. Then by combining the

two sub-equations in (4.14), we can get

o/t —gr ¢ -9 & (L—vEh (A
0: ;i +u; (0 ¢); = ~uf —uy L 8x

+0(AxM) + o(A™).

We can get the explicit second-order scheme for a positive u;:

R
O = 08 V(0! = Gi) (0l 200+ 9L) + O(AR) + O(AR).  (416)

(4.16) can be given by an explicit Lax-Wendroff form:

O/ = o —Vi(FLY) = F™ ) 4.17)
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The second-order "flux" of Lax-Wendroff type can be given by:

I I—(1=vi), ., .
ETZE(W‘*‘@%)—%(‘PM—‘Pi), @1s)

1 L= (1=v), ., . '
F = oot - U g g,

Here Fi; and F;_ could be estimated as flux at the right and left of the the grid point x;. As the Level
Set advection equation is not in a conservative form, the flux is not conservative at "face" F;, # F;1|_.

The modified scheme reads:

2
30 + ud0 :u%(vz— 1936 + O(A®) + 0(A). 4.19)

The explicit third-order upwind scheme with a numerical flux can be given by:

1, ., 1-(1-v) o VA1 ;
Fy =5 (0! +041) — ——5—(841 — 9F') + ~—— (/41 =29 + ¢/1),
% 1 (12 ) 26 1 (420)
n n — —Vi n n Vi — n n n
F = 5(‘1’;’ +¢i—1)_fl(¢i =)+ l6 (07 =201 +9;°5).
The flux can be written by the following form:
1 (o1 | — oM
Fa = S0+ 681) — (1 - @, (1 - vi) L5
0 n 4.21)
3 _ 1 n n 3 (q)t _(Pi—l)
F = 5(‘151' +o) - (1-d;_(1 —Vi))f,
and
1+v;
q’?Jr:l— l(l_ri+1/2)7
L +v 4.22)
‘D?—:l— 1(1—”1'—1/2)7

where r is the gradient ratio and r,, /, is defined as r; 1 » = (¢ — ¢/ ) /(¢/".; — ¢]"). Following such
successive corrections of the higher-order error terms, one can construct schemes of arbitrarily high

N"-order of accuracy, whose numerical flux can be written in the generic form:

1 no_ gn
R = Lo o — (- o (v R0

1 (07— ¢ ) (4.23)
FY =200 +61) = (1= @ (1 =)=,
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where CDf-\jr is a function which gives N""-order of accuracy and it is also not continuous at the cell

face. The modified scheme of third-order accuracy can be given by:

(I=v)(14v)(v-2)
4!

00 +udid =u AP 9Y 9 +0(AxY).

To obtain a fourth-order scheme, ®* can be given by:

l+vivi—2

ol =@} + CR— (1=2ri112+rig1j2rio1)2)s
1+viv,—2

P! =D} 3 l l4 (1 =2ri_1p+rici)2riozg)-

With the same idea, & at fifth-order of accuracy can be given by:

I1+vivi—2v;—3 1
3 4 5 r,-+3/2
1+vivi—2v;—3 1

3 4 5 (Fm/z =34 3112 —ric1)2tio3/2)-

o}, =&} — =34 3112 = Fig1)27i-1/2)5

o} =P —

® at sixth-order of accuracy:

I1+V;vi=2Vv;=3v;+2

3 4 5 6

1 4
. — +6—4ri+1/2+I’i+1/2ri71/2)7
Tiv3/2lits/2 - Tit3)2

I+Vvivi=2Vv;—=3Vv;+2

3 4 5 6

1 4
: - +6—4ri_1p+ris1Tim3)2)-
Fiv12¥ig3/2  Fit1)2

5
DY =7, +

D =7 +

& at seventh-order of accuracy:

14+vivi—2v;—3v;+2Vv;+3

3 4 5 6 7

1 5

' - +10—10r; + 57 1/2Ti1/2 — Fix1/2tio1/2Fi—3/2),
Tiv3jtivs  Yit3)2 i+1/2 i+1/2%i-1/ i+1/2%i-1/2"i-3/ )

14 Vivi—2Vvi—=3Vi+2V;+3
i— i— 3 4 5 6 7

1 5
. — +10— 107}_1/2 +5ri_1/2ri_3/2 — ri—l/Zri—3/27i_5/2)-
Fiv1/27i43/2 Tit1/2

(4.24)

(4.25)

(4.26)

4.27)

(4.28)

with the principle of Taylor series analysis, the One-Step scheme can be developed up to eleventh-order

accuracy [23]. The case u < 0 can however be treated by symmetry relative to each cell interface.
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Extension to multidimensional problem

To present the principle of the Strang directional splitting, we give an illustration in 2D. For a

two-dimensional problem, the Level Set advection can be given by:
P +ud+voyp =0. (4.29)

For each two time steps (t" to t"72), according the principle given in Section 3.1.1, the Strang

directional splitting strategy can be expressed as:

b= 00— Vin(Fiy (9") — Fie i (97)),

ot =0l = viy(Gin (9") = Gij(9)),
¢n+1+ ¢n+1 n+1( Gijr (9" =G (¢"1),
¢n+2 _ ¢n+1+ n+1(F+j(¢n+1+) Fj(9m1h)),

(4.30)

where F' and G are the flux in different directions given by the OS type schemes. In such a way, the
second-order accuracy of directional coupling is recovered every two time-steps if ' and G does not

comute.

4.2 Numerical validation of Level Set advection

In order to validate the interface description method, a significant amount of simulation cases have
been devised over the years of development. Not only can these simulations quantify the performance
of the methods, but also help to put the numerical schemes into practice. Simulation cases called

n*", "circle translation", "Zalesak disk" [106] and "Severe interface deformation" are the most
often encountered in the literature, so logically these cases should be implemented to validate our

4 is not

approach. The "sin*" is devoted to test the implementation of numerical schemes even sin
a signed distance function. With this test case, we can study the convergence with a smooth initial
function. The circle translation problem are applied for testing the simple function advection with
a periodic boundary condition. The test cases "Zalesak disk" and "Severe interface deformation"
are calibrated for particular problems, the generation of the ligament in the case of "Severe interface
deformation" and the contact angle transport in the case of Zalesak disk. Numerical results obtained
from the OS family are compared to those from more classical schemes: HOUC-RK and WENO-RK.

To evaluate the performance of these numerical schemes, we use two mean errors: global L;
error computed on the entire domain and local L error computed in a narrow band of width 3Ax
(three times of stencil size) around the interface. This narrow band is of higher interest, as it largely
influences the interface precision and the computation of geometric quantities which are important
for the hydrodynamic solver. Computations are performed on a personal computer with a 2.80 GHz
Intel(R) i7-7600U CPU and use double floating-point values (64 bits) without multi-core parallelism.
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CPU time ., is measured based on an average of at least 100 simulations. Presented methods are

implemented in C++.

4.2.1 Test case: sin*(7x)

This test case is a one-dimensional advection of the function sin*(7x) with a periodic boundary
condition in the domain of [—1,1], as presented in Fig. 4.1. This problem can help us to test
the implementation of numerical schemes, as the derivatives of the function sin*(7x) are always
continuous, and the order of accuracy should reach the theoretical value.

The velocity of advection u equals to 1, the initial scalar function ¢ is defined as:
¢ (x,r = 0) = sin*(7x). (4.31)

For all numerical schemes, the CFL number equals to 0.5. The numerical results of the separate and

coupled time-space approaches are presented in Table 4.1 and Table 4.2 respectively. The global error
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<
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Fig. 4.1 Function sin*(7x).

L; is measured at t = 1 since the period of this function equals to 1.

WENOS5-RK3 HOUCS5-RK3 HOUC7-RK3
Mesh Lierror Ljorder | Ly error Ljorder | L error L; order
20 x 20 8.28e-2 - 4.58e-2 - 3.58e-2 -
40 x 40 1.10e-2 2.91 6.41e-3 2.84 5.33e-3 2.74
80 % 80 9.00e-4 3.61 7.14e-4 3.17 6.69¢-4 2.99
160 x 160 | 8.49¢-5 341 8.56e-5 3.06 8.41e-5 2.99
320 x 320 | 1.01e-5 3.07 1.05e-5 3.03 1.05e-5 3.00

Table 4.1 Level Set advection L; errors for test case #1 sin4(7tx) by using the separate time-space
approaches

Comparing the WENOS5-RK3 scheme and the HOUCS5-RK3 scheme, we can find that the HOUCS-
RK3 scheme gives a better result with the rough meshes. Since the errors of WENOS5-RK3 scheme is
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two times higher than those of HOUC-RK scheme, the WENOS5-RK3 scheme converges faster, its
numerical results are a little better than those given by the HOUCS5-RK3 scheme for the fine meshes.
The order of convergence for the separate time-space approaches is always limited to around 3. As u
equals to 1 and CFL = 0.5, At and Ax are of the same order of magnitude. The errors of the separate
time-space approaches are dominated by the temporal discretization of 3"-order of accuracy.

The schemes of OS families presented in Table 4.2 are much more precise than the separate

time-space approaches presented in Table 4.1.

0S5 0S7
Mesh Lierror L;order | L; error L; order
20 x 20 9.24e-3 - 2.91e-3

40 x 40 3.44e-4 4.75 2.87e-5 6.66
80 x 80 1.12e-5 4.94 2.39e-7 6.91
160 x 160 | 3.53e-7 4.99 1.89e-9 6.9
320x 320 | 1.11e-8 4.99 1.48e-11 7.00

Table 4.2 Level Set advection L; errors for test case #1 sin4(7rx) by using the coupled time-space
approaches

Comparing numerical results of One-Step family to those of the separate time-space approaches,

we can observe a significant improvement in terms of accuracy.

4.2.2 Test case: Circle advection

In order to study the convergence in two dimensions, here we set the initial function as ¢(x;) =

2

Y. (x; —0.5)2 — 0.2 whose zero-level is a circle of radius 0.2 centered at (0.5,0.5). This circle is
i=1

advected in a simple stationary field, non-aligned with Cartesian mesh:

4.32)

The computation domain is (x X y) € [0,1] x [0, 1] with a periodic boundary condition in each direction.
The CFL number is set to 0.5 and the errors are measured at t = 100 after 100 translations over the
diagonal of the domain. As presented in the left panel of Fig. 4.2, all numerical schemes converge,
but their order of accuracy of the global error is limited to around 1.6 even with a 7' order accurate
scheme. Although ¢ is a continuous distance function, its gradient is not always continuous.

Such discontinuities of V¢ which exist at the boundary and the circle center for the initial function
can lower numerical precision of high-order scheme. If we are interested in errors close to the
interface where there is no discontinuity, local convergence is much faster than the global errors. In
the right panel of Fig. 4.2, we can observe that for the coupled time-space approaches, they reach
and almost exceed the theoretical order of accuracy. But for separate time-space, they are limited to
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Fig. 4.2 Spatial Convergence of global (left) and local (right) L; errors for circle advection at # = 100.
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Fig. 4.3 Global (left) and local (right) L; errors versus computation time at # = 100 for circle advection
(each symbol is a different spatial resolution).

an order of accuracy around 3. Numerical errors of separate time-space approach are constrained by
O(At?) which is the order of accuracy of the Runge-Kutta scheme while errors of OS scheme are
constrained by O(Ax"). By reducing time-steps much lower than the criterion of stability condition
with RK schemes, we could recover the theoretical order of accuracy in time but at a significantly
larger computational cost. When considering the errors versus the computation time, the OS scheme
has the best performance. As presented in Fig. 4.3 where the error is plotted versus the CPU time,
curves of both OS5 and OS7 are always below other schemes (for same order of accuracy) which

signifies that OS schemes can give better accuracy for the same computational effort compared to

separate time-space approaches.
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Fig. 4.4 Zero-level contours of the advected circle for different numerical schemes with a mesh
32 x32.

As presented in Fig. 4.4, the advected zero-level contour of separate time-space approaches is
deformed and becomes an ellipse while the zero-level contour of coupled time-space approach remains

almost a circle as we paid attention of the operator symmetry in the Strang splitting procedure.

4.2.3 Test case: Zalesak disk

This test case consists in the rotation of a rigid body (a disk with a rectangular slot located inside
as the exact zero-level contour as presented in Fig. 4.5). This test presented by [106] is demanding
since it could reveal excessive numerical diffusion of schemes, as it presents some very strong local
gradients around the slot. The computational domain is a square [0, 100] x [0, 100]; the disk of radius

r = 15 is centered on the coordinates (50, 75), the slot is a rectangle [5, 25] located on the vertical
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diameter of the disk, on its lower part. The rotating velocity field is stationary and defined as

u=mn(50—y)/314,
v=m(x—50)/314.

(4.33)

Disk performs in this field one complete rotation in a dimensionless time t = 628, allowing the
superimposition of the numerical solution with its initial state and thus a direct comparison with a

subsequent error evaluation. The CFL number is set to 0.5.
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Fig. 4.5 Results of the Zalesak disk after one full rotation with a resolution of 50 x 50.

Fig. 4.5 shows the results of simulation after a full rotation of disk with different schemes with a
mesh of 50 x 50 that corresponds to 2.5 cells in the slot width. The dissipation effects of numerical
schemes are shown by the rounding angles of the slot corners. We compare the zero-level after a
full rotation with the initial contours. We can observe that the WENO5-RK3 method smears the slot
severely. For HOUC-RK and OS schemes, corners of the slot are significantly better resolved. When
we look at the bottom of the slot, both HOUC-RK and OS schemes have almost the same performance
(when comparing schemes at the same order of accuracy of spatial discretization). But when carefully
considering the top of the slot, we can observe that this area is slightly better resolved by OS schemes
(closer to initial solution).

To quantify the accuracy of these numerical schemes, we use global and local L; (narrow band of
3Ax) errors. Results are presented in Fig. 4.6. We can observe that both global and local errors of disk
advection decrease with mesh refinement but that rate of convergence of global errors also decreases
with mesh spacing. It could be explained by the complex geometry of the disk that exhibits sharp
corners that lower the accuracy of numerical schemes. For the same type of scheme, the 7/ order
scheme does not significantly improve solution compared to a 5 order scheme. When comparing

methods, we can observe that the WENOS5-RK3 scheme results are always less accurate than other
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Fig. 4.6 Global (left) and local (right) L; errors for the Zalesak disk rotation

schemes with the same order of accuracy. Both OS and HOUC-RK schemes have almost the same

accuracy considering global errors.

4.2.4 Test case: Severe interface deformation

Contrary to previous tests, the velocity field selected in this problem induces the deformation of the
initial Level Set condition. Starting from a circle shape, interface deforms itself in the generation
of a long ligament. This case is of high interest since ligament stretches itself indefinitely as time
advances: numerical simulation will face an under resolution situation. Numerical methods must be
accurate enough to maintain ligament even when its width approaches cell size, and by consequence
to maintain initial mass.

A circle of radius r = 0.15 is initially centered at point (0.5,0.75) inside a square domain [0, 1]*.

The stationary rotating velocity field is defined by the potential function:

P = %sinz(nx)sinz(ny), (4.34)

so that u, v components are defined by

u(x,y) = —2sin®(mx)sin(xy)cos(my),

v(x,y) = 2sin?(my)sin(mx)cos(mx).

The CFL number is set to 0.5.
Interface is largely deformed at time ¢t = 3 as presented in Fig. 4.7. The initial circle rolls itself
around a central point and transforms into a long ligament. When comparing to the analytical zero-

level contours, we can observe that the WENOS5-RK3 scheme does not capture interface as much
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Fig. 4.7 Zero-level contours at t = 3. Resolution 100 x 100 for different numerical schemes and exact
solution.

as other schemes do. Both OS and HOUC-RK schemes with the same order of accuracy in space

have equivalent interface description accuracy. In this test case, the velocity field verifies a free
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Fig. 4.8 Temporal evolution of surface conservation for deformed circle. Different numerical schemes

and resolutions.

divergence. To assess the mass conservation property of each scheme, temporal surface evolution

is computed and presented in Fig. 4.8. Compared to other schemes, surface conservation is less
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accurate for the WENOS5-RK3 scheme. For all schemes, this surface conservation converges as the
resolution is increased which will guarantee mass conservation of fluids. For lower resolution, poor
mass conservation is a known drawback of the Level Set method and can be circumvented by coupling
to the Volume Of Fluid method [73].

4.3 The redistancing

During the advection of the Level Set function, if the velocity field does not impose a rigid translation
or rotation, the different contour lines are advected differently, as the local velocity gradient is not
uniform: they are no more parallel and they no more represent a constant distance from the interface as
shown in Fig. 4.9, [V¢| # 1, causing numerical issues particularly in the evaluation of the normal and
the curvature [96]. In order to circumvent these problems, an additional treatment called "redistancing"

is required to impose the distance property to ¢. The distance property can be determined as the

~

(a) t=0 (b) t=0.4

Fig. 4.9 Evolution of some iso-contours of Level Set function for the test case at different times:
Severe interface deformation. red lines: iso-contours; black lines: interface; blue region: %, (t) =

{xe 2| ¢(x,t) >0}

viscosity solution of the following eikonal equation:

Vol=1,

(4.35)
sign(¢) = sign(¢°).

where ¢ is the Level Set function before redistancing. To impose the distance property to ¢, there are

well-known algorithms for solving (4.35) such as the fast marching method [100] and fast sweeping
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method [107]. Although these methods are simple and efficient, they are limited to first-order accuracy
which can affect the accuracy of computing important geometric quantities. For this reason, here we
introduce two different high-order numerical procedures for redistancing: PDE (Partial differential

equation) and Hopf-Lax formula based redistancing procedures.

4.3.1 PDE based redistancing procedure

In [96], Sussman et al. developed an algorithm for the Level Set redistancing problem. The main idea
is that the zero contour line is correct, and the others should be corrected. The steady-state of the

following advection equation solved into a fictitious time is the corrected Level Set:

4 = sign(¢°(x) (1-[V9|),
Bt =0) =¢%x,1).

(4.36)

The steady solution is a distance function |[V¢| = 1, and no modification should be imposed on the
interface. This equation can be solved with the extension of the WENO scheme done in Jiang and
Peng [53] to the Hamilton-Jacobi equations. Numerical resolution of (4.36) can be given by:

L Y T

W:H((PO?(Pv(Px_Fa(Px 7¢;_a¢y ), (4.37)
where ¢, ¢, q5y+ and ¢_)y* are spatial derivatives of ¢. H is the Hamiltonian and can be presented as a

Godunov type flux:

(Jmax((0:67) (06 ) )P+ max((9,67) (36 ) )P ~1) if >0,

A= (4.38)

<\/[max((8x(5+)+,(8x6—)—)]2+max((9y¢+)+,(ay(ﬁ—)—)]z—1) otherwise,

where (a)* = max(a,0) and (b)~ = —min(b,0). H is presented as a Godunov type flux. We should
mention that the time-space coupled approach (One-Step) is difficult to adapt to (4.36), therefore, the
spatial discretization of ¢ is given by (4.3) with the scheme of WENOS as presented in precedent
section of Level Set advection.

(4.36) is then updated using:

Gij' =0, —sign(8))ArH, (4.39)
where sign( l?j) can be defined as:

0
N,

( i(,)j)2 +Ax2

sign(¢);) = (4.40)



4.3 The redistancing 39

At = 0.3Ax is a fictitious time step and proportional to Ax. After certain number of iterations, the
numerical results will converge. We set a global stopping criterion as given in [96]:

Pl 3l
ZN|¢[, j 0; j

Eppg = N S < AFAX. 4.41)

Here, N is the total cell number, and Eppg, is a global average increment between two iterations.

4.3.2 Hopf-Lax formula based redistancing procedure

In [64], Lee et al. proposed an algorithm for redistancing based on the Level Set method and the
Hopf-Lax formula. We use the Hamilton-Jacobi formulation of the eikonal equation:

J -, T Y| —
57 9@® )+ Vo (x1)] =0, (4.42)

¢(x,0) = ¢°(x).

To know the distance to the interface, we simply need to know at which time ¢’ the zero-isocontour
of ¢ has progressed to the point x. For a point x with a negative initial value ¢°(x), the time ¢’ of
propagation is also negative.

In order to find #'(x) satisfying ¢ (x,#'(x)) = 0, here we follow the work of Royston et al. [87]:
the problem is treated as root finding by using secant method. At the first time, we consider the initial

function ¢° is convex.

Secant method for roots for ¢ (x;,¢') =0

To find the correct #'(x;), we use the secant method to solve for the root and we use the iterative

update:
k=1

(ﬁ(xiat/’k) - (ﬁ(x,-,t’kal) '
Here, we take t"* = 0 and the ¢ (x;,0) = ¢°(x) as initial guess, and set #! = gAx. In practice, we take
€ equal to 0.5 and set Az}, . = £5Ax.

(R =k G (xi, 1) (4.43)

Hopf-Lax formula for ¢ (x;,?)

To complete the iterative update for secant method, here we use the Hopf-Lax formula to compute
O (xi,1"%) [64]:

) L[ Xi—Yy
0(xi,"*) = min {¢°(y) +1"H ( 7 ) } , (4.44)
where H* is the Fenchel-Legendre Transform of H* = ||-||
. 0 |x[<1,
H*(x) = (4.45)

oo otherwise,
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(c) Redistancing Without check procedure (d) Redistancing With check procedure

Fig. 4.10 Hopf-Lax Redistancing of a non-convex function ¢ with a mesh 32 x 32.

or equivalently

¢ (x;,1"%) = argmin ¢°(y), ¥y € B(x;, 1), (4.46)

while B(x;,#"¥) is the ball of radius ¢"-* around the point x;. Then this problem becomes finding the
minimum absolute value of the initial ¢° over a ball. Here we follow the work of Royston et al. [87],
we use the projected gradient descent. Using the argmin y,_, of #"*~! as the initial guess of ¢° over

the ball B(x;,"¥), we can update the approximation iteratively from

VD '
AS eAx——"K_ion(¢°(y))),

Vool k (4.47)
yit' =PROJ(3I ),
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where

Vi xi — yi| <1,

RO, — o 4.48
(¥i) Lk KTV Gtherwise. -
|xi — yil

Here, we take the same € as the secant method and the function sign((])o(y,{)) is the sign of
the initial value of ¢° (-1 or 1). Here, ¢°(y) is defined by its interpolated values for grid nodes as
¢°(y) = X ¢°N;(x) where N; is the bi-cubic interpolation kernel associated with grid node x;. So

i
the gradients V¢°(y) can be expressed by: V¢°(y) = ¥ ¢OVN;(y). In order to give a criterion to the
i
convergence, here we set a tolerance number ol = 10~8. When the absolute value of ¢ (x;,z"¥) is less
than fol, the redistancing procedure for point x; converges, the regulated value for x; equals to £/,
As each point can be updated individually, the Hopf-Lax approach naturally tends itself to narrow

banding strategies.

Non-convexity of initial function ¢°

When we use the projected gradient descent to find the minimum value over a ball B(x;,#*), when the
initial function is not convex, the projected gradient descent will only converge to a local minimum,

as presented in Fig. 4.10.

(a) Initial function (b) Redistancing with check procedure

Fig. 4.11 Hopf-Lax Redistancing of a function ¢ involving £ ¢ (x;,#) = 0 with a mesh 32 x 32.

The initial function ¢°(x,y) = 4x*

— x? 4 4y* — y? has a local minimum at point (0,0) for points
with a negative value of ¢° as presented in Fig. 4.10a. When we use the projected gradient descent
method, we can find that there are some points that converge to this false local minimum, thus

the result shows a terrible discontinuity as presented in Fig. 4.10c. Failure to converge to a global
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minimum can lead to large errors in the approximation of ¢ (x;,#*). In order to resolve this problem,
here we add a procedure called "Check procedure".

In [87], Royston et al. solve (4.46) multiple times with different initial guesses yi and then take
the minimum over these solutions to come up with a final answer that is likely to be close to a global
minimum. As this procedure should solve the projected gradient descent for every initial guess, it

1k—1

costs too much. Here, we only take the argmin y;_; of ¢ as the initial guess, and use the projected

gradient descent procedure to find a minimum. When the projected gradient descent procedure finds a

minimum in the ball of B(x;,"¥), we prioritize random guesses in the shell B(xj,#"*) — B(x;j,t"*~1)

between balls of %!

and ¢"* as shown in Fig. 4.12. Then we compare these guesses with the
minimum found by the projected gradient descent procedure to obtain the global minimum in the ball
of B(xj,t"¥).

In practice, on the order of one guess per grid cell in the shell B(x;, ") — B(x;,#"*~1) is sufficient
to find a reliable global minimum. With these random guesses, a more accurate global minimum
can be found. Numerical results with check procedure are presented in Fig. 4.10d, the discontinuity
disappears, this phenomenon means that the check procedure could help us to find the global minimum
and compute the correct distance to the interface. The complete algorithm of the Hopf-Lax based

method can be found in Algorithm 1.
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Fig. 4.12 Representation the check procedure. Blue dash line: ball of B(x;,"*); red dash line: ball of
B(xi,t"*~1); blue point: argmin of #"** given by projected gradient decent procedure; red point: global
argmin of "%~ black point: the initial point x;; green points: random guesses of argmin of ¢"-*; gray
area: shell B(xj,t"¥) — B(x;,¢"*~!) between balls of #**~! and ¢"*.

x> and jump out this non-convex area with

When %(B(x,-,t’) =0, we can just set At’ = +Ar,
the help of the check procedure. Then based on the projected gradient descent procedure, we can
quickly find the correct time ¢ of propagation or the regulated ¢ value as presented in Fig. 4.11. The
redistancing of the Zalesak disk [106], points in a narrow band of width 4Ax are well defined, the rest

points have a value of +4Aux.
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Algorithm 1: Hopf-Lax based method for redistancing

while | (x;,1"%)| > tol do
// secant method: start
. _ . t/,k_t/,kfl
A = —¢(x;,1" )¢3(x,-,t’=k) R TP
if |AF| > At or §(xi,t"%) = ¢(x;,t"*1) then
if ¢ (x;,"%~1) > 0 then

! ! .
| A=A
else
/! / .
| A=Al
end
end
(k=1 _ 41k

=1k A

// secant method: end

// projected gradient descent method: start
yi =argmin 9(y), Vy € B(xi,"* 1) ;

while |y] —x;| < [t"*| do

_j+l ' vo'(yl) . Y.
i | =)’;’<—8A{V1¢0(y§>Slgn(¢°(yi)),
yi =PROJ(y,");
T
yi=yl"
end

"7 (x1,1"%) = 0°(y));

// projected gradient descent method: end
// check procedure: start

random guesses ¢°(y') V y' € B(x;,t"*) — B(x;,t"*1);
0 (xi,1") = min(¢°(y"));

¢ (i, 1) = min(@* (x;, %), §"7 (x;,1°F));

// check procedure: end

end
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4.4 Numerical results of Level Set redistancing

In this section, we will present some numerical results based on these two redistancing algorithms
presented in the precedent sections. Three test cases are employed in this section. In the first two test
cases "Circle" and "Square", the initial functions are convex and simple, the check procedure is not
necessary to implement, these two cases are implemented to show the advantage of the Hopf-Lax
based method for initializing simple functions. While the test case "Ellipse" is closer to the practical
application where the check procedure should be activated. We examine the performance of the
Hopf-Lax method with the check procedure and compare it with the PDE based method. Let the
procedure converge and end automatically by the stopping criterion. To evaluate these two methods,
here we define the L, global error Lg, the L, local error L’z“ and the computation time 7., . The local
error is defined in a narrow band of width 3Ax around the interface.

4.4.1 Test case: Circle

: _— . 1,2 1 . .
In this test case, we set the initial function ¢°(x;) = = ( ¥ x7 — (=)?) whose zero-level is a circle

2= 2
of radius 0.5 as presented in Fig. 4.13b. Fig. 4.13a shows the graph of the initial function. The

domain is to set to be [—1, 1] x [—1, 1]. The graphs and isocontours of regulated function are presented

(a) (b)

Fig. 4.13 The initial function of test case #1 with a mesh 32 x 32. Left: 3D representation Right:
isocontour of ¢° black line: zero-level white line: other arbitrary isocontours

in Fig. 4.14. Comparing Fig. 4.14b and Fig. 4.14d with Fig. 4.13b, we can find both of these two
methods do not alter too much to interface. In Fig. 4.14, the shape of the zero-level still remains
round, without defect. Numerical errors and computational time are presented in Table 4.3. From
this table, we can find both of these two redistancing methods converge. According to the global
errors, the Hopf-Lax based method is more accurate with errors of one order of magnitude smaller
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(©) (d)

Fig. 4.14 Function after redistancing procedure of test case #1 circle with a mesh 32 x 32.  Top:
function after PDE based redistancing procedure; Bottom: Hopf-Lax based redistancing procedure;
Left: 3D representation; Right: contour of ¢ (In the right figures, black line: zero-level white line:
other arbitrary isocontours)

than PDE based method, while the computational time 7., is always one order of magnitude smaller
than the PDE based method. Hopf-Lax method is accurate for the locating interface as it can reach
to an error of 10~7 with a mesh of 256 x 256 and its local errors are always two orders magnitude
smaller than the PDE based method. According this test case, in terms of both accuracy and efficiency,
the Hopf-Lax based method without check procedure has a better performance than the PDE based
method.
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PDE based method Hopf-Lax based method
MeSh LZG, L% tEPM L2G Lé’ tC[’u
32x32 1.42¢-3 1.32¢-3 1.48e-2 1.18e-4  6.71e-5  6.85e-3
64 x 64 3.84e-4  3.17e-4 1.16e-1 2.52e-5 79le-6  2.95e-2
128 x 128 | 1.22e-4 1.49¢-4  9.13e-1 5.69¢-6  9.70e-7 1.42e-1
256 x 256 | 6.0le-5  8.59e-5 7.57¢0 1.33e-6  1.22e-7  7.85e-1

Table 4.3 Average global and local L, errors for test case #1 Circle

4.4.2 Test case: Square

In this test case, we perform redistancing to the initial ¢°(x,y), whose zero-level is a square with side
length 0.5 centered on (0.5,0.5). Its computation domain is set to be [0, 1] x [0, 1], the graphs and

() (b)

Fig. 4.15 The initial function of test case #2 square with a mesh 32 x 32. Left: 3D representation
Right: isocontour of ¢° black line: zero-level white line: other arbitrary isocontours

isocontours of the initial function are shown in Fig. 4.15. The values of ¢° inside the square zero-level
is correctly defined. An interface with a shape of square is of our interest, as it involves corner or
distortion at the interface which is a tough problem for the interface description.

Form the Fig. 4.16d and Fig. 4.16b, the zero-contours after redistancing remain a square, showing
that these two methods have a good ability to locate the interface. When we observe Fig. 4.16b
carefully, the regulated values in the center of the square have some non-negligible errors compared
with the initial ¢° inside the square, showing that the PDE based method has difficulty in redistancing
a central symmetric interface (the maximum value of the Level Set function). As in (4.38), the H is
expressed as a Godunov type flux of first derivatives. For a point in the center of a symmetric function,
the forward and backward choices are always opposite, that is dy¢ ™ = —d,¢ ~ in the x-direction. By
injecting these opposite definitions into (4.38), the Godunov type flux could be null, which is not the
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Fig. 4.16 Function after redistancing procedure of test case #2 square with a mesh 32 x 32.  Top:
function after PDE based redistancing procedure; Bottom: Hopf-Lax based redistancing procedure;
Left: 3D representation; Right: isocontour of ¢° (In the right figures, black line: zero-level white
line: other arbitrary isocontours)

desired result. Because of the discontinuity of first derivatives of the function ¢, the numerical scheme
gives always a wrong prediction of |[V¢|. The same problem is also presented in Fig. 4.14b. For
the Hopf-Lax based method, for the center point, the initial direction of gradient descent is difficult
to choose. Finally, no matter which direction it chooses, it can converge to the interface and find a
correct value, as the interface is centrally symmetric.

Numerical errors and computational time are presented in Table 4.4. Comparing the errors and

the CPU time, we can get the same conclusion as the test case "Circle" redistancing, in the aspect



48 Interface description

PDE based method Hopf-Lax based method
MeSh LZG, L% tEPM L2G Lé‘ tCPu
32x32 1.70e-3 1.03e-3 1.91e-2 2.65e-6  1.77e-6  3.66e-3
64 x 64 7.97e-4  3.57e-4 1.25e-1 4.93e-7  9.28e-7 1.70e-2
128 x 128 | 3.82e-4 1.25e-4  9.37e-1 1.46e-7  3.26e-7  8.88e-2
256 x 256 | 1.87e-4  4.42e-5 6.50e0 4.58e-8 1.15e-7  5.48e-1

Table 4.4 Average global and local L, errors for test case #2 Square

of both accuracy and efficiency, the Hopf-Lax based method has a better performance than the PDE
based method.

4.4.3 Test case: Ellipse

2

In this test case, the initial function is set to be ¢°(x;) = 5( Y % — 1) with a zero level of an ellipse.
k=1 L

We set ) = 0.8 and %, = 0.4 for the test as the representation and isocontours given in Fig. 4.17.

(@) (b)

Fig. 4.17 The initial function of test case #3 ellipse with a mesh 32 x 32. Left: 3D representation
Right: isocontour of ¢° black line: zero level white line: other arbitrary isocontours

We should mention that for this test case that the check procedure should be activated. Because the
path given by the projected descent method is not always the fastest even if the initial function is
convex. The first derivatives might vary a lot in the domain, direction of the fastest descent direction
may be followed by an area of small gradients, so choosing the projected gradient descent direction
only by the local gradient is not always correct. The check procedure gives several random guesses in
the ball B(x;,t*), a relatively correct global minimum can be found. Results after redistancing are
presented in Fig. 4.18. Form the graphs and isocontours, we cannot observe the difference.
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(© ()

Fig. 4.18 Function after redistancing procedure of test case #3 ellipse with a mesh 32 x 32.  Top:
function after PDE based redistancing procedure; Bottom: Hopf-Lax based redistancing procedure;
Left: 3D representation; Right: isocontour of ¢ (In the right figures, black line: zero level white
line: other arbitrary isocontours)

With the errors and CPU time presented in Table 4.5, we can find that the Hopf-Lax based method
doesn’t have an advantage compared with PDE based method as the test case "Circle" and "Square" on
CPU time since to ensure that the global minimum is not omitted, a large number of random guesses
are employed. The local and global errors given by Hopf-Lax based method is always one or two
orders of magnitude smaller than the PDE based method and can reach an accuracy of 10~/ with a
mesh of 256 x 256.
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PDE based method Hopf-Lax based method
MeSh L2G L% tCPU Lg L% tCPU
32 x32 1.67e-3 1.73e-3 1.45e-2 1.22¢-4 1.52e-4 5.32e-2
64 x 64 3.72e-4  4.10e-4 1.07e-1 2.15e-5  3.08e-5 5.0%¢-1
128 x 128 | 1.02e-4 1.07e-4 8.96e-1 390e-6  2.26e-6 5.55e0
256 x 256 | 3.11e-5  3.79e-5 7.4e0 7.26e-7 1.96e-7 6.47¢el

Table 4.5 Average global and local L; errors for test case #3 Ellipse

From these test cases, we can get a conclusion that the PDE based method is a classical method
and always gives a stable and relatively accurate result, the Hopf-Lax based method can give a more
accurate result and has a good performance for simple and convex initial function. When the function
becomes complex and non-convex, its computation time increases. But generally, it can promise
excellent accuracy for the interface, as it uses the projected gradient descent method to find the closest

point at the interface that imposes zero change to the interface.

4.5 Effect of redistancing on Level Set advection

In the precedent section, several different numerical schemes for Level Set advection and redistancing
are presented and studied. As in practice, the redistancing procedure should be imposed on an
advected field of Level Set to grantee the signed distance property, here we want to study the effect of
redistancing on Level Set advection. In the test case "Severe interface deformation", the redistancing
is necessary to improve the numerical results.

As presented in the section of Level Set advection, the WENOS5-RK3 scheme has a poor perfor-
mance while and the OS5 scheme can relatively well predict the interface motion. In order to observe
the effect of redistancing procedure, here we present numerical results of WENOS5-RK3 and OS5
Level Set advection schemes with redistancing procedure in Fig. 4.19, we can find the redistancing
procedure can help us to suppress the break-up at the end of the ligament. Comparing these two
different redistancing methods, the Hopf-Lax based method has a visible effect of increasing the
length. However, to keep this length in a coarse mesh, the width of the ligament is numerically
enlarged, leading to a significant increase in surface as presented in Fig. 4.21. For the PDE based
method, we can find that the length is slighted increased, but smaller than the theoretical solution.
The surface evolution trend is not obvious as presented in Fig. 4.20.

The surface evolution of different couplings of numerical transport and redistancing schemes
are presented in Fig. 4.20 and Fig. 4.21. Both of these two different redistancing methods suffer the
problem of surface conservation. In terms of surface conservation, all of these numerical methods

converge. To obtain a precise method, an alternative option might be adaptive mesh refinement.
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(a) WENO5-RK3 advection scheme (b) OS5 advection scheme

Fig. 4.19 Zero-level contours at ¢t = 3 with a resolution of 128 x 128, Red line: Without redistancing;
Blue line: PDE based redistancing; Green line: Hopf-Lax based redistancing; Black line: theoretical
solution.
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Fig. 4.20 Temporal evolution of surface conservation for deformed circle with PDE based redistancing.

Conclusion on Level Set advection and redistancing

With numerical tests for Level Set advection, we can find that the OS5 scheme has an important

advantage in terms of accuracy and efficiency, therefore, the retained scheme for Level Set advection
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Fig. 4.21 Temporal evolution of surface conservation for deformed circle with Hopf-Lax based
redistancing.

is the OS5 scheme. Based on the discretization of the OS scheme in Section 4.1.2, we deduce an
efficient implementation of the OS scheme. The discrete form of the one-dimensional OS scheme

recovers a simple expression:
ot = 9" —udly T o+ o(AxY, ArY), (4.49)

where axNJ is a numerical discretization of first derivative to ensure odd N order of accuracy in time
N, N,— . . . . . .
and space, and 8x,,'+ and d,; are upwind choices applied for positive and negative u respectively. An

arbitrary odd N order of accuracy can be obtained by using the odd order accuracy discretization:

1 N
Ky 9= — )y C/iV’i‘P'ik NEL-
" Ax = SR
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In the present work, N = 5 order of accuracy should be employed. Coefficients C for the fifth accuracy

order are:
Cyt = £(es+es),
C)F = +(e5 —dey — 5¢5),
Cy* = +(—1+& —3&;+ 664+ 10gs5),
Cy" = £(1 26 +3e3 — &g — 108s),
Cy" = +(& — &3+ &4+ 565),
Cg*i = +(—&s).

The € coefficients based on the CFL condition v are the followings:

1—v 1+v
=—F", =&

3
v—2 v—3
& =8 4 & =& 5

(4.50)

For the Level Set redistancing problem, compared with the PDE based method, the Hopf-Lax
method has an important advantage on simple geometry. When the interface is distorted and the Level
Set function is non-smooth and non-convex, a check procedure should be implemented. Based on
random guesses, this procedure is time-consuming and difficult to parallelize. With coarse meshes,
the problem of surface conservation is encountered for both these two redistancing methods. To
overcome this problem, a common strategy is to refine the mesh. Besides, the PDE based method is
more adapted to the Level Set advection procedure and easy to parallelize. As a reason, the retained
scheme for Level Set redistancing is the PDE based method. Numerical results of "Severe interface
deformation" presented in Section 4.5 show that the coupling of OS5 advection scheme and PDE
based redistancing method can give a prediction with satisfactory with a resolution of 128 x 128.

4.6 Curvature estimation

To investigate capillary effects, the estimation of interface curvature is mandatory. As present in
Section 1.2.3, the Level Set method has an important advantage on interface geometry estimation. The
classical method of interface curvature estimation is to discretize (1.2) with the Level Set function.

The estimation of interface curvature in the framework of VOF method is not as direct as the
Level Set method, the Height function method is then developed for curvature estimation [21]. This
method is then applied to Level Set method [1] even if the interface curvature could be derived from
(1.2).

In this section, we will introduce these two methods and compare their numerical performance.
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4.6.1 Classical Level Set (CLS) method

As presented in (1.2), the interface curvature can be deduced directly from the signed distance function
¢ and can be evaluated as:
_ V- (V) 20:0y0xy — 079y — ¢y2¢xx

Vol - (2R @D

The first and second derivatives are discretized with a centered second-order scheme. The curvature
obtained with (4.51) is the local curvature rather than the curvature at the interface which depends
on its exact position. To estimate the curvature at interface, k should be evaluated at the interface

between two adjacent cells j and k separated by the interface, its expression can be given as:

15| O] 4 | @

(5= =61 T

(4.52)

4.6.2 Height function method

The Height function method is based on the collection of heights % (parallel distances to the interface)
of actual and neighboring cells and the curvature is then computed using finite-difference operators
on those heights:
h//

K= R (4.53)
In the framework of VOF, heights / are computed by integrating the liquid volume fraction. With
Level Set method, % are distances to the interface in a certain direction as presented in Fig. 4.22.
Based on choices of direction, here we introduce two sub-methods: pseudo-normal direction method

(PND), and rotated normal direction (RND).

4.6.3 Pseudo-normal direction (PND) method

The pseudo-normal direction [21] is the Cartesian direction x, y, or z with the largest component of
the interface normal vector as presented in Fig. 4.22 for k) estimation. The largest component of the
normal vector to the interface is in the direction of y, so the heights are the distance to the interface in
direction of y.

In order to discretize (4.53), we set three consecutive heights &, with n = (0, £1), centered around
ho. The curvature is then calculated using finite difference operators on those heights. The discrete
form of (4.53) could be written as [8]:

K: 2d(h—1 —2ho+hyy) 4.54)

1/2°
(d+Ang, ) (d>+Ahfy ) (A2 + AR )
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Fig. 4.22 PND method Heights / representation for xj estimation

where d is the distance between adjacent heights and Ah%l,m) = (h; — hy)?*. We employ the same
method as the redistancing Hopf-Lax method to find the height or distance to interface in a certain
direction. Compared to the redistancing procedure, we only need to modify the projected gradient
descent and apply it in the direction n’ following the largest component of the normal vector to the

interface. The complete algorithm is available in Algorithm 2.

4.6.4 Rotated normal direction (RND) method

For highly under-resolved interface where KkAx = 1 as k, presented in Fig. 4.22, an adequate number
of well-defined heights in Cartesian directions may not be available. This problem could be resolved
by defining % in the normal direction to interface [80], which is the RND method. Heights for k7 and
K> estimation are then defined in the normal direction to the interface as presented in Fig. 4.23.
Similar to the PND method, to estimate the curvature of a point x;, we compute different heights
to the interface in its normal direction to the interface by the Hopf-Lax method as described in

Algorithm 2 with ' = n(x;), and take the same discrete form (4.54) to estimate the interface curvature.

np

y
[—x

Fig. 4.23 RND method Heights % representation for k] and k» estimation
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Algorithm 2: Hopf-Lax based method for computing heights in any given direction n’

while |¢ (x;,7"%)| > tol do

// secant method: start
t"k _ t/,k—l

(]S(xivthk)_(ﬁ(xiat/’kil)’
if [AY| > A or @(xi,t"%) = ¢(x;,t"*1) then
if ¢ (x;,¢"%~1) > 0 then

At = —(x;,t"")

! __ / .
| A=A
else
! __ !/ .
‘ A= _Atmax’
end
end
t/,k—l — t”k'

t/,k — l/’k —|—Al‘/'
// secant method: end

// projected directional descent method:

// in any given direction n’

y, =argmin ¢(y), Vy€ L(x;,n',t"*71);

while |y] —x;| < [t"*| do
¥ =yl — eden'sign(9°(3))):
y ! =PROJ(3);
yl =y

end

P (xi,tF) = 00 (y));

// projected directional descent method:

// check procedure: start

random guesses ¢°(y') V y' € L(x;,t"*) — L(x;,t"
G (xz,1"*) = min(¢(y));

8 (x3,1K) = min (9% (x5, 1"%), G744 (31, 14) )

// check procedure: end

end
Note:

]

1 k—1

start

end

)

L(x;,t"¥) is a set of points on the line passing point x; in the given direction n’ with a distance to
point x; less than |¢"
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4.6.5 Numerical results for curvature estimation

In this section, we will perform a test on interface curvature estimation for a 2D circle of radius R = 1.
From (4.54), we can find that the interface curvature precision depends not only on the way that we
compute heights but also on the distance between adjacent heights. With numerical experiments, we
will study the influence of different Height function methods as well as the distance between heights
d.

—eo— d=0.5Ax
d= Ax
R —e— d= 2Ax ;
10° d= 3Ax ]
—a— (CLS
~~.order 1
5107 1 1
=)
[}
T |
10} T . ]
order 2
107 1 ]
2 4 8 16 32 64 128 2 4 8 16 32 64 128

R/Ax R/Ax

Fig. 4.24 Curvature estimation errors of Height function methods and classical Level Set method
(CLS). Left: PND method; Right: RND method.

The left and right sub-figures of Fig. 4.24 present the numerical results of the pseudo-normal
direction method and rotated normal direction method with different values of d. The black solid line
corresponds to numerical results of the classical Level Set method (4.51).

From Fig. 4.24, we can find that all these methods converge and the classical Level Set method
can reach theoretical second-order of accuracy, but Height function methods are limited to first-order
of accuracy. Though we adopt three consecutive heights, in theory, second-order of accuracy could be
reached. One possible reason for lowering the order of accuracy might be related to errors of height
estimation.

Comparing PND method with RND method, we can get a conclusion that: with the same value of
d, the RND method is able to measure a higher curvature, but L; error of the PND method is always
slightly smaller than the RND method. As for the influence of the value of d, a smaller d corresponds

to the ability to estimate higher curvature and the error is more important than a big height distance d.

Conclusion on interface curvature estimation

For the interface curvature estimation method, considering that the classical Level Set method is easy
to implement and converges more quickly than Height function methods, the retained scheme for

estimation is the classical Level Set method.
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4.7 Summary

In this chapter, by comparing different numerical schemes to resolve the problem of Level Set
advection, redistancing and curvature estimation, we made a choice for the employed methods: they
are respectively OS5, PDE based redistancing method and the classical Level Set method.

With a precise tool to describe the interface, the next chapters will be devoted to develop a

hydrodynamic solver with an accurate prediction for two-phase compressible flows.



Chapter 5

Numerical solver

In this chapter, we will present the numerical scheme to solve the global system within the Eulerian
framework. Based on the acoustic-transport splitting, the global system is splitted into acoustic,
transport and diffusion subsystems. By following the works of Chalons et al. [15, 17] on the Lagrange-
projection type scheme, we resolve the acoustic and transport subsystems with a well-balanced
discretization for the bulk flow. The diffusion subsystem is discretized with a classical second-order
centered scheme. The coupling across the interface is realized by the ghost-fluid method [30], an
approximated Riemann solver that accounts for jump conditions is developed. With the presence of
phase change, an explicit approximation of heat flux to the interface is introduced.

5.1 Definition of the approximate Riemann solver for the acoustic sub-

system

By taking jump conditions across the interface I'(¢) into account, the acoustic subsystem is set by
accounting for phase change and the surface tension boundary condition. The jump conditions are
transformed into source source term at the interface with Dirac mass. We consider the following
acoustic subsystem defined on the whole domain Z:

adp+pV-u=pS,;, (5.1a)
Ji(pu)+puV-u+Vp=S. Vg +pS,ju—pV¥, (5.1b)

t>0,xe92
O (PE)+pEV-u+V-(pu) =Su-Vo —pu-V¥+ (pE+p)S,,  (5.1c)
¢ =0, (5.1d)
with
Se = o Vo,
[pIré (¢)/IVe| 52)

S,=V- ([[unﬂfn)(S (¢)7
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where 8(¢) is the Dirac measure whose support is I'(¢). We present an approximate Riemann solution
to solve the acoustic subsystem within the Eulerian framework.

Firstly, by omitting source terms related to external force and velocity jump, the acoustic subsystem
(5.1) is a quasilinear system. In order to derive the resolution of this system, we will perform several
approximations.

We notice that for a smooth solution (5.1), the pressure verifies: d;p + (pc)?TV -u = 0. We thus
perform a Suliciu-type relaxation adapted to vacuum [9] of (5.1) by introducing a surrogate pressure

7 and considering following relaxed system by using non-conservative variables with T =1/p:

(

T—1V-u=0,
gu+1tVr =1S. Ve,
0E+1V-(nu) =1Su-V§,

(5.3)
om+a*tV-u=y(p—n),
ata:(),
8t¢ - 0

\

a > 0 is the acoustic impedance and its definition will be given later. In regime y — oo, we formally
recover (5.1). In our numerical solver context, we classically mimic )y — oo regime by enforcing at
each time step 7 = pEOS(1 ") (given by (2.2)) and then solving (5.3) with x = 0.

Assuming a one-dimensional problem in x-direction, we have p(x,7)d, ~ p(x,t")d;, then if we

m(x)

. d . . .
define a mass variable m by = p(x,#"), we obtain up to a slight abuse of notation, a system

that is written in vector form: d;W +AV,,W = 0, where

T 0 -1 00 0O0O0 0
u 0 0 1 0000 =S
T 0 &2 000O0O0 O

W:E’A:Oﬂ:uOOOO—Scu
a 0 0 00OO0OO0OO0O 0
v 00 00OO0OO0DO0O 0
w 0 0 0O0OO0OOO0O O
o 0 0 00O0OO0OO0O 0

The matrix A is diagonalizable
det(A — Alld) = —A%(A% —d?),

and its eigenvalues are: (—a,0,0,0,0,0,0,+a). Fields involved in this system are all linearly degen-
erated. Considering a discontinuity that propagates at celerity D, let [b] be the jump of the variable b
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across the cell interface. Following the Rankine-Hugoniot relationships we get the jump conditions:

—D[t] - [u] =0, (5.4a)
—D[u] + [z] — q[¢] =0, (5.4b)
—D[x] +a*[u] =0, (5.4¢)
—D[E] + [ru] — 4'[¢] =0, (5.4d)
—D[a] =0, (5.4¢)

—D[v] =0, (5.4f)

—D[w] =0, (5.42)

—D[¢] =0, (5.4h)

\

with D has the same value as eigenvalues of matrix A. ¢ and ¢’ are weights associated with the Dirac
masses M and Mu, their definition will be given latter. D = 0 yields that u is an independent Riemann
invariant for the wave A = 0 and brings in the jump conditions [7] = ¢[¢] and [a] € R in (5.4c) and
(5.4e). Thus a is not necessary to be continuous across the wave A = 0, and the jump condition on 7
should conform the jump relation (2.8).

The structure of the acoustic system (5.1) shares similarities with that has been studied in [17].
This allowed [108] to propose an approximate Riemann solver Wgp that is consistent in the integral
sense with the full system (5.1) including the surface tension terms.

Let WT' = (p,u,v,w,E, ¢, ) where 7 acts as an approximated pressure value for the system, we

briefly recall hereafter the definition of Wgp and have

;

Wl? lfC < —ay,
Wi, if —a; < $ <0,
Wrp(L: W, W,) =< ! (5.5)
Wi if0< ¢ <a,,
W,, ifa,<¢.

First the jump conditions across the wave A = 0 imply that 7} — 7 = ¢(¢, — ¢;) and u* = uj = u;.
In Wgp, the discrete expression of the interface pressure jump can be expressed as:

m — = [plir (5.6)

where [p];, = )1(1_1)’1} p— )1(1_>rr§ p fory e Q;NQ, means the jump of the pressure across the cell phase
xeQ, xeQ,
between €; and €2, this jump could be not zero when ¢;¢, < 0. Then the jump conditions (5.4b)

across the waves —a; and a, give:

ai(u* —w) +nf—m=0, 5.7)
ar(up—u*) —m—m =0. '
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By solving (5.7) with (5.6), intermediate states W; and W} can be defined by

. (am+am) aa(u—uw)  [plya

= - + , (5.8)
al+ar al+ar ar+al
nr* _ (alﬂr+ar7tl) . alar(ur_ul) . [[p]]lrar’ (5.8b)
a+a, a;—a, a;+ay
i* U a(u—w)+m—m— [[pﬂlr’ (5.80)
Pl P a(a +ay)
1 1 = T, — T
11, a(ur —uy) + 1+ [[Pﬂzr’ (5.8d)
Pr P a,(a;+ay)
rityr nr_ T
PR P L b ek 11173 (5.8¢)
a;+ay aj+ay
Vi =V, VE=V, (5.80)
Wi =wi, Wi =W, (5.82)
T — T
Ef =E - 2 TN (5.8h)
a
Tut -1
Ef =E,+ .~ (5.8i)
ay

where K is the local value of interface curvature. The parameters a; and a, are user-chosen constants
that need to be sufficiently large approximations for p;c; and p,c, so as to satisfy stability constraints
for the numerical scheme.

Indeed, according to Bouchut [9], if one notes {b}+ = max(b,0), it is possible to show that
defining a; and a, as follows
.
a; = pic;+ %2 pi

if 7 — 7+ [plir > 0, {{
(e

T, — T
1+ [[p]]lr Ty — ur}
+

prcr
+u; — Mr}
+

j = Pl
ar = rcl+y2 Pr [[ ]]r

(
= prci+ er Pr [[p]]lr
. ClPl
if m, —m +[plir <0 m + [pl +
PZCH-Y'Z pi {r up—uy }
\ ar +

ensures positivity for the density. In the present work we will consider two alternate choices: a first

simple choice that allows to recover the classic Suliciu relaxation solver [9, 13, 14, 95] by setting
a; = a, = Kmax(pycy, prcy), (5.9
where K > 1 is a constant and a second heuristic choice obtained by defining

= K/plcl, a,=K'p,c,, K =1.1. (5.10)
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This approximate Riemann solver naturally takes the pressure jump into account. By following
the work of Chalons et al. [17], with the same wave structure, we modify this approximate solver by

considering the external force terms and velocity jump in a consistent way.

5.1.1 Approximate Riemann solver for the bulk flows

When we want to keep the interface sharp and use the ghost-fluid method to realize the coupling
across the interface, the surface tension and phase change do not have a direct impact on bulk flows.
As areason, in bulk flows, effects related to the surface tension and phase change are not taken into
consideration. To use the pressure gradient to balance the external force, we modify the approximated

solver Wgp, the intermediate states W; and W for the bulk flow approximate Riemann solver can be

given by:
5= = (am+a,m)  aar(ur—u) n (a —ar)(pA‘I‘),,’ 5.11a)
a+ay a+ay aj+ay
rr r - A\P
i =t = ety M= T = (PAR), (5.11b)
a;+ay a+ay
i*:l_+_Clr(’/lr_’/tl)'f'ﬂ:l_717r‘|_(pALP)lr7 (5.11¢c)
PP ai(a +ay)
1 1 — — 1 — (pAY
= al(ur ul) + 7T - (P )lr’ (5.11d)
[ a,(a;+ay)
Vi =V, VE=vy, (5.11e)
Wl =W, Wy =Wy, (5.110)
Ut —
Ef = - L (5.11g)
a
Er=E, 4 ot Tl (5.11h)
ar
To get a well-balanced scheme, the external force term is discretized at the cell face as:
_|_
(pAW),, = P! 2”’(%—%). (5.12)

Here we recall that a well-balanced scheme aims at preserving discrete versions of some continuous
equilibrium states.
5.1.2 Approximate Riemann solver at the interface

For the approximate Riemann solver at the interface, effects related the surface tension, phase change
and external force effects should be taken into account. Considering a one-dimensional problem in
the direction x, we define the discrete expression of the pressure and velocity jumps as:

P? —Pj = IIP]]FIN ”7 - ”j = [ll'&xm]r,r = [[u]]rlrv (5.13)
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where [Z]r, = lim 2 — lim 2 fory € I'(t"), 1" > 0 means the jump of the variable 2" across
Ir— xoy X—y

xeQ, xeQ,
the interface between €; and Q,.

To eliminate numerical oscillations and preserve equilibrium for cases where the interface does
not coincide with the cell face, the potential energy pW is estimated by using the interface position as
a reference that takes the density discontinuity into account. We want our scheme to strictly preserve
the equilibrium steady solutions, that are the states satisfying (3.25). The approximated system of
the Riemann problem being solved at the interface instead of at the cell face. To be consistent with
the bulk flow, the intermediate pressure is then extrapolated constantly to the cell face by taking the

potential energy into account to satisfy the condition (3.25). Then we have intermediate states at the

interface:
7.[1* — alﬂr +ar7tl + [[p]]rlral +a15pl _ alar(ur - ul + [[MIIFI)') , (5143)
aj+ay aj+ay
g Mt — [plr,ar+ardp, — arar(uy—w + [[Mﬂr,,)’ (5.14b)
aj+ay ap—ay
i* _ 1 n ar(ur —uw+ [u]r,) + 7 — 7 — [plr, +perlPlr, (5.140)
Pl P a(a;+ay)
i _ i + al(ur —u+ [[u]]rzr) + -+ [[p]]rl;- — per‘Plr7 (5.14d)
p: P a,(a;+ay)
T, — T, AY

u;< _ aju; +arur+ar[[u]]rl, T 1+ [[P]]F,,. o Ir : (5146)

aj+ay a+ay ar+aq

rr — o — T A\P
W= au +aruy —a[ulr, 1+ [Plr, ' (5.14f)

al+ar al+ar ar+al
V;F =y, \}i =V, (514g)
Wi =wr, Wi =w, (5.14h)

Tut— T
Ef =E - 2 T (5.14i)
aj
Ut — T
Ef = E, 4 2 (5.14))
ay
with
oo+ 190 pr

AlI"lr = (qll _lPr)v Pir = ‘q) — ¢l| )

5pl = _perlPlr"i_pl(al—i_zar)A\Plry 6pr :per‘Plr_prM~
aj 2a,

We should note that, the approximation of the jump relation associated with surface tension has
been given in Chapter 4, while the approximation of jump relation associated with phase change will
be given latter in the discretization of heat transfer. (5.10) can also satisfy the condition of positivity
of densities in (5.11) and (5.14) in low Mach regime, for more details please refer to the work of

Bouchut [9].
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5.2 Finite volume discretization

We now recall the finite volume approximation for each of acoustic, transport and viscous effect
systems. We suppose that the computational domain is discretized over Cartesian grid. If Q; and Q;
are two cells of the mesh, we note dQ j; = QN Q;. We define .4 (j) = {k | IQjx # 0} and we note
n ;. the unit normal vector to 2Q jk oriented from Q; to €. The center of the cell Q; will be denoted
by x; and for k € .47(j) the center of dQ j; will be noted X j; = Xy ; as depicted in figure 5.1. With a
slight abuse of notation, for a function x — b, when k € .4/(j) we will note

bxjx) = Jlim b(x), b(xi;) = lim b(x).
XEQI' XEQk

We define A £(j) = {k€ A (j) | + ¢/'¢7 > 0} and we also note Axjx = X; — Xx = Axy;, so that
AXji /2 = Xj —Xjx = X — X and AXy /2 = Xp — Xpj = Xgj — X;.

cell j cell k£

Fig. 5.1 Mesh for a multi-dimensional problem with an intersection point X j; at the cell face.

We should note that, in the present work, the acoustic and transport subsystems are discretized
with the finite volume method of first-order accuracy while the viscous and diffusion subsystems are

discretized with the finite volume method of second-order accuracy.

5.2.1 Approximation of the acoustic subsystem

By adapting the lines of Chalons et al. [17] thanks to the rotational invariance of acoustic system, we
use the approximate Riemann solver described in Section 5.1 to build a Finite Volume approximation

of the acoustic system.

It reads
Lip}™ =p], (5.15a)
n n At *
L;(pu)t" = (pu)’ @k ;( : 10Q | myn — At{pV¥}, (5.15b)
€N
n n At * ok *
Li(pE)} =(pE)i— — Y [90Qu|mjuly — At{u* pV¥};, (5.15¢)
i I 1Q4 T kT
eN(J
o1 = o, (5.15d)

At .
Lj:1+Q< y y&gjkyujk>. (5.15¢)
’ ]‘ ke N (j)
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With Cartesian mesh, terms related to external forces can be approximated as:

1
{pV¥}; = 3 Y, {pV¥}, (5.16a)
ke (j)
* 1 *
{u*pV¥}; = 3 Y, win- {pV¥}. (5.16b)
ke (j)
Vke N T(j):

. nj - (aju’;+akui) B n,f— 77:;?E - (pA‘P);?k (5.173)

ik aj+ag (aj—i-ak) ’ '
o — akﬂf—&-ajit,f _aja ny - (uf —u®) (a1 —a,)(pPAY) jk (5.17b)

ik aj+ay aj+a CE T a;+ay '

P} +p;
{pV¥}ji = 2ijx,-kk\ (W — ¥, )n. (5.17¢)
Vke N (j):

U — nj - (aju#‘}_akuz"f‘ak[[u]]r_/k) . 71'1? - ch?_‘_ [[p]]rjk - (pAlII)7k (5.184)

Jk aj+ag (aj+ak) ’ '
o W+ +ailplr, +a;8pj  ajanj- (wp —uj + [ulr,) (5.18b)

Jk aj+ag aj+ag ’
P+
AW = (P =), pj= W, (5.18¢)
Py \ 2 aj+a ) AY;
{pV‘I’}jk:ﬁ(‘Pk—‘I’j)njk, 6pjk:—pjkATjk+ij, (5.18d)
Jjk J

where [Z]r, = lim 2 — lim 2 fory e I'("), " > 0 means the jump of the variable 2 across
XEQy_/ XEQ);(
the interface between Q; and €, Vk € 4"~ (j). We take the same acoustic impedance definition as

(5.10):
aj:ﬁpjcj, ak:ﬁpkck, RK=1.1. (5.19)

In this work, we employ an explicit update for the acoustic subsystem with # = n. However, The
superscript # introduced can take another value, # = n+, then the acoustic scheme is implicit. Whatever
the choice made, we can update the acoustic variables p , pu and pE.

A Courant-Friedrichs-Lewy (CFL) constraint on the time step choice for (5.15)-(5.19) pertaining
to the acoustic effects reads

0Q ik 1
AtaucousticM maX(Tjaj; Tkak) <, (5.20)
(o5 2
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while surface tension effects are stable on the condition that Ar verifies [10]:

(pi+p) (12 )
anillary < .
Atcaplllary > \/ 4o |ank| s (5.21)

where IT is the Archimedes’ constant.

5.2.2 Approximation of the transport subsystem

As a precise interface description is highly requested for two-phase flow simulations, the Level Set
advection has been previously treated independently with a high-order scheme. We write the transport

subsystem with conservative variables which causes conservative terms to appear:
Ob+V-(bu)—bV-u=0, b=(p,pu,pv,pw,pE)".

We discretize this system by using result of the previous acoustic step and with an upwind scheme.
The speed used in the upwind scheme needs to be defined at the cell face, so we choose to reuse u;fk .
For an active cell j and neighbor cells k € .47(j) of the same fluid, we have the discrete form of the
set of equations:

At At
e LT Sy gp WAL
|Q/‘ke/1/() €21 eN(j
where
bt oifut, >0,
b;’,:r— j Jjk (5.23)

bl™ otherwise.

Coupling for transport subsystem

The transport subsystem is discretized with conservative terms that are treated with an upwind scheme.
In order to avoid mixed cells containing both fluid 1 and 2, we define a ghost state based on cells
belonging to another fluid next to the interface and we use the ghost state to discretize conservative
terms in the transport step.

For example, as presented in Fig. 5.2, cell j and cell k£ with real states of fluid 1 and of fluid 2
respectively are separated by an interface I'. If the interface velocity u}‘.k is opposite to the direction of

n j;, the upwind flux is then computed with the ghost state in cell k. Then (5.23) can be modified as:

n—+ *
I L e > 0 (5.24)
]k bt otherwise
k,ghost '

We briefly recall how the ghost values are computed across the interface and refer the reader to [5] for

a more detailed presentation. For the sake of simplicity we shall suppose here that the computational
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B N
LxD [ oo

fluid 1 fluid 2 ghost cell 2 ghost cell 1

.hd-y .
.;..7/.

Fig. 5.2 Ghost cell representation

domain is discretized over a regular Cartesian grid of space step Ax. The velocity in the ghost cell is
simply defined by the velocity in that cell revised by the velocity jump, while the fluid density and total
energy should be extrapolated to ghost cells. We consider b € {p,pE} and we note (b,) = (n-Vb)
the differential of b along n. The values of b are propagated from the regions where ¢; < 0 to the

¢; > 0 regions using the following steps:

* compute an approximate value (b,); = (n-Vb); for (b,) in the cell Q; for j such that ¢; < —Ax

thanks to second order central difference formula,

* extrapolate the value of b, in the region ¢ > —Ax by solving the evolution equation
oby+H(¢+Ax)n-Vb, =0, (5.25)
thanks to a WENOS scheme as presented in [53],
 propagate the value of b in the ghost region ¢ > 0 by solving the PDE
ob+H(¢)(n-Vb—b,) =0, (5.26)

with a method of lines.

Stability is ensured under the following classic CFL that only involves u’;k:

90 N
Attransportw max(‘u]“, ’ujk‘) S 5 (527)
J

Let us note that in the low Mach regime, (5.27) is less restrictive than the acoustic CFL (5.20).
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Note:

By combining the discretization of acoustic and transport subsystems, we recover a conservative form

of the single-fluid Euler system.

At

pjn+l_ - p] ‘Q ’ Z ‘agjk‘p;l]j_ujkv (5283)
ke (j)
nt At . At -
(pu)i* = (pu);— o) Y )|ank|njkn,-k—@ Z( )yaQ]ky(pu)],j e (5.28b)
ke ( ke
n At . At g
(PE)}" = (PE)] T, ;( ,)’3ij!”jk“/‘k— o, ;( )’ank’(pE) L u (5.28¢)
SV €.

This conservative form shows the necessity of updating order between the acoustic and transport

subsystem as given in Section 3.3.

5.2.3 Approximation of the diffusion subsystem

In this section, we give the discretization of the diffusion subsystem and introduce the phase change
model based on energy jump condition model [58].

The diffusion subsystem (3.22) can be discretized as:

pitt=pitt-, (5.29a)

e oxe o (pu)i*! = (pu)t'” + A{V-S};, (5.29b)
’ (PE)I = (pE)T'™ + At{V - (Su)}; + At{V - (HVT)};, (5.29¢)
ot =it (5.29d)

Terms related to the diffusion phenomena in (5.29) are approximated by the finite volume discretization

with variables at step #".

Discretization of terms related to viscous diffusion

The viscous subsystem is approximated by using a classical centered second-order finite-volume
method. To eliminate errors related to the velocity jump across the interface, when the viscous stress
tensor approximation involves the velocity of another fluid, this velocity should be corrected by the
velocity jump given by the mass transfer in Section 5.2.3. The centered second-order discretization of
viscous stress tensor of cells near the interface could involve a cell not close to the interface belonging
to another fluid. As presented in Fig. 5.5, the viscous stress tensor discretization for cell j (colored
cell) involves the velocity of cell k (white cell).
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Similar to the interface velocity extrapolation, we employ a constant extrapolation to propagate

the velocity jump to undefined cells. The time step constraint for the viscous step reads:

0Q)%p;
Atyiscosity < 2', Q)QPZZ- : (5.30)
Discretization of term related to heat diffusion
The heat diffusion term can be discretized as:
1
{V(#VT)}; = oI Y 10Qun - { VT . (5.31)
|2 ke ()
In the framework of sharp interface, the heat flux nj - {# VT } jx can be rewritten as:
K+ T —T;
I e (), (5.32a)
ng - {%VT}J]( = 2 Ax.ik
HVTr;-nj. Vke N (). (5.32b)

where VI, = lim VT fory € I'(¢"), " > 0 is the temperature gradient at the interface of Q;. The
J X—y
xeQ j

estimation of heat flux across the interface could be divided into two cases: without and with phase

change.

Without phase change

Without phase change, heat flux is continuous across the interface. For Q; C &) and Q; C % as
depicted in Fig. 5.3, the continuity of heat flux can be expressed as:

Tj - TFc TFC - Tk

Vke N 7()), K = Jk )
ToAt Axt

(5.33)

where Tr. is the temperature at the interface without the effect of phase change. With (5.33), we can

fully determinate Tr, that is

TN, + AT A
Tr. = T = (5.34)
HjAx; + HAx;
. 6 o
A = Axj AL = Axj (5.35)
! Floj—ol TF 7o) — il
Without phase change, heat flux across the interface can be given as:
Tre—T;
vke N (), Hmp-VTr, = (5.36)

J
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Fig. 5.3 representation of temperature profile of two-pase problems. Tr: interface temperature

With phase change

In the present work, we are interested in low Mach regime. Here we simplify the thermodynamic
model and consider a known and constant saturation temperature at the interface, that is a uniform
Dirichlet condition on the interface temperature. More complex thermodynamic [28] could be always
possible which will give varying saturation temperatures according to the fluid states close to the
interface.

The most straight way to approximate the heat flux #'n - VI, near the interface is that:

—/. Tsa —1T;
Vke N (), Amy-VIr, = X gxf L, (5.37)

J

Approximation given by (5.37) suffers from the problem of stability, In the precedent works [88, 97,
98], an implicit approach is realized to overcome the problem of stability. In this work, we want to
propose an explicit and simple algorithm to estimate the heat flux at the interface with the presence of
phase change.

For any cell j near the interface with a neighbor k € .4~ () , to avoid the problem of stability
related to the interface heat flux estimation, we use another neighbor cell in the direction n; belonging
to the same fluid to estimate the heat flux #jm . - VIr,. To clearly illustrate the algorithm, we start
from a one-dimensional problem. As depicted in Fig. 5.3, the cell k' belongs to the same fluid as cell j
and in the direction of ny;, the interface heat flux in the direction of nj; can be estimated as:

1 L =Ty  Tj—Ty

A VT, = 7(%/].(3&1« AL Ay
j j j

5 (5.38)

The discretization given by (5.38) does not suffer from extra constraint on stability compared with the
bulk flow. The interface temperature is taken into account as a boundary condition, this approximation

has a good ability of convergence when we refine the mesh.
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Regarding the multi-dimension problem, here we show the principle of 2D cases, the extension to

3D will be straightforward. To be clear, we first define "explicit interface heat flux availability", which

I I I
NG =g SRRIAE
e | e | . AN N IR
CENCTT ARRIN RO
[ s s
b b X
(a) Case 1 (b) Case 2 (c) Case 3

Fig. 5.4 Representation of two different interface geometries. red point: active cell j; blue region: %,
green region: 2.

means that the interface heat flux of cell j can be discretized in the direction n; for k € .4~ () by
using (5.38). This availability corresponds to the existence of a neighbor cell belonging to the same
fluid in the opposite direction. With this availability, we can separate all possibilities of the interface
geometry into 3 cases:

(Casel) Available in all directions

As depicted in Fig. 5.4a, the interface heat flux in all directions can be approximated by using
(5.38). The interface heat flux in the normal direction can be approximated by:

Jf/jVTrj ‘n= %(8xTrjax¢ + ayTrjay¢) (5.39)
where 0,Tr; = )1(1_1}1; o,T and 0,Tr; = )1(1_% T foryeI(t"), t" > 0 are temperature gradient

XEQj XGQj
for Q; at the interface in the direction of x and y respectively.

(Case2) Available in at least one direction but not all directions

As shown in Fig. 5.4b, heat flux #;VTr, -ny in y direction can be estimated by using our explicit
model, while the interface heat flux in x direction is not available by employing (5.38). In this

case, the heat flux in the normal direction can be approximated by:
HVTr;-n= H;0,Tr;/dy0. (5.40)
Then the interface heat flux in x direction can be estimated by:

Ko Ty, -y = VT, -0 - m,. (5.41)

(Case3) Not available in any direction
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This case is generally related to the separation or coalescence of bubbles. For this problem, our
model has some difficulties to give an explicit prediction of the interface temperature gradient
with the presence of phase change.

For cells near the interface, when the interface heat flux is not available in all directions, its
interface heat flux can be defined by propagating information in cells of (Casel) and (Case2)

with a constant extrapolation.

The time-step accounting for the stability conditions on heat diffusivity follows the classical

constraint: 5
PiCp.jl9L ]

Atpear <
heat > 2’.Q]|2f/n?f/1

(5.42)

Mass transfer estimation

For the approximate Riemann solver at the interface, the discretization of velocity jump which is
related to the mass transfer rate is still unknown. The present work approximates the mass transfer by
energy jump condition model: the jump of heat flux acts as the absorbed energy or emitted energy in
the vaporisation or condensation procedure.

According to (2.9), the approximation of mass transfer rate sz between two neighbor cells Q; C %,

and Q;, C 95:
, HVTr, — VT,
miji = .

(5.43)
Lheat

Following (2.6), the velocity jump across the interface Ju - n]]r,-k between two neighbor cells Q; C 7,

and Q; C 2, can be approximated as:

1 1
‘njr, =mj(———). 5.44
[u-nlr, =i - = 20 (5.44)

The mass conservation in the procedure of phase change can be described as:
I’i1jk:pj(llrjk—llj)‘nj:pk(llrjk—llk)-nk. (5.45)

where ur;, = ng}lll fory e I'(¢"), " > 0 is the velocity of the interface between ; and € for k €
A7)

As shown in Fig. 5.5, the interface velocity is initialized only in cells near to the interface (colored
cells). In the procedure of Level Set advection, a smooth velocity field could provide a more accurate
description of the interface (Level Set advection) and decrease the influence of the redistancing step.
It is better to use the interface velocity rather than the local fluid cell to update the Level Set function.
A constant extrapolation is applied to propagate the interface velocity to undefined cells, for more

details please refer to the Ghost cell definition in Section 5.2.2 and the work of Aslam [5].
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Fig. 5.5 Extrapolation of interface velocity ur and velocity jump. Colored cells: interface velocity ur
and velocity jump initialized cells; white cells: undefined cells.

Approximation of system with barotropic EOS

As mentioned in Chapter 2, there is always possible to close the system (2.1) with other EOS.
Approximation of system (2.1) with barotropic EOS is given in Appendix. A.
5.3 Time Step Constraint

By combining (5.20) (5.21) (5.27) (5.42) and (5.30), the global time step restriction accounting for

acoustic, advection, diffusion and capillary effects can be given as:

At = min(Atacoustim Al‘capillarya AZtransport; Atheata Al‘viscosity) . (5 -46)

5.4 Interface movement

As the interface is advected by the fluid velocity field, the value of ¢ evolves with time and may
change its sign. For the cell that changes its sign, its real state is replaced by the ghost state in that

cell.



Chapter 6

L.ow Mach correction

In the present work, we are interested in flows that involve two phases both represented by two
compressible materials separated by an infinitely thin interface. The interface is considered sharp and
treated as a contact discontinuity. The Ghost Fluid Method (GFM) [30, 63, 12, 69, 68, 108] is a very
popular family of methods that propose discretization strategies for simulation such flows. They rely
on a Level Set function to describe the position of the interface [79, 90, 78]. A common approach in
the GFM consists in coupling single fluid numerical schemes like Godunov-type methods across the
interface in order to accurately approximate the fluid motion in the vicinity of the interface.

Unfortunately, in the case of single-fluid flows it is now well-established that standard Godunov-
type methods may dramatically lose their accuracy when the material velocity is small compared to
the sound velocity of the medium and when the computation domain is discretized over a quadrangle
(resp. hexahedral) grid in 2D (resp. 3D). This low-velocity regime is referred to as the low Mach
regime. This flaw has been extensively studied in the literature and several possible fixes are available
(see for example [101, 40, 65, 76, 25, 85, 26, 15, 7, 104]). This question has also been addressed
concerning two-phase flows for diffuse interface models [16, 82] where the interface is considered as
a numerically diffused zone which can reduce the density and sound speed ratio. Comparing with the
sharp interface method, the challenge associated with large discontinuities across the interface could
be reduced as these discontinuities are smoothed by the mixing layer.

In the case that we consider here, the properties of the medium may experience a severe jump
across the interface. Therefore one cannot assume that the orders of magnitude associated with the
fluid parameters are the same for both phases. Consequently, it is necessary to define a Mach regime
that pertains to each fluid separately. In this context, the classic low Mach fixes are no longer sufficient
to propose an accurate discretization of the flow equations when both Mach numbers of each fluid are
low.

In the present work, we propose a new low Mach regime analysis that is adapted to compressible
flows with sharp interfaces including surface tension effects. Moreover, we also propose a new low
Mach correction of the GFM presented in [108] that accounts for the jump of characteristic magnitude

with respect to density and sound velocity that provides good accuracy in the low Mach regime.
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The chapter is structured as follows: With the global system given in Chapter 2, we define the low
Mach regime in Section 6.1. The low Mach behavior of numerical model developed in Chapter 5 far
from the interface is studied in Section 6.2 suggesting that the low Mach fixes proposed in [82, 16]
will enhance the behavior of the scheme far from the interface. In Section. 6.3 we investigate these
low Mach schemes in the vicinity of the interface and we expose truncation errors that are driven
by the jump of magnitude with respect to both the density and the sound velocity of the material
that dramatically affects the accuracy of the low Mach schemes. A new low Mach scheme is then
proposed in Section 6.4 to address this issue. This new numerical method is tested in Section. 6.5
against several 2D tests that show significant improvement in the simulation results over the previous

low Mach fixes.

6.1 Definition of low Mach regime

In this chapter, for the sake of simplicity, we neglect the source term related to the external force f and
heat transfer. If n is the unit normal vector to the interface oriented from fluid 1 to fluid 2, we suppose
that the motion equations for the fluid 1 and the fluid 2 are coupled across the interface thanks to the

following two hypotheses:
(H1) the fluid velocity normal to the interface (u+ [u]r, ) - n is continuous across the interface,

(H2) The interface pressure jump:

)1(i_>n}p— )1(i_>n§p: [plr(y,r), foryel\(r), (6.1)
XEY XED

By following the work of [72, 59, 40], the behavior of this system of equation will be investigated
with respect to the Mach regime at continuous level. We will perform an asymptotic analysis in the
regime M; < 1 that will provide a set of conditions that must be fulfilled by the flow parameters

during the motion and also at the initial conditions [85, 19, 41].

6.1.1 Definition of non-dimensional variables

In order to study the behavior of numerical schemes in the low Mach regime, we first need to
characterize the flow with respect to the Mach number. To that end, we need characteristic values
for length and time that will be respectively noted £, 7, i = £/7. This allows to define the following

non-dimensional quantities and nabla operator that are common to both fluids

T
i=t/t, x=x/%, ﬁ:(a a):xv, i=u/4, [i]r=[u]r/a.

ox1” 0%y
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The non-dimensional domain occupied by the fluid i and the interface will be respectively noted Z;

and I". We now define a set of non-dimensional variables for each fluid i = 1,2 by setting

pl;i=p/pi, |Pli=pr/Pi, |E];=c/é,

- (6.2)
eli=efén  LL7lr); = [P/ LSJ;Q@S/(M%

where p;, ¢, pi = ﬁiéiz, i;, é&; = pi/Pi, and Re; denote respectively a characteristic density, sound
velocity, pressure, fluid velocity, internal energy and Reynolds number associated with the fluid
i =1,2. In the following, we will enclose an expression between the signs |- |, in order to indicate that
it has to be considered as a non-dimensional expression with respect to the characteristic quantities of
the fluid i. For example, |p |, is the dimensionless density variable with respect to the characteristic
density p; of fluid 1. We note M; the Mach number associated with the fluid i that is defined by

M; =i/é;.
The dimensionless total energy is then be defined as:
|E|,=E/é;=|é];+ M. (6.3)

Furthermore, we introduce the following non dimensional parameters ¢; € R, and 3; € R, that
characterize the magnitude of characteristic densities, sound velocities and fluid velocities with
respect to the fluid 1

a; = pi/p1, Bi=¢i/ér.
And finally, we also note

0y = min(oy, o)/ max (o, ) <1,

6.4
B = min(B1, B2)/ max By, Ba) < 1. ©4

6.1.2 Dimensionless evolution equation and low Mach regime

For the sake of readability, when there is no ambiguity, we shall replace |- |; by  to refer to a
non-dimensional expression with respect to the fluid i. With this simplified notation, the governing

equation (2.1) for the bulk flow in Z; can be written in a dimensionless form:

op+V-(pa)=0, (6.52)

S R G
F>0, %€ %) HPU) V- (PUOT) + VP = VS, (6.5b)
HPE) +T-(PE+ DB ~ M7 (8. (650
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The non-dimensional form of the evolution (2.4) is
0 +ir-Vo =0, i>0,%€9. (6.6)

Concerning the boundary conditions across the interface I': (H1) implies that (u+ [u]r,)-nis

continuous across I" and the relation (6.1) yields a non-dimensional jump relation that reads

limi— lima| =[[d]r],(§,7), foryel(7).

X—y =y

_ie% i€@2 41 (67)
lim p— lim 5| =|[p]r),(3.7), foryel().
X—§y X—§y

J?E@] f(e% 41

Before going any further, let us underline that the overall two-phase system formed by (6.5), (6.6)
and the boundary conditions on I depends on both M; and M.

In this context, we will now characterize what is intended in this paper as low Mach regime. We
suppose that M; < 1 and M, < 1, and for a dimensionless variable o, of fluid i, we consider an

asymptotic expansion with respect to M; as follows:

(%) =M T &)+ M TV &)+ M &)+, K€ G(), F>0.  (6.8)

(k)

We now examine the behavior of &f: in the limit regime M; — 0O: introducing expression (6.8) in

(6.5) and collecting the terms with equal power of M;, we obtain:

. OrderMi_z:
Vi =0, xedi),i>0, (6.9)

. OrderMi’lz
v =0, ke (D), >0, (6.10)

. OrderMiO:
i>0,%€ %)
ip 0 +v. (pVa®) = o, (6.11a)
- 1 -~ 1 ~ -~
~(0)~(0 5(0)(0) o (0 ~(2) _ 0

#pPa0) +v. (500 g al >)+ﬁ3vp( ) = RT:I-V'S( ), (6.11b)
H(POEY 1V (FOEO + 50)a©) =0, (6.11c)

where 52 is the dynamic pressure related to the fluid motion, and 5 is the thermodynamic pressure.
The thermodynamic pressure 5(°) can be expressed as a function of p(®) and £(%) thanks to the EOS
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(2.3):

50) — pEOS (5(0) (0))

P =p; , in .@,‘(f),f>0. (6.12)

Thanks to (6.3), we can see that Ei(o) = égo) and then using (6.12) and (6.11c) we obtain

P +i-VpO 1 p@V.a® =0,  in G(7), for7 > 0. (6.13)

[=1]

We can now further characterize the limit regime M; — 0: equations (6.9) and (6.10) that pertain
respectively to terms of order M, 2 and M; imply that the pressure is homogeneous with respect to

the space variable up to a fluctuation of magnitude of Ml.z:

Vi=0(M?), %€ i), i>0. (6.14)

We now add two supplementary hypotheses. First, we assume that the boundary conditions are
chosen such that the space-homogeneous 5 is also independent of 7. Consequently, (6.13) implies
that

Vi =0 in %), for7>0. (6.15)

Let us emphasize that if such hypothesis is classic in the case of single material flow, it is much
stronger in our case due to the presence of the two-phase boundary. Second, we suppose that the

above property is also true across the interface, that is to say:

[V- @ + [[ﬁ((’)]]r)J =0, onl: (6.16)

Before going any further, let us sump what shall be referred to as a flow in the low Mach regime

for our two-phase model : such flow shall verify

V.i=0M,), t>0,x€ %), (6.17a)
Vi =0(M?), t>0,x€ %), (6.17b)
|V-(a+[a]r)], , = O(M)), t>0,x€T(1). (6.17¢)

An accurate scheme for low Mach two-phase flows should be able to preserve the defined low
Mach regime. In the following sections, we will recall the sharp interface numerical scheme for
compressible two-phase flows presented in [108], and examine its behavior for initial data in the low
Mach regime defined by (6.17).

6.2 Low Mach behavior of the numerical scheme

In this section we will present a set of conditions that the discretization strategy of Chapter 5 needs to

verify in order to accurately approximate the two-phase flow presented in Chapter 2 when the flow
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matches the low Mach definition (6.17). For the sake of brevity we will not examine the viscous stage
of the numerical method as it did not have a significant impact on our numerical results in practice.
We first recast the first two subsystem we considered in Section 3.3 using non-dimensional form

in the each domain ;. By omitting the external sources, the acoustic system reads

(po:(1/p)—V i =0, (6.182)
1 -
i poii+—Vjp=0, (6.18b)
i>0,%5€9 Com?
poE+V-(pii) =0, (6.18¢)
3¢ = 0. (6.184d)

As the Mach number M; is explicitly involved in (6.18), it is also interesting to consider the evolution
of . i(® and £ through the acoustic phase. We get

3:p? =0, (6.192)
. 50040 + V% =0 6.19b
f> 0, Xe Yy p ! ? ’ ( )
oE0) =0, (6.19¢)
d¢p =0 (6.19d)
The transport subsystem in non-dimensional form becomes
i>0,%€9;  ob+V-(ba)—b(V-u)=0, b= (p,pi,pv,pw, o). (6.20)

In order to examine the behavior of the numerical scheme, we will follow the lines of [15] by
considering smooth solutions of (6.5) that fulfill the low Mach regime requirements (6.17). We note
(%,7) + b any rescaled fluid parameter associated with this solution. We commit an abuse of notation
by setting b(% i) = b ;- Then we shall inject such solutions into the rescaled numerical scheme and

study the resulting truncation error.
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6.2.1 Low Mach behavior of the acoustic step in the bulk

We start by examining the acoustic step by considering a cell Q; C Z;. Let us note a; = { ‘rnax }(p,c,),
r| Q,Cc2

for the sake of simplicity we suppose that the artificial acoustic impedance are defined using (5.9)

with the uniform choice a; = g; for all cell Q; C ;. Then, the non-dimensional form of (5.15) is

L 11 ) |0Q |
P o — = | A iy =0, (6.21a)
]<P}1+ P7> ke;(j) |Q‘j" !
nent o AT 0Q] .
CACHE RS =EDY |Q{‘ Ay =0, (6.21b)
i ke (j) J
b 2Q;
PrETT —E})+ AT | Q{"’ﬁ;kzz;kzo, (6.21c)
ke AN (j) ‘ /|
% njk-(ﬁj+ﬁk) 1 ﬁfj—ﬁfk
= — 6.22
where o 2 M; 2a; (6:220)
i+ 7 (1 —
7 = ,er L ,-“’(“kz %) . (6.22b)

The low Mach hypothesis (6.17) implies that that there exists two smooth functions A; and B; of
magnitude O(M?) such that we have

750 ﬁ(ikaf)'n:ﬁ(ij?f)'n+Ai(ij7ikaf7n)|ik_ij’a (6.23a)
t>
P(%,7) = p(X;,7) + MPBi(Xj, %, T) [% — X;| + O(MPAR). (6.23b)

for any X; and X; in ;. Relations (6.22) and (6.23) yield that

* & g 1 .o Als S ~ =
W5 = 0(Kjp,7) My — gM,-B,-(x.,-,XkJﬂxk — /| + O(M;A%) + O(AF?), (6.24a)
L

Ty = PRy, D) — ElMiAi(xj,xk,t,n)|Xk — %]+ O(M?AR) + O(M;AF?). (6.24b)

Classic computations yield
Y a0 &u, D)y =V -1 (x;, AT+ O(AFP), (6.25a)

kev(j)
Y B(xje.f) -y =Vp(X;,)) AT+ O(MAF), (6.25b)

kev(j)
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so that by injecting (6.24) and (6.25) into (6.21), we get

o = 0(ATM?) + O(AF), (6.26a)
~ ~ 1 -~ ¥
i>0 %€ oa® + VP = O(AM?) + 0(?1) +O(A7), (6.26b)
3E") = 0(AxM?) 4 O(AT). (6.26¢)

6.2.2 Low Mach behavior of the transport step in the bulk

The transport step in non-dimensional form for a cell Q; C % reads

- - T At . V2 .
QN #0, b :b;w_@ ) |ank|ujkb;%,j+b;z+|Q| Y 10Q il (6.27)
I ke I ke

where the flux terms E’j,j are non-dimensional form of (5.23) and (5.24) with respect to the fluid i. By

injecting injecting the low Mach solution into (6.27), standard computations show that it yields

i>0,%€ %, 0b+V-(ab)—b(V-i)=0M AZ) + O(Al) + O(M;A%), 628
eq{ '

6.2.3 Low Mach regime accuracy analysis and fix for the bulk flow

Results presented in sections 6.2.1 and 6.2.2 are coherent with the literature: in the acoustic step, a
truncation error term of magnitude O(A%/M;) that appears in (6.26b) suggests that important loss of
accuracy may occur when M; < 1, while in the transport step, the truncation error remains uniform
with respect to M;.

Many works over the past years have proposed low Mach corrections for single-fluid flows
[40, 65, 26, 11, 15]. The fix usually amounts to use a centered pressure evaluation at the cell interfaces
in the low Mach regime. In the case of a two-phase flow, let us recall two modifications that have
been proposed in the literature.

Noting (M;)jr a local evaluation of the Mach number M; at the interface dQj and setting
0jx = min((M) ji, (M2) jx, 1), Peluchon et al. [82] proposed to replace 7* by altering terms related to

velocity jump as follows:

woaw _ T+ a;(m+ [plr,)

- ajdy
jk

— 8
aj+ag aj+ag

l‘ljk(llk —u;+ [[llﬂrjk). (6.29)

Chalons et al. [16] studied a slightly different low Mach correction with a centered pressure which

can be expressed as:
7+ M+ [Plry

0.cP
= (1 0) >

+ 0T (6.30)
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Let us underline that the two-phase models studied in both Peluchon et al. [82] and Chalons et al.
[16] are different from our framework as they involve potential mixture regions where both fluids
can simultaneously be present. Applying either (6.29) or (6.30) in our case succeeds in controlling
the error term in the momentum update of the acoustic step in pure fluid i region. Indeed, either

corrections will enable new truncation error estimate

1

i _ 1 - OAT
[>0.8€%  poii+ Vp= O(AFMP) + 0(M> +O(AF), (6.31)

1

where 6 is an upper bound for all 6.

6.3 Asymptotic behavior of existing low Mach schemes across the in-
terface

We have seen in Section 6.2 that in the low Mach regime, our discretization strategy may suffer
a loss of accuracy in each pure fluid region Z; of the computational domain. This drawback is a
classic pathology in the case of single fluid flows that can be improved by modifying the pressure
discretization. We shall now investigate in the present section the behavior of the numerical scheme
across the two-phase interface in the low Mach regime. We will see that different variables in the low
Mach regime are triggered by the abrupt jump of the medium properties across the interface.

N=(j)

Fig. 6.1 1-D sketch of a cell j across the interface I, separating domains %;, with its full neighborhood
" and partial neighborhoods .#"*(j). Distance function ¢, positive at cell j. Discontinuous pressure
field p across the interface with non-dimensional values at cells j and k.

Once again, we consider a smooth solution of (6.5) that fulfill the low Mach regime require-
ments (6.17). We consider a cell ©; such that ¢ > 0 that lies in the vicinity of T so that .4~ () # 0.
Let 7 be a neighborhood of x; so that 7" N %2 # 0 and ¥ N %, # 0. Thanks to the smoothness of
the velocity we know that ||, and its derivatives are of magnitude O(M?) within the entire region ¥’

for i = 1,2. Thus there exist a smooth function A such that the variation of the normal velocity at the
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boundary Q; reads

(

\

Similarly according to (6.17b), L@

two smooth functions B; and B, respectively of magnitude O(M'

e - . L AX i -
la(%;,7) -ny |, = “(Xjk,f)'n./k+A(Xjk7Xjaf7“kj)’ 5 | +O0(AP)

o e L AXp i g
[a(%e, 1) -my |, = u(xkj’f)’njk+A(ij7Xk>t7njk)| 2] +0(AF)

[6(%e,7) - mj ], =

ﬁ(ikj,a ‘D —|—A(ikj,ik,t,l‘lkj)

forke A(j), (6.32a)

41

for k € A *(j), (6.32b)
J1

|A%y |
2

fork € A (j). (6.32¢)

42

2) within 7 N ; so that there exist
9) and O(M?) such that

J is of magnitude O(M,

|5(&;,D)], = | B(&je,T) + MB1 (%0, %) jax 2”" +O(MTAR) J o frke () (633
|p(Re,D) |1 = | P(Rajo ) +MiB: (R, Ry, T) ‘ Gl + O(MZsz))J fork € A T(j), (6.33b)
P& = | paged) + M3Ba(Rje,%e,7) 'A’;kf' ¥ 0<M%M2>>J | frke (). (63
The jump condition across the interface can be expressed as:
|P(Rjis ) = p(ajoT) | = [[PIry ],  whenke 47 (j), (6.34)
and
\@(Xj,7) — (%, 1) |, = [[@]r,],  whenke A (j). (6.35)

It is important to note that | 5(X,7)], (resp. |dx], ) when k € .4~ () is not of magnitude O(1) as
p(Xr) (resp. ay) is evaluated in 2, but it is rescaled using the characteristic values of the fluid 1.

Nevertheless when k € .4~ (j), one can exhibit express | p(Xk) |, and |dx], using terms of magnitude
O(1) as follows:

[5(%1) |, = (5D 1/ (0B3), (6.36)
and
L], = ldi),(0p2). (6.37)
Thus (6.33¢) can now be expressed using characteristic values of the fluid 1, that is to say
K, 7
| P(Ri, )|, = [P (( kﬁ ))J = { (Rij,7) + MiBo (%5, %4, 7) ’ | o + O(M; sz)och . (6.38)
2 1

Following the same standard lines as in Section 6.2 for the bulk flow, we can now reinject the low
Mach solution into the expression of the numerical scheme in order to express the truncation error.

We examine the cell Q; and consider that it is mostly occupied by the fluid 1 as we supposed that
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¢; > 0. We will study the behavior of two elements of the numerical scheme: the discretized pressure
at dQ j; and the update of ﬁj(-o) when k € A7 (j) #0.

6.3.1 Low Mach flow across the interface: behavior of the pressure near the interface
during the acoustic step

Let us consider ﬁ;,;e’cp the non-dimensional form of corrected flux defined by (6.30), fork € A4~ (j) #
0 we have that

~%,0,CP i+ %+ [plr, .. Ei+7+[plr,
W le {Zﬂf o Ty . (6.39)
By (6.32), (6.33), (6.34), (6.37), (6.38) and (6.30), tedious calculations show that
~%,0,CP o 22 LajJﬂkozO‘ZﬁZ . o = .
#OCP | = p(RiD) | + OMPAR) + 0, M AK %, )% — X
Lﬂc J1 |p(&je,D) || + O(MAT) + 6 "a,], + LG p0Pa (%) %, 1, )[Ry — X
i |, . N -
=0k | — : kj2~ g Bi(Rj,Xju, D)% — X, | | M}
[a;], + Lac] 00 (6.40)

laj],02 C e e e
+9jk<Lde]+LészaZﬁsz(Xjk,Xk,ka—Xjk! M;
(1 —ij)(

M

Bi (%), %1, 1) [%jx — X;| — B (Re, X, T) 02 |Ric — K ji| ) M7

Then we can see that in the fourth line of (6.40), when o, becomes large, it may produce important

errors for the estimation of the pressure gradient in ;. Indeed, let us consider

BT —m| e - a5, , , )
A7 = A7 +O0(0uM) + O(M7) + O(8xM1) + O(0r 00 My).
Using (6.33) we get
V;};GCP B EjJ 1 2 2 2
A% :O(OCQMI)+0(M1)+0(9jkM1)+0(9jk062M1). (6.41)

Therefore, when o = O(1/M;), this suggests that the discrete gradient estimation in the vicinity of the
interface may grow to reach a O(1/M;) magnitude which violates the low Mach hypothesis (6.17b).
Analysis given in Appendix. B shows that the AW type correction could involve a truncation error of
magnitude O(0p) to the discrete pressure gradient in the momentum update, which also disobeys he
low Mach hypothesis (6.17b).
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6.3.2 Low Mach flow across the interface: evolution of the density near the interface
during the acoustic step

We now evaluate the discretized normal velocity Lﬁij | for k € A4 (j): by combining (6.32), (6.33),
(6.34), (6.37), (6.38) and (5.18a) we obtain

- Soo o x|, 008 | S R .
Luijl :Lu(Xjk,t)J et ( Ld J n Eko Py ~3 A(Xj, X, 1,0 )| ARy |
J11 2
1 C o o A o A% | (6.42)
— B (X, X, + Bo(Xp,Xig,f) 0o ——— | M
Ldjh*'mkaﬁZaZ( 1(/ ./kN) ) Z(k /k~> 2 B 1
+O0(AFM)) + O(AF).
We can now inject (6.42) and (6.24a) into (6.21a) and considering only M? terms we get
= 7 aZBZ 1 o~ o~ -2 40 -
P~p(0)J S _la,¢ — 2 A, % 7o) + O(ATMY) + O(AT).  (6.43)
t ! ke,/;(j) LaJ'J  t lar],00B, 2 ! !

Then one can see that due to the discrepancy of characteristic quantities that occurs when o, > 1 and
B, >> 1, relation (6.43) suggests that p(°) can no longer remain constant up to a terme of magnitude
o(1).

Truncation error for the transport update in the vicinity of the interface

We now turn to the transport step and by using (6.42) we first remark the normal velocity estimation
verifies
@5 ], = [0, D) ], - njx+ | O(AEMY o) B) + O(M) | . (6.44)

Now, for b € {p,pu,pv,pw,pE} and k € A~ (j), following (5.23) we know that b is be
obtained either by the upwind choice within the same fluid either by a linear Ghost fluid extrapolation.

This means that in either case
B = b(%x,7) + O(ARM] o) B). (6.45)

Therefore, in the neighbourhood of I', we obtain a similar truncation error as in the bulk fluid case
(6.28), that is to say if b € {p, pii, pv, pw, d }, we have

0:b+V - (h) — b(V -1t) = O(M Azl B2) + O(AT) + O(M;Azal BY). (6.46)

Consequently, (6.46) suggests that the transport step does not perturb the low Mach regime.
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6.4 New low Mach correction

We have seen in Section 6.3 that within cells neighboring the interface I', even the classic low Mach
corrected schemes failed to preserve the low Mach regime defined by (6.17). The cause of the error
seems to originate from the jump of the characteristic values that are associated with the fluid across I'.
Indeed, if one considers the expression of the dimensional pressure in &;, we get from the asymptotic

expansion with respect to M; that

p=pip=pOpic; + pVpiciir+ pPpi +--- in 7. (6.47)
In the low Mach regime defined by (6.17) we know that the first two terms in (6.47) are constant in
9); so that the variations of p are dominated by the dynamic pressure with a magnitude p;i#%>. Across

the interface I, the dynamic pressure with a magnitude undergoes a jump that is characterized by

)
pau”
pa?

. (6.48)

m
discretized centered pressure term. For similar reasons, relation (6.43) shows that the the presence

1
This corroborates the fact that the error term of magnitude O <a> in (6.41) is issued from the

of &y and B, in (6.42) does not allow to recover an accurate estimate of V - (ﬁ(o)) = 0 in the acoustic
step. This results in variations of p(®) of magnitude O(1) that generate spurious oscillations in
the thermodynamic pressure. In order to cure these problems, we propose to use a new numerical
discretization for the pressure and the normal velocity terms at the cell interfaces. Our new numerical
scheme should account for the variation of characteristic values associated with the dynamic pressure
and also provide a reliable discretization of V- (ii(?)) in the vicinity of I. We introduce the following
discretization of the pressure and the normal velocity at the interface dQ j of a cell Q; for k € A7(j)

2

7+ pj(me+ [Pl

ﬂ;,ge’N:(l—Gj )pk i+ pj(m+ [plr,)
Pj+ Pk

aju; + auy + [[“ﬂr,-k " T — T — [[P]]r,-k

*,0,N
u. "’ :(1—9~k)n-k~
Jk TR aj+ak aj+ak

+ ijnjk , (6.49a)

+ 0T (6.49b)

We can now apply the lines presented in Section 6.3. Supposing that the flow verifies the low
Mach hypotheses (6.17) and considering a cell ; that is crossed by I', if k € 4"~ (j) we have that

70N _ bk Lk, 00 | P y
\‘ujk Jl - Lu(xjk’f”l .njk+6jk<tde] + LkoQ(XZﬁZ _E A(Xj’xk7t7njk)|Aij‘
1 I . Aikj|> (6.50)
— — B (X, X, + By (Xg, X ik, 1) 00 M,
PR GUA e et CER LS

+ O(AZM) + O(AF?),
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and

Lﬁ}?ée’NJl:L (&jeo) || + O(MPAP) + 6 M, CE :

o (1 —0jk) - A%y | o o A% o
e \B1EERRD T B Re%e ) )M (6.51)
Lax |, 008 oo oo ARG '
— 0 ~ By (%, %, ) —M;
Tlag], + la) 2
|a;], 00 N S
+ 0L By (Rji, Ky, ) —— M.
/ Lale-i— Laka(xzﬁz / 2
(6.51) gives a discrete pressure gradient:
~x 0N
a7 —m; (2 50
Y n - aw)
L= P i +O(M}) +0(8;:M;) + O(8jx0uM7). (6.52)

Ax AX
The truncation error uniform with respect to the density ratio, sound speed ratio and Mach number.
Injecting the estimates (6.50) into (6.21) yields the following truncation error to the density evolution

for the acoustic step:
95" | = o(axmaspy). (6.53)

As a conclusion, (6.52) and (6.53) provides a truncation error which is uniform respect to My, o,
and f3,, to the discrete gradient estimation and density evolution, the low Mach hypothesis (6.17) is
generally maintained without truncation error of large magnitude such as O(ﬁ) and 0(—)

As for the transport step, the dimensionless corrected intermediate velocity uek (6.51) can be

written into the same form as (6.44). Therefore, we can get the same conclusion about the transport
step: the discrete transport step with the new low Mach correction is capable of satisfying the necessary
condition of AP property.

An important feature of the new low Mach corrected solver for the acoustic step is that it can be
associated with an approximate Riemann solver (§; W;, W,) — WX, ({; W;, W,), defined by

W, ifc < —ay,
WVl i g <<,
WRp(§ Wi, W) =9 ! (6.54)
WiVl if0< ¢ <a,,
W,  ifa, <,

with intermediate states W;F’N’e and W% defined by
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- —
u;’e’N —(1-6,) w +uy + [u]r, + Glralul +aruy +a,[ulr, + 2 ; —[plr, 7 (6.552)
2 a,+a, a;+a,
£ON up +uy — [u]r, apug +aruy —ap[ulr, | wf — =t —[plr,
ON _(1_p ) r : 6.55b
Uy ( Ir) 2 + O ar+ay * ap+ay ’ ( )
T T
TN (1-6,) prm + pi(7 + [p]r,) Lo,r, (6.55¢)
1 Ir
p1+pr
pr+pr
11 G (w—w+ [u]r,) +m - 7 — [plr, 6.55
AN T, T (a1 +a) ’ (633
p, Pi ai\a;+ar
I i %(u,—uz—i-[[u]]rjk)-l-ﬂr—ﬂl*‘ [[p]]ij (6.55f)
p;‘767N pr ar(a[ +Clr) ’ ‘
VT.O’N =V, v:*(797N =V (655g)
WT,G,N = wy, W»;,e,N —w,, (6.55h)
*0,N « 0N
" T 1y — T .
EON—f T ! ly (6.551)
ap
«ON «ON
T sV — TT,
EON g . (6.55))
ay
With analysis in C, the following constraints for the acoustic impedance a; and a,:
T — 1+ [p]r,
aj :p161+7/[2—Hp1{2W‘Ful_ur_[[u]]l"jk )
if 7 —m+[plr, >0, (L mem bl !
_ Yt 2# — — .
ar = PrCr+ 2 pr{ a + prer +uw —uy [[u]]rjk +’
(6.56)

_ 7+1 27.[[ — T — [[p]]ij B .
Gr=prert Pr{ cipr+crpr e fulr <

m,—m+ [plr,
——————— " by —u—[ulr, ¢
ar+ pic; e

it 7, —m+[plr, <0,
ar = picr+ Y]THPJ {2
(6.57)
can satisfy the positivity of pl*’e’N and p, %N In low Mach regime, the second terms on the RHS of
equation (6.56) and (6.57) could reach of magnitude of O(M) with respect to the characteristic value
p¢é. With the definition in (6.56) and (6.57), the acoustic impedance constraints in (5.10) is sufficient
to preserve the density positiveness. To simplify the problem, we take the same acoustic impedance
conditions as in (5.10).
As the same acoustic impedance is employed for low Mach schemes with AW, PC or the new

correction, the same constraints on time step At is adopted. These three low Mach corrections have
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almost no difference in CPU time, in the next section, we will check the performance in terms of

accuracy.

6.5 Numerical validation of low Mach corrections

As presented in precedent sections, the new low Mach correction gives a uniform truncation error with
respect to Mach number M, density ratio @, and sound speed ratio f3,,, while the acoustic impedance
weighted type or centered pressure type corrections could not satisfy the necessary conditions for
asymptotic-preserving property. To examine the numerical behavior for two-phase flow, we implement

two classical test cases: the two-phase Gresho vortex and the static bubble.

6.5.1 Gresho vortex problem

The Gresho vortex [38, 74] is a rotating flow with a time-independent solution of homogeneous Euler
equations. Here we adapt this problem to two-phase flow. A quasi-incompressible fluid 1 is placed
inside a quasi-incompressible fluid 2, with a vortex centered at (x,y) = (0.5,0.5). By using polar
coordinates (r, 1), the density distribution can be expressed as:

0 r<0.2,
p(ro)={"1 " (6.59)
pg r>0.2,

We keep the same angular velocity distribution as proposed in [74]:

(0, 5r) 0<r<0.2,
(ur, up)=1<(0, 2—5r) 0.2<r<04, (6.59)
(0, 0) r>04.
The velocity reaches its maximum value of uy max = 1 at the interface between two different fluids

(r=0.2). As the centrifugal force is exactly balanced by pressure gradient, the pressure distribution

can be given by:

po+12.5p; 72 0<r<0.2,
p(r,®) =< po+0.5p; +12.5p5(r> —0.04) +4p2(1 —5r+1n(5r)) 02<r<0.4, (6.60)
po+0.5p1 —2.5p2 +4p21n2 r>04.

The reference pressure pg satisfies:

0
po=—bL_ap— P g 6.61)

- 2 - 2
" Ml ,max ’YZMZ,max
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where 77° and 73 are two constant pressures related to the EOS of fluids 1 and 2. As presented in
Table. 6.1, we define Problem #1 — #4 with different fluid properties.

Fluid 1 Fluid 2

# P1 M, ,max i P2 MZ,max )7 O, Bm

1 1 1073 1.666 1 1073 1.666 1 1
Gresho 2 1 1073 1.666 100 1073 7.14 0.01 1
vortex 3 1 1073 1.666 1 1073 7.14 1 0.01

4 1 1073 1.666 100 1073 7.14 0.01 0.01

Table 6.1 Numerical parameters of Gresho vortex test problems

Problem #1 is original test case from [74] where two fluids with the same fluid property are
considered. Problem #2 is dedicated to testing the ability of the low Mach correction in the case
of large density ratio, while the initial sound speeds of different phases remain the same. Problem
#3 is devoted to checking the ability of the low Mach correction that takes account of a large Mach
variation, while the initial density remains the same at each phase. Problem #4 is a test case with both
high density ratio and large Mach number variation.

Fig. 6.2 Magnitude of the velocity field of two-phase Gresho vortex problem #1 with a resolution of

100 x 100. (a): without low Mach correction; (b) AW type correction; (c) CP type correction; (d) new
low Mach correction

Fig. 6.3 Magnitude of the velocity field of two-phase Gresho vortex problem #2 with a resolution of

100 x 100. (a): without low Mach correction; (b) AW type correction; (c) CP type correction; (d) new
low Mach correction.
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Fig. 6.2 shows snapshots of Problem #1 at t = 0.1 for the numerical scheme without and with
low Mach correction respectively. Without low Mach correction, the effect of dissipation is obvious
and the vortex has completely disappeared. All of the presented low Mach corrections give the same
numerical results for problem #1 since the properties of the two fluids are the same. With a low Mach
correction, the vortex is not degraded, showing the efficiency of low Mach correction.

Fig. 6.3 — Fig. 6.5 present numerical results of the Gresho test case with different fluid properties.
From these figures, we can get a global conclusion: numerical scheme without low Mach fix can not
preserve the vortex while the new low Mach correction always provides a satisfactory prediction.

Fig. 6.3 presents numerical results of Problem #2 with large density ratio. For the numerical result
related to the CP type correction, there are some instabilities as soon as f = 1073, As presented in the
asymptotic analysis, the CP type correction provides an error of magnitude of ai for two fluids with

m
the same sound speed. The acoustic impedance weighted correction can well preserve the vortex as
well as new low Mach correction since the new low Mach fix gives the same truncation error on the
momentum equation as the AW low Mach correction. The correction on u* does not seem to play an

important role in this test case.

Fig. 6.4 Magnitude of the velocity field of two-phase Gresho vortex problem #3 with a resolution of
100 x 100. (a): without low Mach correction; (b) AW type correction; (c) CP type correction; (d) new
low Mach correction.

Fig. 6.5 Magnitude of the velocity field of two-phase Gresho vortex problem #4 with a resolution of
100 x 100. (a): without low Mach correction; (b) AW type correction; (c) CP type correction; (d) new
low Mach correction.



6.5 Numerical validation of low Mach corrections 93

Fig. 6.4 shows the numerical results of Problem #3. All these low Mach corrections can well
preserve the vortex. For two fluids of the same initial density and large sound speed ratio, all these
low Mach corrections provide with errors of magnitude O(1), uniform with respect with M, o, and

B, but the asymptotic-preserving conditions are not strictly respected by AW or CP type correction.
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Fig. 6.6 Velocity magnitude profile on the horizontal line passing through the center of the vortex.
Red line: AW or CP correction; blue line: new correction.

For the Problem #4, the low Mach scheme with AW or CP type correction provides the same
results since the initial acoustic impedance ratio of two different fluids is set to 1. A global view of the
vortex at ¢ = 0.1 is presented in Fig. 6.5(b) or Fig. 6.5(c), we can find that the vortex is maintained.
With the velocity magnitude profile on the horizontal line passing through the center of the vortex
given in Fig. 6.6, we can see a more quantitative result: compared with the new correction, the velocity
field of either AW or CP type correction is no more smooth, the vortex is distorted.

From the results of the Gresho vortex problem we conclude that, with a qualitative analysis,
either AW or CP type low Mach scheme cannot preserve the two-phase vortex with large density
ratio as a truncation error of magnitude of O(ai) is involved. This test case is not sensitive, even

m
if the asymptotic-preserving conditions such as a constant thermodynamic pressure are not strictly

respected, the low Mach scheme can also preserve the vortex.

6.5.2 Static bubble

To indicate the influence of existing low Mach corrections on scheme temporal stability with capillary
effects, the "Static bubble" test case is certainly the first case of rudimentary simulation to implement.
The simplicity of this case of simulation makes it possible to well isolate the capillary phenomenon,

the theoretical solution being simply dictated by Laplace’s law.
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Fluid 1 Fluid 2
# p1 P Lai | p> Py Lay | O P
5 1 0 1.4 12000 1 0 1.4 12000 1 0.63
Static 6 100 17 7.14 120000 1 0 14 1200 0.01 1
bubble 7 1 300 7.14 12000 1 0 1.4 12000 1 0.025
8 100 0 7.14 120000 1 1292 14 1200 0.01  0.01
Table 6.2 Numerical parameters of static bubble test problems
10-3 —— without correction 10-3 —— without correction
-—- AW correction -—- AW correction
—-- CP correction —-- CP correction
05 M, 0 New correction 105 New correction
g S 107 107 .
5 s /TN
2 3 ~ /
S 2 10 Y 102 47
1071 o \\\\ o 0.04 le)a‘
N MY
10-13 | \\‘\»_v(\rv\,rw{ s Y ik
1071 T T T 1071 T T
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(a) Problem #5: a,, =1 B, = 0.63 (b) Problem #6: a,,, =0.01 B, =1
7 I . ;
- ; — without correction _3 ] — without correction
1072 /'/ —-=- AW correction 107 'r -—- AW correction
; —-= CP correction —-- CP correction
10-5 S R New correction 054 New correction
5 1077 51077
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2 2
= 107 S 10
10-11 4 10-11 4
10-13 10-13 4
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(c) Problem #7: o, = 1

By = 0.025

(d) Problem #8: o, = 0.01

B = 0.01

Fig. 6.7 Temporal evolution of dimensionless velocity fluctuations of a 2D bubble (La=12000) at
resolution of R = 12.8Ax

A 2D bubble with a radius of R = 0.4 containing fluid 1 is placed in fluid 2, which are both
incompressible. The initial pressure into fluid 2 is pg = 1. To satisfy the Laplace’s law, the initial
pressure in fluid 1 is given by: p(l) = pg + 6/Ry. The surface tension coefficient of o is set to
0.6144, and the Laplace number is defined as La = 2pRc /u?. For problems with different densities
in each phase, we keep the same dynamic viscosity and different Laplace numbers in each fluid.
Problems #5 — #8 are designed with different fluid properties (see Table 6.2). With the same design as
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the Gresho vortex problem, Problem #5 considers two fluids with the same EOS and initial density.
Problem #6 is devoted to checking the ability of low Mach correction that take into account large
density ratio. While Problem #7 takes into account the variation of Mach number while the initial
density of each phase remains the same. Problem #8 is a more complicated case with a high density
ratio and a large Mach number variation.

The existence of discretization errors on the curvature act as an initial impulse that makes the
bubble oscillating. With the effect of physical viscosity, the velocity amplitude of bubble oscillation
decreases and the bubble should return to rest. In order to test the scheme numerical stability,
configurations with high Laplace number should be considered, corresponding to low physical
viscosity. In the present study, the Laplace is set to around 12000. As presented in [83], the
redistancing step tends to perturb the curvature and prevents the system from reaching an exact
balance. For this test case, this step is not activated.

Numerical results for Problems #5 — #8 are presented in Fig. 6.7. In this figure, we can find that the
numerical results of some configurations are absent. From local zoom, we can find that these absences
correspond to the divergence of the numerical result, the scheme stability is not ensured. With results
presented in Fig. 6.7, we can get a global conclusion: numerical scheme without correction and with
new low Mach correction converge and the velocity fluctuations are reduced to machine precision.
Low-Mach scheme with AW or CP type correction can not always converge and maintain the scheme
stable. For configurations in which the velocity fluctuations are reduced to machine precision, the
low Mach scheme can always reduce the velocity fluctuations at a lower rate than without correction,
proving that the numerical dissipation is clearly weakened.

For two fluids with the same EOS and initial density (Problem #5), all of the present low Mach
corrections show good behavior of recovering the machine precision fluctuations. But the numerical
results of these low Mach corrections are a little different as the pressure jump across the interface
leads to different sound speeds.

For Problem #6 with large density ratio, the acoustic impedance weighted type and the new
low Mach corrections can maintain a good convergence, as they provide the same truncation error
for the momentum update which is independent of density ratio ¢,. While the CP type correction
involves a truncation error of magnitude O(ai), the numerical result shows an immediate divergence.
When the velocity fluctuations amplitude is reduced to around machine precision, the low Mach
scheme with AW type correction starts to diverge. Compared to the new low Mach correction, the
AW type correction provides an extra truncation error of magnitude of O(1) on mass and energy
update associated with u*, showing the importance of the correction on u* on preserving constant
thermodynamic pressure.

While for the Problem #7, we can observe similar results as Problem #6. At the beginning of the
simulation, the numerical scheme with CP type and new low Mach correction can decrease velocity
fluctuations. Compared to the CP type correction, the AW type correction provides an extra error of
magnitude of O(1) related to the first term of RHS of %94 in (6.29) as presented in the second line
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of (B.2), the numerical convergence is not observed. When the magnitude of dimensionless velocity
fluctuations is decreased to 108, the phenomena of divergence is observed as the necessary condition
of not satisfied according to the asymptotic analysis in (6.43).

As for Problem #8, both AW and CP types corrections provides the truncation error of magnitude

1 . . . .
O(—). As expected, these two low Mach corrections cannot give satisfactory numerical results.
m

Conclusion

In this chapter, we studied the simulation of a compressible two-phase flows model with sharp
interfaces in the low Mach regime. We proposed a definition of the low Mach regime that accounts
for possible great discrepancies between the orders of magnitude that are associated with the fluid
properties of each phase. We showed that classic low Mach fixes of the literature for Godunov-type
solvers provide accurate results on Cartesian grids far from the interface. However, focusing on the
numerical method proposed in [108], we analyzed the behavior of the scheme in the vicinity of the
interface. We found out that the abrupt changes of order of magnitudes of the flow parameters across
the interface dramatically impact the precision of the method. Indeed, one could see that for an initial
condition that verifies the low Mach regime defined in this work, the computed solution will rapidly
stop to satisfy the low Mach regime requirements in the vicinity of the interface. We then proposed
two new numerical solvers that can cope with these important variations and that preserve low Mach
regime approximated solutions.

Numerical results were presented for the Gresho vortex test-case that showed good performance
of the proposed low Mach correction. The new methods were able to successfully capture static

bubble equilibrium with a high Laplace number.



Chapter 7

Numerical results

After previous verification of the correct implementation of the Level Set advection and analysis on
low Mach correction, we now assess the performance of our two-phase flow solver on verification test
cases. The approximate Riemann solver WX}, (6.55) with the new low Mach correction is employed
for all test cases.

Kokkos
nmilhen performance portability for C++ applications uE
‘I, v v
== = ﬁ_ @_ EEE
L—ooa{ L_oog 1
Multi-Core Many-Core APU CPU+GPU

Fig. 7.1 Presentation of Kokkos.

To implement numerical experiments and validate our numerical model, we develop software
for two-phase flows by using the C++ programming language. To enable portability, we implement
the Kokkos library which is the C++ library for performance portability. As shown in Fig. 7.1, with
the Kokkos library, the software could work on different architectures with or without accelerator.
The software works on a high-performance machine "Poincaré" which is hosted by the Maison de la
Simulation. There are 92 CPU nodes and 4 GPU nodes in Poincaré. Each CPU node is composed of
2 processors Sandy Bridge E5-2670 (2.60 GHz, 8 cores per processor, 32 GB of memory per node)
while each GPU node is composed of 2 processors Sandy Bridge E5-2670 and 2 GPU Tesla K20.

Test case "Two-dimensional sloshing" could be applied to simulate maritime transport of liquefied
natural gas. Test case "Rayleigh-Taylor instabilities" is employed to evaluate the performance of our
model with large interface deformation. Test case "Static bubble in equilibrium" is utilized to assess
the performance of our model with the presence of surface tension effects. Test case "Rising bubble"

is frequently encountered in industrial processes. With this test case, we can study a complex flow
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with surface effects. Test case "1D non-isothermal problem" is set to check the good implementation
of thermal effects. All test cases with phase change including "Stefan problem", "Sucking problem"
and "Growing vapor bubble in a superheated liquid under zero gravity condition" are employed to

validate our phase change model in 1D and 2D respectively.

7.1 Two-dimensional sloshing

In this configuration, two non-miscible inviscid fluids of different densities p; and p, with p» > p; are
initially at rest in a rectangular tank, the lighter fluid being over the heavier one (see Fig. 7.2). Gravity

g is acting in the vertical downward direction. Then the tank is subjected to a constant horizontal

B

g
01

h

02

-h
%0 L

Fig. 7.2 Sketch of the sloshing tank with acceleration vectors.

acceleration ag with ag/g = 0.01. Initial pressure distribution is hydrostatic (reference py = 10° Pa).
Gas is described by an ideal gas law with density p; = 1 kg m~ and y; = 1.4. Sound speed in the
gas is around 370 m s~—!'. Liquid is described by stiffened gas law, with density p, = 1000 kg m >,
% =T7and p5 =3.31 x 10 Pa. Sound speed in the liquid is around 1500 m/s. Gas and liquid heights
are 1.25L and L respectively with L = 1m.

Since ap/g ratio is small, the interface position can be given analytically by a linear potential

approach [18]:

ap L 4
Ex,t)=—|x—= ) —5—~cos(wa11t)cos(kapi1x) |,
8 2 rgz) Lk%n+l

an

7 is the wave number,

where & (x,7) is a function which give the theoretical interface position, k,, =

and w, can be given by:

gkant1(P2 — p1)
P1 COth(kzn_Hh]) + P2 COth(k2n+1h2)

2 _
w2n+l -
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Fig. 7.3 Temporal evolution of interface at x = 0 and at x = L with a uniform mesh 40 x 90. red line:
present method with low Mach correction; blue line: present method without low Mach correction;
black line: analytical solution.
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Fig. 7.4 Temporal evolution of interface at x = 0 and at x = L with a uniform mesh 80 x 180. red line:
present method with low Mach correction; blue line: present method without low Mach correction;
black line: analytical solution.
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The evolution of computed interface positions on the left and right sides of the tank are compared
to analytical solutions, at different spatial resolutions (Fig. 7.3 and Fig. 7.4). We observe that the
present numerical scheme without low Mach correction is highly dissipative and cannot describe the
interface. This is mainly due to the intrinsic dissipation of the scheme (first-order). A posteriori, Mach
number of this flow is found to be around 2 x 107: in this low Mach regime, an adequate numerical
scheme is mandatory. Proposed low Mach correction eliminates excessive numerical dissipation (even
without any MUSCL reconstruction) and results coincide with the analytical solution even on a rather

coarse mesh.

7.2 Rayleigh-Taylor instabilities

A test case involving more severe deformation of interface is investigated: "Rayleigh-Taylor instabili-
ties". An accurate numerical description of the interface is needed to follow the complex evolution of
interface within this flow. The computation domain is rectangular and filled by two non-miscible fluids
of different densities p; = 1 and p, = 1.8. The two layers of fluid are initially superimposed with the

heavier one over a lighter one. Initial interface is perturbed and located at y = 1 — sin(27x). Reynolds
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Fig. 7.5 Vorticity of Rayleigh-Taylor instabilities test case with a resolution of 320 x 640 at t* = 1
(left) and #* = 3 (right), black lines: the interface.

number is based on the half-height of the domain for both fluids: Re = p \/W /= 420. Ideal
gas law is used for both fluids, with a reference pressure of pg = 400 and y = 7. Mach number of this
flow is around 0.01, in the low Mach regime.

Fig. 7.5 shows the interface position and vorticity at #* = 1 and * = 3 respectively, the interface

is significantly deformed at t* = 3. The left figure in Fig. 7.6 presents interface position and vorticity



7.2 Rayleigh-Taylor instabilities

1.51

y/H

0.5 1

0

0

Fig. 7.6 Vorticity of Rayleigh-Taylor instabilities test case with a resolution of 320 x 640 at t* = 5.
Left: present compressible Level Set formulation; Right: incompressible Level Set formulation [109],

black lines: interface.
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Fig. 7.7 Spatial convergence of Rayleigh—Taylor instabilities at t* = 5. Left: present compressible
Level Set formulation; Right: incompressible Level Set formulation [109].
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at t* = 5 for the present compressible Level Set formulation while the right figure gives a reference
solution of an incompressible Level Set formulation [109] at the same time t* = \/g/iH =5. Com-
paring interface shapes and vorticity patterns presented in Fig. 7.6, these two methods have similar
flow patterns. Fig. 7.7 shows the spatial convergence versus grid spacing of the current model and
the model proposed by Zuzio and Estivalezes [109]. Both models converge but the way that they
converge is quite different. Numerical results show that the incompressible method converges faster
than the compressible method (which is expected as the compressible method is first-order while the
incompressible method is second-order) but the main difference exists in the area of high gradients.
From this test case, we can find that in a low Mach regime, our numerical scheme can well predict the

fluid behavior with large deformation.

7.3 Static bubble in equilibrium

This test case is the same configuration as the test case "Static bubble" presented in Section. 6.5.2.
A 2D bubble with a radius R=0.4 containing an ideal gas is placed in a slightly compressible liquid.
The gas is described by an ideal gas law with y; = 1.4 and p7° = 0 while the liquid is described by a
stiffened gas law with }» = 7.14 and p3 = 300. The initial densities of these two fluids are equal with
P10 = P20 = 1. The initial pressure in liquid is p o = 1. To confirm the Laplace’s law, the initial
pressure in the gas is given by: p1o = p2o+ Rgo‘ The surface tension coefficient o is set to be 1, and

pDyo .
the Laplace number La = ——— s set to be 12000.
u
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Fig. 7.8 Temporal evolution of velocity fluctuations of a 2D bubble (La=12000) at different resolutions:
without low Mach correction.
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Fig. 7.9 Temporal evolution of velocity fluctuations of a 2D bubble (La=12000) at different resolutions:
with low Mach correction.

Fig. 7.8 and Fig 7.9 show the spatial convergence of numerical scheme resolutions without and
with low Mach correction respectively. From these two figures, we can find that the initial maximum
amplitudes of spurious currents decrease as we refine mesh which shows a good convergence of the
numerical scheme. Because of the total viscosity (including numerical viscosity and physical viscosity
), both of these two models reduce the amplitude of spurious currents to machine precision and a
good well-balanced property is observed.

In Fig. 7.8, without low Mach correction, the amplitudes of spurious currents reduce at different
rates. As mesh refinement has an important influence on numerical viscosity which is proportional
to the mesh size, these different rates at different resolutions show the importance of the numerical
viscosity compared to the physical viscosity . In Fig 7.9, with low Mach correction, the amplitudes
of spurious currents reduce at the same rate. This phenomenon shows that the insignificance of
numerical viscosity compared to the physical viscosity and the numerical viscosity is eliminated
effectively.

7.4 Rising bubble

In this section, we want to study a more complex flow with surface tension effects, viscous effects,
high-density ratio and large interface deformation. For this first problem, we simulate a configuration
that has been studied with an incompressible Level Set method [96]. It is an air bubble rising in a
column of water at rest. The domain is shown in Fig. 7.10. The flow is characterized by the following
dimensionless numbers: the Reynolds number Re = \/mpz /2 = 1000 and the Bond number

Bo = 4p,R?g/6=200 (the importance of gravitational forces compared to surface tension force). The
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10R

Fig. 7.10 Sketch of the domain for test case "rising bubble".

density ratio is equal to 1000 with p; o = 1 kg m™> and p, 9 = 1000 kg m~>. Both fluids are defined
by the following characteristics: for liquid, y» = 7.14, p5’ = 3.31 x 10® Pa and the liquid viscosity
U =0.035 Pa-s, for gas, y1 = 1.4, pT = 0 and the gas viscosity t; = 0.0045 Pa-s. The bubble radius
is equal to 0.025 and the gravity acceleration g = 9.81 m- s~2. The reference pressure in the liquid is
around 10° which gives a sound speed ¢; = 374 m-s~! in the gas and ¢; = 1537 m-s~! in the liquid.
The Mach number in this flow is close to 1073, in a low Mach regime.

Numerical results are presented in Fig. 7.11, the evolution of the interface is shown and super-
imposed with reference results [96] (incompressible Level Set method). We can find that these two
models have similar behavior and the top of interfaces of these two models coincides very well.
Fromt* =1t/ \/g/iR = 4.8, in the incompressible Level Set formulation, there are some small bubbles
that detach and appear, while with the present model, this phenomenon is not predicted. This test
case is constructed numerically, it is hard to reproduce experimentally. For the phenomenon such as
the bubble coalescence and separation, more special treatments are required, such as the curvature
estimation. As this problem is not the key issue of the present study, more attention should be paid
when studying bubbly flow.

To show the performance of the present software in terms of efficiency, we give some numerical
results of this test case. The software works on Poincare with one node (16 cores) with OpenMP
parallelism. The whole simulation takes 23042 seconds and gives 8.189 million cells update per

second.

7.5 1D non-isothermal problem

With this test case, we underline the advantage to simulate low Mach flows with a compressible solver.
When considering such flows, compressibility effects could be important when considering thermal

dilatation.
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Fig. 7.11 Interface at different non-dimensional time ¢* = 7,/R/g of present method (black line) and
reference (blue circles)[96].

We consider the test case "1D non-isothermal problem" as in [22]. A closed 1D tube of length
100 um is consisting of a liquid layer of length 10 um between of two layers of air as depicted
in Fig. 7.12. The liquid layer is initially suited at the center of the tube. The initial pressure and

air liquid air
45 55 100 pum

o

Fig. 7.12 Sketch of the 1D non-isothermal tube
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temperature in the system are 101325 Pa and 293.15 K respectively. Both fluids are defined by
the following characteristics: for gas, y; = 1.4, p7” = 0, specific heat at constant pressure C, | =
1004.5 J K-'kg™!, thermal conductivity .#] = 0.0256 W m~'K~!, dynamic viscosity p; = 1.82 x
10~ Pa-s. For liquid, a new equation of state is considered, which is barotropic (pressure depends
only on density, for more details please refer in Appendix. A), with following properties: sound
speed 1500 m s~ initial density po.2 = 1000 kg m3, specific heat Cpp=418417 K 'kg™!, thermal
conductivity % = 0.6 W m~'K~!, dynamic viscosity g, = 0.001 Pa-s. At initial time, the left wall
is heated to 7, = 373.15 K and the right wall is insulated.

The domain resolution consists of 100 grid points.
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Fig. 7.13 Temporal evolution of left liquid interface position.

The tube is then heated, and the liquid layer start moving due to dilatation of left gas layer.
Fig. 7.13 presents the right interface trajectory in the early stages after the heating of the left wall.
An oscillatory motion is observed. This oscillation is entirely related to the gas compressibility as
presented in [22]. This phenomenon confirms the importance of compressibility for low Mach flows
prediction. Fig. 7.14 shows the velocity profile at # = 1m s, while Fig. 7.15 and Fig. 7.16 present
the temperature profile at t = 1 us and t = 4 ms respectively. By comparing the interface trajectory,

velocity profile and temperature profile with the reference [22], a good agreement could be found.

7.6 Test cases with phase change

To validate our phase change model, several test cases such as the "Stefan problem", "Sucking

problem" and "Growing vapor bubble in a superheated liquid under zero gravity condition” should
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Fig. 7.15 Temperature profile at t = 1 us in the tube.

be implemented. These numerical test cases were designed for incompressible fluids with analytical

solutions.

To simulate these incompressible phase change problems, both the liquid and vapor are described

with a barotropic EOS, physical properties of liquid and vapor are given in Table. 7.1. To compare
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Fig. 7.16 Temperature profile at t = 4 ms in the tube.

Density Viscosity Heat capacity Thermal conductivity ~ sound speed
(kg/m?) (Pa-s) (JIkgK) (W/mK) (m/s)
pO,v Hy Cp,v f%/v Cov

Vapor -, 597 1.26x 1075 2030 0.025 1000

Liquid Po.i M Cpi K co,l
958.4 2.80x107* 4216 0.697 10
Lheat(J/kg) ~ ©o(N/m) Tar(K)
226x 105 0.0059 373.15

Table 7.1 Physical properties of phase change problems

our numerical results with incompressible analytical solutions, we set that the fluid (vapor) at rest as

less compressible (with higher sound speed) than the liquid.

7.6.1 Stefan problem

The Stefan problem is defined as in Fig. 7.17. Vapor and liquid are contained in a free-slip tube. The
left of the tube is closed by a heated wall at a constant temperature 7,,,;;, which is higher than the
saturation temperature Ty, . The right side of the tube is opened, and treated as an outlet. Initially,
the vapor is at rest, there is a linear temperature profile in the vapor, and a constant temperature
profile in the liquid. The tube is then heated by the left wall, the liquid will boil at the interface, the

interface will move toward the outlet. The interface position X (¢) and the temperature profile 7 (x,1)
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Fig. 7.17 Condition of simulation at a given time for the Stefan problem
are theoretically given by [88]:
4
X(t) =2X, | —t, (7.1)
pVCp7V
Tsar — Twall> X
T(x,t) =Ty + | ——=<— | erf , 7.2
( ) wall < erf(X) (2 h%/(pvcp’v)t) ( )

where erf(x) is the error function, and X is the solution of the transcendental equation:

_ Cp,v(Twall - Tsut)

\/ﬁLheat

In the present test case, the wall temperature is set at 383.15K, the tube is heated under atmospheric

Xexp (Xz) erf(X) (7.3)

pressure. The test is computed with four different meshes: Ax =2 x 107> m, Ax =1 x 107 m,
Ax=5x10"mand Ax=2.5x 107% m.

The interface evolution is shown in Fig 7.18. We can find that the numerical results of the coarsest
mesh is slightly different from the theoretical solution. The other numerical results coincide well
with the analytical solution, a good convergence can be found between different resolutions. The
temperature profile at # = 0.1 s is presented in Fig. 7.19, numerical results on temperature distribution
show a good agreement with the analytical solution. Fig. 7.20 indicates the error in mass conservation
in dimensionless form. At the end of the simulation, the error of the coarsest mesh is around 5 x 10~4.
The mass conservation is the common issue of the Level Set method. The relative mass conservation
error of the finest mesh is around 10>, the mass conservation property is largely improved with mesh

refinement.

7.6.2 Sucking problem

The sucking problem is schematically in Fig. 7.21 which is similar to the Stefan problem but with
super-heated liquid. This test case is proposed by Welch and Wilson [103] to verify the phase change
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Fig. 7.19 Temperature distribution att = 0.1 s

model on super-heated problems. The left side of the tube is closed while the right side of the tube
is an outlet. The liquid is initially super-heated with a temperature Tjiquiq Which is higher than the

saturation temperature. The liquid will boil at the interface, and the interface moves toward to the
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Fig. 7.20 Relative error in mass conservation for the Stefan problem..

outlet. Similar to the Stefan problem, its analytical solution can be given as [32, 103]:

Ky
x(@)=PP 22y (7.4)
Py pCpJ
and
L IT
T = Ty + ety exp(x%) \/ = erf(xo,x), (7.5)
Cpi 2
—X(@)+P P’
with x = & and x = —, with I can be given by the following equation:
V2 V2
P? [ 2 (Too — Tsat)Cpy
P ex () = == P (7.6)
P 2 II Lheat

This test is computed with three different resolutions: Ax =5 x 107> m, Ax =2.5x 107> m
and Ax = 1.25 x 1072 m. Fig. 7.22 shows the interface position evolution while Fig. 7.23 gives the
temperature distribution at = 0.6 s. By comparing the numerical solution with the analytical solution,
a good agreement can be found on both interface position and temperature distribution.

To observe the mass conservation property of the present model, by defining the total mass myoy

as:
Ncell 1

Myotal = Z PnVeen + Z Z PuSAt.
n=1

t'=0Outlet

(7.7
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Fig. 7.22 Temporal evolution of interface position of the sucking problem.

The total mass variation is shown in Fig. 7.24. From Fig. 7.24, we can find that the relative mass
variation is around of magnitude 10~#, the mass conservation problem is a well-known problem of

the Level Set method, with mesh refinement, the mass conservation property is largely improved.

7.6.3 Growing vapor bubble in a superheated liquid under zero gravity condition

We consider a two-dimensional problem. Similar to the sucking problem, a bubble of vapor at
saturation temperature is placed in a super-heated liquid as depicted in Fig. 7.25. The liquid will boil

at the interface and the radius of the bubble increases. The analytical solution of the bubble radius R
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evolution is given as [88]:

R=2X, (7.8)

Cpipr’
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Fig. 7.25 Condition of simulation at a given time for growing vapor bubble in a superheated liquid
under zero gravity condition

where X, is the "growth constant" which can be obtained from:

| ! 2 -2 Py
M, ZXg/O exp<—Xg ((1 —x) " =2(1- Ex— 1)>>dx, (7.9)
Pr(LA+ (Cpi— Cp ) (Too-1,))

PiCpi(Teo — Tsar)
position r and time t can be given as:

with M, =

. The analytical solution of the temperature distribution at

1
Tw—zngg/ exp(—X?((l—x)2—2(1—pvx—1)>> forr >R, (7.10a)
T = 1-R/r

P
Tsat forr <R. (7.10b)

The degree of superheat is non-dimensionalized by the Jakob number:

_ PiCp1(Too — Tar)
vaheat .

Ja (7.11)
The simulation domain is a box of 3 mm wide with boundary condition of outlet at each side.
The simulations start at a time 7y with a bubble radius equal to 1 mm, until a time 1.21 ¢y required for
the final bubble radius to be 1.1 the initial radius (1.1 mm). Four Jakob numbers Ja = 12, 18,24,30
are tested which correspond to AT = T., — Ty, = 4,6,8,10 K respectively. All tests have been
implemented with three different meshes: 64 x 64 (coarse), 128 x 128 (medium), 256 x 256 (fine).
Fig. 7.26 and Fig. 7.27 show the temperature field with the finest mesh at the initial and at the
final time for a Jakob number equals to 12 and 30 respectively. For the finest mesh, the theoretical

thermal boundary layer thickness for the initial bubble radius corresponds to SAx and 3Ax respectively.
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Fig. 7.27 Temperature distribution for AT = 10 K att =#p (a) and t = 1.21 ¢ (b)

We can find that for the same bubble radius, thermal boundary layer thickness decreases as the Jakob
number increases.

Fig. 7.28 presents the velocity fields at # = 1.21#y with the finest mesh for Ja = 12 and Ja = 30
respectively. Radial expansion flow around bubble can also be visualized, the fluid velocity in the
bubble is also null for both Ja = 12 and Ja = 30. Fig. 7.29a — Fig. 7.32a show the bubble radius
evolution. By comparing the numerical results with analytical solutions, we can get a conclusion:
the coarse mesh gives a result different from the theoretical solution because the boundary layer
corresponds to only 1-2 Ax in that mesh, but a good agreement is achieved for the medium and fine
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Fig. 7.29 Numerical results for Ja = 12 (AT = 4K)

grids. It appears that the convergence rate is not monotonic because of the compressible effects. The

acoustic phenomena always exist, especially, a simple velocity extension is used which can not strictly

guarantee a divergence-free velocity field in 2D cases. This problem has been observed in [98].

To visualize the temperature distribution in the thermal boundary layer, in Fig. 7.29b — Fig. 7.32b,

the temperature distributions versus r at the final time for different Ja numbers are presented. For all

numerical results, temperature distributions given by the coarse mesh are different from the analytical
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solution as the thermal boundary layer corresponds to only 1 — 2Ax. Numerical results of temperature

distribution show a good convergence for the temperature distribution, especially in the non-linear

region of the thermal boundary layer.

In a conclusion, for 1D phase change test cases the Stefan and Sucking problems, numerical results

coincide well with the analytical solution, a good convergence property can be found. Concerning the
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2D "Growing vapor bubble in a superheated liquid under zero gravity condition" problem, a good
agreement could be achieved with medium and coarse meshes. However, because of the presence
of acoustic effects, the convergence rate is not monotonic. Although the convergence rate is not
monotonic, the good agreement between numerical results with the medium and fine meshes can

validate our phase change model in 2D cases.



Chapter 8

Conclusion and Perspective

The aim of this thesis is to develop a code to simulate compressible low Mach flows with phase change.
First, a state of the art of the various existing methods for interface tracking and compressible flows
was carried out. The advantages and disadvantages of interface description methods were presented.
The Level Set method is chosen because of its advantages.

Considering the interface temporal evolution, there are two issues: Level Set advection and
redistancing. For the first issue, a high-order coupled time-space approach called "One-Step" (OS)
is proposed. Two classical separate time-space approaches WENO-RK and HOUC-RK are also
implemented. The global stencil of a separate time-space scheme is much larger than that of a coupled
time-space approach. Numerical tests on Level Set advection show the efficiency and accuracy of the
OS scheme compared to classical schemes such as WENO-RK and HOUC-RK.

During the advection of the Level Set function, if the velocity field does not impose a rigid
translation or rotation, the different contour lines are advected differently, the Level Set function
will lose the distance property which will impact the accuracy of interface curvature estimation. We
present two different high-order numerical procedures for redistancing: PDE (Partial differential
equation) and Hopf-Lax formula based redistancing procedures. The PDE based method tries to reach
a steady-state by solving a PDE equation, while the Hopf-Lax formula based method tries to find the
minimum distance of a grid point to the interface by using the secant method. When the initial Level
Set function is not convex, the secant method may converge to a wrong minimum distance to the
interface, a procedure called "check procedure” is necessary. Numerical tests on redistancing show
that without the check procedure, the Hopf-Lax based method has an advantage in terms of accuracy
and efficiency. With the check procedure, the CPU time of Hopf-Lax based method largely increases,
while its accuracy is always better than the PDE based method. Considering the PDE based method is
more adapted to the Level Set advection procedure and easy to parallelize, as a reason, the retained
scheme for Level Set redistancing is the PDE based method.

To take the capillary effects into account, the interface curvature is necessary. The classical Level
Set (CLS) method and Height function method are tested. Numerical results show that the Height
function method could provide better results with coarse meshes: better precision and able to estimate
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higher interface curvature. However, Height function methods are limited to the first-order accuracy
while the classical Level Set method can reach theoretical second-order accuracy. When we refine the
mesh, the classical Level Set method could provide results with better precision. Considering that the
classical Level Set method is easy to implement and converges more quickly than Height function
methods, the retained scheme for estimation is the classical Level Set method.

The physical model to describe two-phase flows verifies the compressible Navier-Stokes equations
including effects of viscosity, external forces, heat transfer. Effects related to the surface tension and
phase change are considered as jump conditions across the interface. For any system, to treat any
operator with the most adapted method, it is important to use a technique called "Operator splitting".
We give the principle of operator splitting and high-order methods. Then a splitting method called
"Lagrange-projection" to treat the Euler system is presented, this splitting method has an advantage
in treating interface jump condition. However, a complicated projection step is involved. To avoid
this projection step, we adopt the acoustic-transport splitting, which splits the acoustic and transport
phenomena separately. With the acoustic-transport splitting, the global model to describe two-phase
compressible is decomposed into three subsystems: acoustic, transport and diffusion. The external
force terms are added into the acoustic subsystem to get a well-balanced treatment.

Split subsystems are approximated with the finite volume method. An approximate Riemann
solver is developed according to the acoustic subsystem. This approximate Riemann solver takes
external forces as well as the velocity and pressure jumps associated with phase change and surface
tension into account with a well-balanced discretization. The coupling across the interface is realized
by the ghost-fluid method. As for the phase change model, to take the interface temperature as a
boundary condition, in the literature [88, 98], an implicit method is always applied for the stability
issue. To avoid this implicit procedure, in this chapter we propose an explicit method to approximate
the velocity jump. For any cell near the interface, we use another neighbor cell belonging to the same
fluid to estimate the heat flux that takes the interface as a Dirichlet boundary condition.

Unfortunately, in the case of single-fluid flows, it is now well-established that standard Godunov-
type methods may dramatically lose their accuracy in low Mach regime and when the computation
domain is discretized over a quadrangle (resp. hexahedral) grid in 2D (resp. 3D). By implementing
these low Mach corrections [16, 82] into our model, we find that the numerical scheme is difficult
to converge. With the analysis of flow property, we find that in low Mach regime, the pressure
perturbation is dominated by the dynamic pressure. Moreover, the low Mach scheme should be able
to preserve constant thermodynamics pressure in absence of thermal effects. With these arguments,
we propose a new low Mach correction. With these features, we propose a new low Mach correction.
With the "Gresho vortex" test case, we find that the new low Mach scheme could maintain the vortex
in presence of high density ratio and high sound speed ratio. Numerical results of "Static bubble"
show good property of convergence of the new low Mach scheme.

The present numerical model is validated with well-known test cases. These test cases are related
to different important issues: large interface deformation, convergence of numerical scheme with

capillary effects in presence of high Laplace number, dilatable effects and phase change. Numerical
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results provide a good agreement with analytical solutions or results in the literature, showing the

good performance of the proposed model for two-phase low Mach flows.

Perspectives

Still, our model needs further improvements, in particular with the shortcoming of the Level Set
method: mass conservation. This problem could be circumvented by coupling to the Volume of fluid
method [73] or by using the cut-cell method [48]. The coupling with VOF method could involve the
well-known problem such as interface reconstruction and the diffusion in the volume fraction transport
while the cut-cell approach involves complex geometry and small cut cells. In this work, the precision
of the acoustic and transport (except Level Set advection) subsystem estimation is limited to first-order
accuracy. A higher-order scheme both in time and space could be considered, the reconstruction
across the interface could be a big challenge as the interface is treated as a contact discontinuity.
For a low Mach flow simulated by a compressible solver, despite the excessive numerical diffusion,
there is still another issue: stability condition requires very restrictive time steps for explicit schemes
due to the importance of acoustic speed of sound compared to advective velocity. The semi-implicit
could be interesting to implement. An implicit update for the acoustic system could significantly
decrease the CPU time. When we refine the mesh, the time step could be limited by the diffusion
subsystem, an implicit update on diffusion subsystem could be also investigated. The convergence of
linear solver of two-phase flows with low-Mach correction could be far more difficult especially it
could involve two different Mach numbers, high sound speed ratio and high density ratio.
Considering application into industrial processes, more complicated thermodynamic models
should be studied. According to the fluid states close to the interface, the varying equilibrium state

(saturation temperature) could be provided.






Appendix A

Numerical resolution of system with a
barotropic EOS

This work concentrates on low Mach two-phase flows, to assess the performance of our numerical
approach on verification test cases of incompressible flows where fluid density variation is independent
of thermal effects, we adapt a barotropic EOS: the pressure depends only on fluid density:

PO (p) = poi+ (P = po)ci (A1)
where po, po, co are three constant physical quantities representing the reference pressure, density and
sound speed. The fluid temperature is independent of the fluid density and pressure, equations of mass
conservation and momentum balance are identical as (2.1a) and (2.1b), while the energy conservation
equation can be simplified as:

pcp(a; +u-VT)=V-(XVT). (A2)

(A.2) is a simplification of (2.1c) by filtering the acoustic phenomenon. In this thesis, we will first
concentrate on the numerical resolution of the global system equipped with a Mie-Gruneisen EOS,
the numerical method to resolve (A.2) will be given latter. The system equipped with a barotropic

EOS can be expressed as:

ap+V-(pu) =0, (A.3a)
o (pu)+V-(puu)+Vp=V-S+pf, (A.3b)
t>0,x€ 9t) oT
PCy(5, +u-VT) = V- (HVT), (A.3¢)
9,0 +ur-Vé =0, (A.3d)
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where p; = p?os(pi). With the acoustic-transport splitting technique, the global system can be
divided into: an acoustic subsystem

ap+pV-u=0, (Ada)
d;/(pu)+puV-u+Vp=npf, A.4b
(>0, x € (1) i (pu) +p p=pf (A.4b)
oT =0, (A4c)
¢ =0, (A.4d)
the transport subsystem:
ap—+u-Vp=0, (A.5a)
d(pu)+(u-V)pu=0, (A.5b)
t>0,x€ %) Hpu) +(u-V)p
o,T+u-VT =0, (A.5¢)
;¢ +ur-Ve =0, (A.5d)
the diffusion subsystem:
ap =0, (A.6a)
d;(pu) =V-S, (A.6b)
t>0,x€ ) ' (pu)
pC,oT =V -(HVT), (A.6¢)
¢ =0. (A.6d)

Numerical resolution of the acoustic subsystem

Subsystem (A.4) shares the same wave structure with Wgp, thus the acoustic subsystem can be

discretized as:

Lip}" = pj, (A7)
n n At *
Li(pw)i" = (pu)i— — Y [0Q|mjnj — A{pV¥};, (A.7b)
! S P
Tjn+ =17, (A.7c)
o7 = 97, (A.7d)
At .
Lj: 1+_Q7 ( Z |8ij|ujk> , (A.7e)
| J | ke,_/i/(j)

with the definition of u*, 7* and {pVW}; given (5.17) and (5.18).
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Numerical resolution of the transport subsystem

We write the transport subsystem with conservative variables which causes conservative terms to
appear:
b +V-(bu)—b'V-u=0, b e(p,pu,pv,pw,T).

This system is approximated with an upwind scheme using the values of the normal velocities u}fk

computed at each cell edge dQ j during the acoustic step. The discretized equations then read

At At

Q) Y |<9ijIuj-kb’j';j+b’j"+m Y [0Qluy, (A.8)
TV ke (j) I ke (j)

! +1_ o ! +
bj” = bj” -
bt iful, >0, fork € .4 (j),
with bt =S pmt ifus <0, forke A () (A9)

b e if U <0, for k€ .47 (),

(
(
where b;(’f;mt is a ghost value that associated with the so-called ghost-cells Q; when k € A4~ ()
as represented in figure 5.2. Here, we want to mention that {p, (pu), (pv),(pw)} k'f;mst are define
in the same way as in Section 5.2.2. While the temperature in ghost cells are approximated by a

second-order extrapolation, more detailed about the temperature extrapolation method can be found
in [1, 98].

Numerical resolution of the diffusion subsystem

Terms related to diffusion effects in (A.6) are treated in the same way as the approximation of diffusion

subsystem equipped with a Mie-Gruneisen EOS. For more details, please refer to Section 5.2.3.






Appendix B

Behavior of the pressure near the
interface with AW type correction

Let us consider ﬁ;,;e’AW the non-dimensional form of corrected flux defined by (6.30), for k €

A7 (j) # 0 we have that

Jk d]+dk ~ n]k(ﬁkﬁj)J (Bl)

Lﬁﬂwjz{@m+@wmwmm—ﬂmmamw +%M{fﬂk
1 1 aj+ag 1

By (6.32), (6.33), (6.34), (6.37), (6.38) and (6.29), tedious calculations show that

~*,6,AWJ la/e 22 LdeltkozallSZ . . -
T =|pXix,f)|, + OM;AX") + 0;M|— — A(X;, X, 1, ) |[ARy
55|, =P80+ OMAR) + 0y 7L L AR i) A%s
lar], 008> Lo o A% dj] o o o =A%
— — — B, X, Xik,t — — B> X ik, Xp, My.
([aleﬂaszasz XD = (4], + L], 00 iRt

(B.2)

Then we can see that when ¢ becomes large, it may produce important errors for the estimate of the
pressure gradient in £ ;. Indeed, let us consider

Y —m] e - )
jk 714 P\Xjk) — P\Xj) |4 o0 2 2
= (0] M oM 0(0;:M).
N S O M) +O(M]) +0(00)
Using (6.33) we get
~%, 0 AW
T — 1
{ Ik ’J1 ) 2 2
=0 M oM O(0;:M,). B.3
A% (H'O‘ZBZ 1) +O(M7)+0(8M) (B.3)
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~%,0 AW

the error term of magnitude O( ) is issued from the first part of RHS of & i in (6.29)

%
1+ B
and it may become significantly large. For example when o3, < O(1) then the error becomes of
magnitude O(0p).



Appendix C

Subcharacteristic conditions for density
positivity

We follow the work presented in [9]. With intermediate densities presented in (6.55), the acoustic

impedances a; and a, should satisfy the following conditions:

*,0,N
vp € lpip ", PP (p) < af, )
vp € [prp "], PP (p) < df,
then the approximate Riemann solver could preserve positiveness of densities py, p,, pl* ’G’N, pr 0N,
With the second law of thermodynamics, we have
Tds = cpdT —tdp, (C2)

where s, ¢, and 7 are the entropy, specific heat capacity at constant pressure and specific volume

respectively. According to the equation of state, ¢, can be expressed as:

Y p+w”
= — ) C.3
=T (C.3)
Combining (C.2) and (C.3), we can obtain that:
As=pp 2T +cp1n<p0>. (C4)
Y p+7” p

For a polytropic fluid, we have:
p+r”=Ep7, (C.5)
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_ pot7m”
="
0

where & . With (C.5), we can make the following assumptions:

d d
o >0, o (pVPP)) >0 VP e) < TVR). (C6)
. I+y . .
with T = — An inverse function § can be defined that:

pvP(p)=asp=_(a) (C.7)

With assumptions in (C.6), we can derive the following relationship:
£'(a) = {(a)/(aY). (C8)
. d —1)r
Writing that %( C(a)a—"') >0, we get that
vo>1, ¢(va)>v""¢(a). (C.9)

According to the monotonicity of { and (6.55), the conditions (C.1) can be expressed as:

1 ey~ + [u]r,) +m—m— [pln, 1
/ <a, —+ : . ) = ;
Pl\/m l pl a (al —|— a,) C(al)

1 23y, —uy + [ulr,) + 7t — m + [u]r 1
r "(pr) <ar, —+ 2 - - = .
p \/m Pr ar(al+ar) C(Clr)

(C.10)

These conditions (C.10) include the positivity of pl* 9N and pr 9N and can be satisfied with the

following acoustic impedances:

T — 1+ [p]r,

a =P1€1+Y1P1{2 +u1—ur—[[u]]rjk} ;

if -1+ [plr, >0, RS LR (eRT)
ar=pycr+YX,pr 21r_pr,k +u—uy— [[u]]r
a;+ PrCr * + ’

TCI - TC" - [[p]]l",k

a, = pyc,+Y.pr {2 +up—u,— [[u]]rjk} ,

. ci1p; +crpr
it 7 —m+ [plr, <0, Tt I (12
a; = pic;+Y;p; {2’ +up—u,— ﬂu]]r-k} ,
ar+pic aymn

Proof:

Here we give the proof for the constraint on acoustic impedance ;. The definition of a; always
satisfies the first condition at the first line of (C.10). To derive required constraint on the second
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condition, we define a variable X

Z(Er -+ [[p]]rjk)
ar+a

X = SR (C.13)
If X <0, the second condition at the first line of (C.10) is always satisfied. Assume that X > 0, then
a; can be rewritten as: a; = p;(+/p’(pr) + YX). Multiplying by p;, the second condition at first line of
(C.10) reads:

1 X pi
1—= > . (C.14)
2P (p)+1x ~ Clar)
By defining a variable @ that:
/ TX
o= Nrle) o XX (C.15)
V' (pr) +1X VP (pr) +1X
with (C.9), we can always have:
1 X 1-@ 1-@
pi 1—- =% _&0/M >0, (C.16)

1—= - >1— - pi >
S X Ta) S Y Cen/pee) X

where 0 < @ <1 and Y > 1. Thus the definition of a; can always satisfy (C.14), the positivity of

*,0,N
Py

(C.11) and (C.12) can preserve the positivity of p, 0N

is then guaranteed. With the same analysis, we can justify that constraints on a, presented in
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splitting technique called "acoustic-transport split-
ting" which splits the Euler system into two parts:
acoustic and transport. Based on the acoustic sub-
system, an approximate Riemann solver that ac-
counts for surface tension and phase change effects
is developed. The interface between two-phase flows
is captured by the Level Set method that is consid-
ered to be sharp. The interface capturing issue of
the Level Set method within the Eulerian framework

is the key point of the two-phase flow simulations,

A sharp interface method for low Mach two-phase flows with phase change

sharp interface, compressible two-phase flow, low Mach correction, phase change

and in this work we propose and adopt high-order
approaches for interface advection, redistancing and
curvature estimation. In low Mach regime, conven-
tional compressible solvers lose accuracy and a low
Mach correction is then necessary to reduce the nu-
merical dissipation. For a sharp interface method,
the interface is treated as the shock-wave contact
discontinuity via the Ghost Fluid method. Without
a smooth region at the interface, such discontinuity
existing at the interface presents a huge challenge to
the design of a numerical scheme. The well-known
low Mach fix in literature could lead to significant
truncation error, especially for two-phase flows with
large density and sound speed ratios. To recover a
good asymptotic-preserving property, we propose a
new low Mach correction with rigorous asymptotic
analysis. Several numerical test cases have been em-
ployed to validate the present numerical approach

and enlighten its good performance.
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