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Abstract

Marine observatories (MO) based on sensor networks provide a continuous ocean monitoring. These sensor networks contain several kinds of sensors including acoustic hydrophones to detect and localize moving objects or animals like dolphins. In the context of marine observatories, the sensor networks provide high level services and are included in an information system to process, store and present the sensor data. This kind of system is considered as complex system and is assimilated as enterprise system with business rules and services and with several hypothesis to map these services to the distributed enterprise infrastructure.

To specify, develop and deploy such systems remains a challenge to satisfy the needs, and the associated requirements, with the respect of the platform constraints. So, one of the questions is how to improve life-cycle of these systems to contribute the architecture design which is one of the sensible phase. Because this phase is the crucial one to obtain the best trade-off between the services and the infrastructure.

So in this work, we try to contribute a system life-cycle based on the use of a model driven approach with an early validation phase to support ease up the development and deployment phases. The use of the models provide the facility to apply an iterative approach at system level which remains a challenge compare to the software processes.

In this document, we present our approach based on an Enterprise Architecture Framework to take into account the complexity of the system. These frameworks provide the capacity to model the system on several viewpoints to express the different concerns of such systems. The choice to use an Enterprise Architecture Framework, and the associated tool ArchiMate, seems to be the most relevant due to our system features and the capacity to extend and specialize the associated tooling. The ArchiMate tooling is built on top of MDE technologies which provide facilities to extend the language definition with sensor network domain-specific concepts and constraints. Thus, we propose a metamodel to define the domain concepts, and the metamodel is the support to generate a new design tool called ArchiMO. In addition, we specialize the mapping approach between the layers of the ArchiMO tool with the domain constraints to guarantee the model consistency regarding the domain. This resulting model is processed by a model compiler to generate a simulator code to achieve a simulation execution. The results of the simulation are used to analyze and validate the model of the system. After that, the iterative approach can be applied to improve the model regarding the requirements of the system, or to go forward in the development process.

Our approach and tooling are demonstrated with an example from the marine observatory domain on underwater moving object localization with several acoustics sensors. This use case is used to validate our tooling to model the system, ensure consistency of the model and finally simulate the model. Through this use case, we observe that our
tooling helps to reduce the complexity with the three viewpoints in the model, to improve the design activity via the domain constraints which ensure the model consistency of the Marine Observatory.

As conclusion, this work aims to demonstrate that we can improve the development process of complex system based on the use of MDE technologies and a domain specific modeling language with the associated tooling. The major improvement is to provide an early validation step via models and simulation approach to consolidate the system design.
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GENERAL CONTEXT

A central concern in the area of computing has been the integration of digital artifacts with the physical world and vice-versa. However, recent developments in the field of embedded devices have led to smart things increasingly populating in our daily life: home automation (e.g. electrical objects control such light, gate alarm, heater, air conditioning, etc), smart cities (e.g. metro autopilot, real time error detections in the factory, etc), mobile apps (e.g. object localization) and earthquake detection. And not to forget the environmental monitoring context (e.g. ocean monitoring, atmosphere monitoring, etc).

All these systems are closed to the Web of Things (WoT) architecture and mostly relies on sensor networks (SN). SN are the base of infrastructure of the environmental monitoring systems. In [YZL+08], an environmental monitoring system is based on an integrated sensor concept that is structured to gather important data with signal processing hardware in one compact device. And these smart sensors are naturally integrated in a distributed system to manage the data processing, data storage and data presentation, mostly web oriented.

These systems present on the web clients various sensor data such as pressure, temperature, humidity, smoke, gas, and sound [LGS+05]. These presentation capabilities are coupled with data processing to provide high level services (e.g. localization of moving objects) based on the composition of basic functions. This means, multiple device types are configured on the SN, and we face set of different roles of each device, and different services according to each device.

Accordingly, the design of these systems has become increasingly complex according to the growing number of functionalities, processing tasks, sensors and the integration in an information system, including Internet. The design phases in the entire life cycle of such systems are concerned by the difficulties and challenges to map high level services and the set of functions on the SN architecture. These design difficulties may induce the designers to make architectural design errors during the design phase. More specifically, any error in the design phase can have serious consequences on the functioning and performance of the system.

In order to avoid the architectural design troubles, we tried to early validate the design of such created complex. For this purpose, we try to provide an approach that allows the SN designers to create consistent models to reduce the complexity of the design phase.
SENSOR NETWORKS

SN is applied and adopted in a wide range of applications in various areas (e.g. Smart Building, Transportation and Industrial Applications, Precision Agriculture and Animal Tracking, etc). The sensor networks term includes a wide scope and contexts, and it is difficult to define what exactly SN means [Cuz09][Mit04][Roo08].

Sensor Networks Definitions

[Cuz09] defines the Sensor Networks (SN) as ‘in which sensed data are periodically gathered at a single point, or sink, for external transmission and processing’. This definition could be considered as an operation of two phases [SHL12]: (1) the observation/measuring, which means the accumulation of the gathered data at each sensor node; (2) transferring the collected data to some processing center (e.g. fusion servers) within the SN.

The scope of this thesis is the ocean survey which provides a continuous way of observing and monitoring underwater moving objects. This observation requires underwater environmental measurements and set of estimated states of the variable object [?] [ZCKA09]. So in this context, Underwater Sensor Networks (UW-SNs) are required to be used. The UW-SN performs functions such as data acquisition, combining then transferring data from a device to another for all forms of underwater environmental monitoring [LKS08].

Sensor Networks Implementation

We distinguish several types of SN (e.g. non underwater wireless and wired, and the underwater wired). In order to implement these networks, series of connected monitoring equipments are required such as sensors, servers and communication infrastructure. These equipments have many requirements which vary according to the environmental constraints.

According to our thesis scope, we are involved in the underwater environmental constraints. For this purpose, during the implementation of the UW-SNs, several underwater environmental constraints should be taken into consideration. We cannot ignore the presence of underwater communication constraints that should be respected during the UW-SNs implementation, such as the type of the cable (marine cable) to connect a sensor to a server (physical constraint) or the required cable length between a sensor and a server (logical constraint). Otherwise, this may negatively affect the performance and tasks of the underwater communication, such as the delay while transferring data between sensors and servers [Ree15]. Thus, to deploy the UW-SNs with the necessary equipments, several requirements are needed [HLS+05][HYW+06]: acoustic communication such as marine cables between sensors (hydrophones) and workstation (fusion servers); network configuration (e.g. configuration of sensors and fusion servers); application (e.g. trilateration algorithm).
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**Adopted Definition of Underwater Sensor Networks**

In order to fulfill the requirements of the connected monitoring equipments that are briefly presented in the previous section, we try to find the adequate definition. Relying on [Evg07][Mri12][Hsz12], we can consider the following: (1) the set of the mobile/fixed nodes of UW-SNs reflect set of fixed software and hardware components that are connected together (e.g. sensors, hydrophones, algorithmic servers); (2) the data transfer between the different components reflects that the network is configured; (3) the monitoring of underwater moving objects reflects that a detection and localization algorithm should be deployed in order to process the location of this object. Based on these approaches, our definition relatively to our context:

"Underwater Sensor Networks is a set of anchored sensors with an underwater communication infrastructure which is designed to: get, exchange, control and combine data between different nodes. Then, processing and relaying information to provide high level of services such as the monitoring or the localization of an underwater moving object".

**COMPLEXITY AND CHALLENGES OF SENSOR NETWORKS**

In order to achieve the observation and monitoring missions of a given area, the implementation of SN is required. SN is based on a set of specialized sensors with a communications infrastructure designed to monitor and record data at various locations. It consists of components (software/hardware) with varying levels of computational and communication capabilities with different communication protocols. It performs multiple functions that are assigned to each component [Mit04]. Therefore, SN is considered in [Sck11] as a complex distributed system.

Relying on [Cuz09][Roo08][Bdf+05][Lww11], we distinguish three sources of complexity in the life cycle: the complexity of the system itself is related to the provided services and number of functions; the specification and design activities; and the system deployment. This complexity is related to:

1. Many different services could be defined with several quality of services on a large number of sensors and servers. Thus, SN designers face difficulties in satisfying the requirements of the SN design process.

2. Architecture of the system which contains different heterogeneous devices deployed on a distributed architecture to operate all the SN services.

3. Interactions and integrations between the software/hardware components and the core network (SN) that relies on communication protocols, such as exchanging and transmitting high number of messages between the different existing nodes/components in order to provide a high level service.

[Sri10] presents two challenges that face the SN implementation: (1) the system architecture, since there is no unified system and networking architecture to build different applications on top; (2) the hardware cost, since the current cost of each individual sensor unit is still very high. Therefore, and as we are involved in the underwater environment, the deployment of the set of underwater sensors (hydrophones) is a costly operation.
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Also, this is due to the necessary equipments such as: specific boats, marine cables and experts in diving, etc. Additionally, we cannot ignore that the deployment operation is risky and the position of sensors and servers underwater should be in the right position where an error in meters may cause troubles in the algorithms.

Many stakeholders are involved in the SN implementation and they take part of sensor network’s life cycle. A stakeholder is defined in [RW11] as: "a person, group, or entity with an interest in concerns about the realization of the architecture".

The design phase of the SN life cycle is divided into two main levels: behavioral (logical analysis) and networking architecture. Each level requires a designer that is different from the other one and this is for better network technologies deployment of a system. The design phase requires having different stakeholders according to their domains [Com]. In this document, among these stakeholders we focus on SN designers.

In order to face the complexity and the challenges of the design of such distributed system architecture, a support on design level should be provided to the SN designers to cover, elaborate and analyze all the aspects of a SN.

The goal of the design phase is to provide an architecture which includes all the aspects for our service architecture definition to the physical network infrastructure. To achieve this goal, one of the relevant approach is to provide abstractions of the final system to focus on the architectural purpose.

In this context, using a modeling language is adequate to focus on our purpose if this modeling language includes the appropriate abstractions. Several modeling languages are candidates to support the modeling phase from general purpose languages like UML, to more dedicated languages focused on network services like Enterprise Architecture Modeling Language (EAML) or a really focused one with a Domain Specific Modeling Language (DSML). DSML are really efficient if the focus of the model is clearly defined and accessible with a relatively small number of concepts.

We have seen that SN are dedicated context but many architecture purposes are related to the standard networks which support application services. Thus, an adequate trade-off for the modeling approach is to reuse existing or standard modeling language with a specialization on our SN context. In this case the models must be efficient to have early validation on the architectural hypothesis. In our context, the validation phase can be achieved by a network infrastructure simulation supporting the high level services of our application. This modeling and simulation phases could be iterative to improve the services mapping on the network infrastructure. For this purpose, we must have a powerful tooling to ease the modeling and simulation phases.

RESEARCH QUESTIONS

The research problem that drives this thesis deals with reducing the time and complexity of the design phase. To tackle this wide topic, we divide it into three research questions:
**Introduction**

1. **RQ 1 Design Process:** To face the design complexity of SN applications, how can we provide an assistance to guide the design phase?

2. **RQ 2 Modeling Language Definition Specialization:** Is it relevant to use a domain specific language to enhance and increase the consistency and unity of the design?

3. **RQ 3 Tool Building Process:** How an efficient tooling support can be produced to achieve the main concerns of the design process?

**Proposed Approach**

We apply our proposed Sensor Networks development process to a complete SN case study. These types of applications can include underwater SN that consists in a variable number of sensors that are deployed to gather scientific data in collaborative monitoring missions [ZCKA09]. These applications aim to perform a continuous ocean monitoring.

To elaborate this process, we provide a modeling approach based on separation of concerns coupled with validation step based on a network architecture simulator. This model is an input to a model compiler to generate simulation code that runs directly in NS-3 network simulator [AKR13]. An early validation of the model is interesting in order to have during the development phase, a formal and validated model. The resulted simulation helps to obtain an early validation of the design model before any prototype or deployment.

**Organization**

We present in Chapter 1, the state of the art in SN development process and the current approaches to answer the research questions. We present the SN life cycle, we categorize and compare the existing approaches to answer the requirements of the methods and frameworks for SN design, and we indicate their limits.

One of the main features of these frameworks is the treatment of the complexity through viewpoints. We present two fields: Model Driven Engineering, in Chapter 2, and that of Enterprise Architecture Frameworks, in Chapter 3. One of the main requirements of methods for SN design, regarding the SN development environment, is to have an overall model of SN design process which integrates all business, and technical activities. This type of representation is one of the goals of Enterprise Architecture Frameworks and modeling languages (Chapter 3). Here, we present and discuss the main frameworks and Modeling Languages of Enterprise Architecture, from which we select TOGAF and ArchiMate as the most appropriate for our purpose. Both advantages and limitations of applying Enterprise Architecture to SN development process are discussed.

Another main concern of both methods and frameworks for SN design process is related to have specific languages for their tasks and domain in order to facilitate the task of the SN designer. One manner of producing these languages is through the
Model Driven Engineering approach, presented in Chapter 2. Moreover, Model Driven Engineering is based on models and generative techniques; hence it enables to rapidly obtain prototypes of SN models to validate it. The chapter ends with a general discussion on the advantages and limitations of using Model Driven Engineering for SN.

We continue by presenting our proposals to answer the identified research questions in Chapter 4 as an answer to **RQ 1 Design Process**, we introduce a SN design process inspired from a software development life cycle. In order to design, domain specific modeling languages are proposed for the designers of SN, in Chapter 5; it’s an answer to **RQ 2 Modeling Language Specialization**. As an answer to **RQ 3 Tool Building Process**, we build a dedicated tool for each role of the process stakeholders, we propose a model-driven tool building process, in Chapter 5. In fact, this process can be used to extend a standard modeling language by several DSMLs and associated tools. To validate the proposed tool process in the SN Environment and demonstrate their capabilities, we provide an application of the SN design process and tools to a complete marine observatory case study from a modeling phase to a validation phase based on a network simulator, in Chapter 6.

And finally, we conclude the document by an analysis of our results and by suggesting some future works.
To answer the research questions identified in Section Research Questions. First, we survey the current approaches for sensor networks development, in Chapter 1. Then, we identify the limits of these approaches and inquire two fields, that of Model Driven Engineering, in Chapter 2, and that of Enterprise Architecture, in Chapter 3, that can supply solutions to cross them.
1

Sensor Networks Development Process

**Reminders and Objectives**

Based on the concept of SN (Sensor Networks) defined in the introduction, we state that SN are mainly software intensive systems with a network infrastructure having a central place. This kind of systems requires the definition of the life cycle, with a main focus on the software development life cycle. In this chapter, we present the entire SN life cycle and emphasize the importance of specification, design and development phases. Next, we motivate the focus on the design phase including early validation. Then, we present the different stakeholders involved in the phases of SN life cycle and especially for the design phase. Later, we elaborate on the roles of each stakeholder in the life cycle, to specify the context of our concerned stakeholders. Next, we detail the structure of SN systems to identify their software and hardware components. After, we present and discuss the algorithms and the approaches that are adopted while providing the services of SN by using the identified components. Then, to design the specified application, we specify the needs of the selected stakeholders such as software designer or network designer. Next, we select the requirements regarding to design tools, according to these needs. After, relying on the identified needs, we compare the existing approaches that satisfy our requirements of the concerned stakeholder and analyze the limits of these approaches. According to these comparisons, we suggest possible solutions and methodologies to fit the stakeholder’s unsatisfied.

1.1 Sensor Networks

Sensor Networks (SN) are made up of heterogeneous sensors with communication capabilities and heterogeneous components dedicated to an or several application domains. These systems are positioning on a large spectrum of domains like the environment monitoring, home monitoring, city monitoring, transport monitoring and so on. Nowadays this kind of systems includes more and more intelligence and becomes smart cities, smart transports and so smart systems.

To provide a generic definition of these systems, we are relying on the Systems of Systems (SoS) definition proposed by Jam [Jam08], SoS are:"large-scale integrated systems which are heterogeneous and interdependently operable on their own but are networked together for a common goal".
This goal is defined and achieved with the support of a system engineering process which is based on [RWO03]:

1. The requirements or needs that the solution should fulfill, must be explicitly defined.
2. We design and develop the system to cover the defined requirements.
3. We verify that the system meets the defined requirements.

Based on this generic approach, requirements are allocated to the system conceptualization which starts by a functional analysis with the associated modelling activity. Then, an allocation of the functions on a logical and physical architecture is performed to take into account functional and architectural aspects.

### 1.1.1 Sensor Networks Life Cycles

One of the crucial phases in the SoS life cycle, is the allocation of the functional architecture on the SoS architecture which is logical and physical one. This phase includes an architecture exploration to target the requirements of the SoS. Due to the problematic and the definition of SoS in [Jam08][CF01], SoS are: "large-scale concurrent and distributed systems that are comprised of complex systems", and the associated life cycle is considered as a distributed systems life cycle (DSLC) to take into account the geographic, operational and managerial independence and the different temporal evolutions. This latter can be considered as a distributed systems life cycle (DSLC).

To define a DSLC life cycle, we should take into consideration two main types of phases: (1) for development purposes such as the design and analysis phases; (2) for implementation purposes such as the deployment phase. Accordingly, we distinguish several definitions of the DSLC. These definitions are closed to the definition of [GBN10] which defines a typical development process with seven phases:

1. Set Up Development Environment: preparing the needed frameworks and the tools to apply the designed models.
2. Connect Hardware: preparing the hardware platforms, the connection between the concerned devices such as the SN.
3. Prepare Interfaces/Libraries: preparing the libraries and the operating systems that are compatible with sensor nodes hardware versions.
4. Compile Code: use the compilers of the programming languages in order to build the executable code.
5. Implement Code to Hardware: deploy the executable code on devices/nodes.
6. Evaluate Effects: testing the functionalities of each node and node networks.
7. Repeat from the Fourth Phase: continuing by iteration from the phase 4 till the end while errors are detected in order to fit the application requirements.
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Several SN life cycles adopt similar phases to the ones listed above using different names and/or numbers. For example, [EG10] adopts eight phases which are similar to the adopted phases in [GBN10]. Also, it adopts the iteration action between the different phases.

More to identify the preferable life cycle that can be performed for our SN context, we want to highlight some suggestions that [GGB+10] insists on:

- The need for several distinct forms of testing during the design phase. So, a designer can apply within the same model different assumptions, architectures and parameters.

- The focus on the deployment evaluation, avoiding the mistakes and complexity in deployment phase and including an evaluation phase at the end of the life cycle to check how successful the deployment actually is.

- The importance of iteration: errors are detected during testing or deployment requires to re-implement modules of the system, an iteration can continue until application requirements are satisfied. There are different possibilities of iteration between the different phases. For example, in case the detected errors are related to the architecture defined in the design phase, they can be reconsidered rapidly by iterating.

The presented suggestions above elaborate the issues that can be occurred during the design and deployment phases of the SN life cycle. Also, they elaborate that, by adopting the iteration approach, the errors that may be happened in the deployment phase can be prevented by detecting them in the design phase. This reflects the need of having a efficient support for the tasks that should be performed during the design phase, in order to reduce the complexity of performing these tasks. This support can be provided by emphasizing on the allocation of software functional components on the physical architecture with minimum architectural errors. Then, by having a tool to validate the defined physical architecture. For this purpose, we focus on the design phase among the different phases of the SN life cycle, in the next section.

1.1.2 Design Phase of the Sensor Networks Life Cycles

The allocation of the software functional components on the physical architecture, is considered as a complex task to be performed. This due to the different concerns (viewpoints) that are involved to perform this task. Relying on IEEE Standard 1471-2011, a viewpoint "codifies a way of addressing some architectural concerns in terms of notations, kinds of models or other forms". And, it is defined as: "a collection of patterns, templates, and conventions for constructing one type of view". A view is specified by a viewpoint, which prescribes the concepts, models, analysis techniques, and visualizations that are provided by the view. A view is conformed to the definition of a viewpoint (see. Figure 1.1). In general, a system architecture description is defined in a view that addresses a set of related concerns related of stakeholders.
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An architecture concern is defined in [RW11] as: 'about an architecture is a requirement, an objective, an intention, or an aspiration a stakeholder has for that architecture'. [KK07][KK03] define architectural concern as: 'groups aspect designs and can be seen as a software architecture viewpoint'. Thus, we need different experts in software architecture who have different domains of experience in order to address the different viewpoints. And also relying on [RW11], we consider that a software architecture is related to several stakeholders that have different roles in the life-cycle related to their domains of experience. If the separation of concern is efficient to model software architectures, one of the drawbacks is to ensure consistency between these viewpoints, for example to allow the mapping between the logical and physical components.

Figure 1.1: Conceptual Model of Architectural Description, from [THE16]

1.1.3 Roles in the Sensor Networks Life Cycles

As we have just described before, different stakeholders are involved in the life-cycles and their roles are tightly connected with the viewpoint definition that are related to. To refine our definitions related to the SN life-cycle we identify the stakeholders and their roles particularly involved during the design phase which remains a critical phase of these systems.

Zuniga and al, [ZD13], identified clearly the main contributors in this phase with the following stakeholders:
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1. Domain Expert: provide the technical specific events, actions and services that are related to the domain, to be used by all applications in the domain.

2. Software Designer: define an architecture of the sensor network applications by specifying software components, distribution of actions, events, services such as a service includes functions and procedures, and relationships between components.

3. Network Designer: design the required network and deploy it on hardware components on the whole system. We cannot ignore the possibility of generating binary codes and configurations of the hardware components.

All these stakeholders with their own expertise, contribute to the design of the SN system. However, to improve the definition of their roles and tasks, we will look for the use of several SN systems in SoS.

1.2 SENSOR NETWORKS SYSTEMS

To consider the use of SN systems, we can try to know how the sensor datas are used to provide a higher level service to target customer needs. The systems or SoS which deliver continuous customer services are like NEPTUNE Canada, American GPS System and European GALILEO System and Russian GLONASS System. Such systems provide important information on the properties and behavior of complex systems [VG09]. High level services, such as continuous observations and processing of weather parameters, or continuous observations of moving objects, and many others [VG09], are based on a wide range of functions [Mil07] on data like acquisition, tracking, routing, fusion, distribution, storage and querying. The resulting information can be consider as unlimited sequence of complex data items obtained from the sensor nodes and ready to be analysed and stored [Mil07][VG09].

For example, NEPTUNE Canada (North East Pacific Time-series Undersea Networked Experiments) enables real-time study of: tectonic plates; the movement of fluids on the ocean floor and the effects of climate change on marine ecosystems. Also, it will help accurately locate earthquakes and observe the resulting seismic stress. In addition, it measure salinity, carbon dioxide and even movement of organisms in sediments. Then, The multitude of data collected will be transmitted via optical fiber to the Port Alberni station on Vancouver Island, which will connect them via a broadband internet connection at the University of Victoria. They will be available on the NEPTUNE website (Canadanepptunecanada.ca). The data archiving and management system used by NEPTUNE, also collects information from VENUS (Victoria Experimental Network Under the Sea), a coastal network of cable-linked underwater observatories. Thus, NEPTUNE Canada is the largest ocean observatory in the world.

In order to provide these services, NEPTUNE Canada deploys set of connected nodes and instruments that must be anchored to optical cables on a SN. These nodes and instruments can be: Hydrophones, seismometers, video cameras and high resolution cameras. Also, several other sub-systems are deployed and connected to the SN, such as: database, database replication and web server. A Database is deployed to fuse the
1.2. SENSOR NETWORKS SYSTEMS

Sequence data items that are coming from different sensors. A Database replication is deployed to have a copy about the entire collected and analyzed data. A web server is deployed to diffuse and display the data on web. Regarding the router, is deployed to can access the internet network.

Therefore, such systems are not only a simple SN, they are systems equivalent to enterprises with high level services delivered by a high number of interconnected heterogeneous components (software and hardware) [Mil07]. For example Neptune system is not only a SN, it can be considered as enterprise system since they require several heterogeneous components (software and hardware) with communication constraints to be deployed on the SN in order to provide services that are similar to the mentioned above.

These information systems are categorized according to two main types: wireless outdoor and underwater [Wan08][WBH+13][MMD15]. Such information systems can be divided into non-acoustic and acoustic types [Ini12]. In both types, a service of localization and tracking moving objects is available through a set of sensors and appropriate algorithms. These systems adopt two main approaches [Wan08][Ini12]:

1. Identifying the cell (circle or sphere) in which the mobile object is located. The position is calculated relying on one sensor.

2. Identifying the area of the moving object which is deduced by the intersection of a minimum of three cells. The position is calculated relying on two or more source (receivers) independently of the sensor technology [CGLP05].

Based on these approaches, high level services like series of moving object localization can be provided by elementary services gathering. Mainly these services include data fusion approaches that require a set of receivers (sensors) [CL10]. This approach is used in many applications (e.g. localization systems) where a large amount of data must be combined or fused to obtain relevant information [LCD+14].

Data fusion algorithms are differentiated and categorized according to the source number (two, three or many receivers) [Hot13][BONL08][Wan08][SHS01]. Relying on [KH05], the position accuracy of mobile object increases with the number of receivers. The efficiency of the localization service is highly correlated with the increasing of the number of sensors. For this purpose, we find out several types of fusion algorithms that are differentiated by the number of sensors in the network.

In addition, we focused our interest on the fusion algorithms and the associated services because they are quite representative services included in the SN and the extended systems. Indeed, they provide a high level service in many SN and they are based on undetermined number of sensors and several deployments of elementary algorithm nodes exist. This means that, we exploit many aspects of SN, and many aspects of information system to display and store the different results (locations) that are provided by performing the different localization services.
1.3 Fusion Algorithms

To provide a pertinent example of a high level service for the SN, we study fusion algorithms as a representative service in a SN. Effectively by nature, this kind of algorithm is necessarily highly distributed based on heterogeneous components (sensor nodes and fusion nodes) and several architectures are possibly deployed on a selected network infrastructure. Due to all these features, it seems to us that fusion algorithms are good candidates as representative SN applications and so by extension how can we manage the design of this kind of application.

On this hypothesis, we distinguish several fusion algorithms such as: trilateration [HJS+12], triangulation [EVG07b][CGLP05][HJS+12], Bounding-Box [EVG07b][HJS+12], set-membership [CGLP05], and Dive’N’Rise (DNR) [EVG07b][HJS+12].

As the extension of trilateration to more than three sources is possible, we select it to be adopted while providing the localization service of moving objects [ASMT+12]. This selection provides us the possibility of increasing the accuracy of the determined position of a moving object. For this purpose, the trilateration algorithm is used by the most relevant positioning system in the world such as, the GPS [RZ00][Wan08]. This algorithm combine and integrate information from a number of different sources (sensors) using an architecture for data fusion approach [Cas13].

However, several Data Fusion Architectures (DFA) are possible to be used while performing the fusion algorithm. This diversity of DFA types generates the possibility of creating different models by SN designer according to each type, with a difficulty to choose the most convenient one. This designer should select the adequate architecture for the components that are required to perform this algorithm. So, the decision of this designer is totally oriented toward selecting the appropriate data fusion architecture among several. In order to select the appropriate one, the properties that can fit with these architectures should be identified. Then, the SN designer checks the availability of each property in the different data fusion architectures, in order to select the most satisfied architecture. For this purpose, we present these properties, in the next section.

1.4 Properties for Selecting a Data Fusion Architecture

Several challenges face the SN designer to adopt the data fusion approach and its logical architecture and the relevant mapping on the distributed network infrastructure. We distinguish the following difficulties and challenges:

1. Different heterogeneous components should be deployed on a SN by adopting a data fusion architecture. Multiple functions are assigned to each component on the SN [Mit04]. This requires a communication infrastructure with varying levels of computational and communication capabilities according to each communication protocol.
2. The number of sensors should increase upon the needed degree of object localization accuracy. This may cause the needs of increasing the number of other components such as the fusion servers. Thus, the number of the heterogeneous components on the SN is dynamic and can be increased at any time without component constraints.

3. The impacts of the sensor failures on the network should be minimized. This due to the long life duration that is required by the sensor networks systems [RGK+11]. This failure can affect the entire or a part of network. So, the lifetime of SN can be optimized.

Accordingly, we can detail the properties that are required by the SN designer, in order to select the appropriate data fusion architecture. This last should provide the capacity of adding a large number of sensors and fusion servers on SN. This capacity increases the accuracy of localizing a moving object, or enlarges the covered observed area. Also, it minimizes the network failure by replacing the failed components (sensors or fusion servers) by stable and functional ones. In addition relying on [KH05], more sensors and fusion nodes are required to be deployed on the SN to perform and optimize the fusion service. So, the SN designer requires an architecture which has enough flexibility to cover the needs of adding or removing components with the less impact on the localization application. These modifications on the application architecture must be performed without calling into question the system architecture and are inevitable on a long time period of the system life cycle.

1.5 Data Fusion Architectures

In the SN domain, the sources of information are the sensors and the fusion algorithm is often done in a fusion center that collects this information [EZ14][Mit07][LIHL17], but it can be also decentralized [EZ14] with many possibilities between these two kind of architectures. The main possibilities for the architecture categories are centralized, hierarchical and distributed [And13]. In a centralized architecture, there is a single fusion node [LLL09][LCD+14][LCK+97], see Figure 1.2. Sensors acquire data and transfer them directly to a central single fusion node. In a hierarchical architecture, figure 1.3, the fusion nodes are classified in a hierarchy with the higher level nodes processing results from the lower level nodes and possibly providing some feedback [LLL09][LCD+14][LCK+97]. In a fully distributed architecture, see. Figure 1.4, there is several fusion nodes. Each fusion node sends information to the other fusion nodes [KGC][CM05][Pao94]. There is no predetermined hierarchical relationship so each fusion node can communicate with any other node.

1.6 Limits and Comparison among the Different Data Fusion Architectures

In a fully distributed architecture, the number of sensors and fusion nodes that is deployed on the network can be changed as required [And13]. More we add sensors, more the accurate position of moving object increase, or more the observed area is enlarged [KH05][Vey16]. Consequently, the distributed fusion architecture allows to add sensors and fusion nodes on SN as much as it is required to enhance the results of the provided
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Figure 1.2: Centralized Fusion Architecture

Figure 1.3: Hierarchical Fusion Architecture

Figure 1.4: Distributed Fusion Architecture
services such as the localizations of moving objects.

In a centralized architecture, the number of sensors and fusion nodes that is deployed on the network cannot be changed as required [LLL09][LCK+97]. This is due to the structure of the centralized architecture as one single fusion node is allowed to be deployed on the SN. So, this architecture cannot contribute by increasing the accuracy of object localization result. Consequently, with the centralized fusion architecture is not possible to deploy more sensors and fusion nodes on SN.

In a hierarchical architecture, we can add more sensors and fusion nodes but it is a complex task. This is due to the required feedback scenario (communication constraint) that should be performed between the sender fusion node and receiver fusion node [LLL09][LCD+14][LCK+97]. So, the communication constraints increases in parallel with the number of added sensors and fusion nodes. Also, due to the required hierarchical order of the location of fusion nodes presented above. So, in case we add more nodes, we face a problem in the location of these added nodes as we should respect their order of communication, from the higher to the lower nodes. It is not an easy task as any error in the location of the added nodes may affect negatively the performance and the result of the object localization.

Consequently adding sensors and fusion nodes in a hierarchical fusion architecture is allowed but faced up to several difficulties in locating the newly added nodes in the right positions on the SN.

Accordingly, the property of adding several components on the SN is available in the hierarchical and distributed fusion architectures. In the distributed ones, the fusion nodes can be added at any location on the SN without any hierarchical level of execution. This means all the fusion nodes can communicate together without any execution causality. So the distributed architecture provides the more flexible approach when we take into accounts the long time period of the system life cycle.

Relying on the analysis and the comparison discussed above, the SN designer should take into consideration the distributed fusion architecture to perform the trilateration fusion algorithm. Thus, the distributed fusion architecture is the most generic architecture related to our requirements.

In addition, the selected architecture should be compatible with the selected trilateration fusion algorithm [LCK+97]. According to [AR07], this algorithm adopt and use the distributed fusion architecture.

Making a SN durable in the case of individual sensor failures is another main advantage of selecting the distributed architecture. In a distributed environment, the loss of one sensor does not affect the entire SN [KGC][CM05][Pao94]. So, there is no component that constitutes a weak point whose stopping paralyzes the system [And13].

For the purposes presented above, the distributed fusion architecture is the prefer-
The distributed fusion architecture is adopted by the most SN systems. In order to perform the design phase of such systems, several challenges face the concerned SN designers. A model should be defined to describe and analyze how the provided service (e.g. localization of moving objects) can be mapped on a SN. This requires the intervention of different SN designers that are experts in different domains of experience. The provided service is required to be described in a model by a SN designer which is an expert in the business process of such service. To perform such service, a model that contains the corresponding software components and relationships is required to be defined by another SN designer which is an expert in the application process. To implement these software components and relationships, a model that contains the corresponding technology platform is required to be defined by an expert in network infrastructures. In addition, as the SN designers define models in a complex context, they may make architectural design errors. So, the created models must support the analysis of architectural constraints which must help the designers and avoid errors that would be detected during the next phases of process development.

For this purpose, while designing such systems, the SN designer should take into consideration two parts: (1) services that are related to business domain such as localization of moving objects; (2) information systems to support the deployment of these services and to provide enough flexibility to take into consideration the long life cycles of these systems.

In order to design such information systems, the SN designer must be supported by an appropriate tooling [HML02]. Due to the analysis of [RBR10][DNR03], we can consider that the design approaches could be supported by graphical modeling languages. These approaches and their related tools aid in the design and deployment of SN applications [RBR10][MFHH02]. These tools provide the ability for the SN designer to analyze and model complex systems such as Neptune Canada [ZSL+11]. Thus, the requirements of SN designer can be coupled with the requirements of this tool. These requirements are identified as:

1. Requirement 1 - Improving Architectural Design: Possibility of preventing the architectural errors that may be made by the SN designer. These errors can occurred while defining the provided services that are performed by the adopted SN architecture regarding the communication constraints. For example, we prevent architectural errors by avoiding connection of two sensors, or a connection between
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a sensor to a database server without any processing node.

2. **Requirement 2 - Multiple Viewpoints:** Providing each designer the ability to work independently in a viewpoint (cf. section 1.1.3), in order to have his proper model according to his domain of experience. The different concerned designers cooperate together in order to share the design of the same system. And these different viewpoints must correlated in order to have a consistent model. For example, the domain expert, software designer and network designer create their models in their independent viewpoints (cf. section 1.1.3), so they cooperate together by interrelating their models to obtain this consistent model. This interrelation can be created by using specific relationships to ensure model consistency of this unique model.

3. **Requirement 3 - Extensibility:** Ability of adding new SN specific elements, constraints and relationships in the design tool. The absence of such components while defining the scenario of the provided services affects negatively the design phase, by increasing the number of required components, communication constraints and relationships that should be performed manually by the SN designer. For example, by using an added specific SN component or relationship to the design tool in a viewpoint, the SN designer can get automatically the corresponding related components and relationships in another viewpoint. These generated components and relationships can be built-in or added in the design tool to help the designer related to the complexity of the resulting information system.

4. **Requirement 4 - Heterogeneity Supported:** Ability of having different types of components and communication types in the same defined SN model. As the SN is an information system which is set of heterogeneous devices and communication protocols, the presence of this ability while defining the scenario of the provided services is necessary. The defined SN model contains different communication types between different heterogeneous components. For example, the communication protocol between a sensor and a database server is different than the one between a server and a web server.

5. **Requirement 5 - Validation Tools Supported:** Ability to verify the created SN models by simulation. This ability is required in order to detect the architectural errors during the design phase, and to validate the created models as early as possible in the development life cycle. For example, using a network simulation tooling could efficient to evaluate the mapping of a service on a SN infrastructure.

1.8 LIMITS AND COMPARISON AMONG THE DIFFERENT APPROACHES OF SENSOR NETWORKS DESIGN

In order to select the proper approaches to design then implement a SN system, we discuss a comparison between the different approaches regarding our requirements, identified previously. Our comparison is based on the most relevant approaches regarding our context: SimStudio [TTH11], CA-PSCF (Context-Aware Pervasive Service Creation Framework) [AYG10], DSM (Domain-Specific Model) [VMP14], ITSML (Intelligent Transportation Systems Modeling Language) [FIFF15] and SysWeaver [RBR10]. The results of our comparison is summarized in the Figure 1.5 and detailed in the next sections.
1.8.1 Approaches of Architectural Design Improvement

This section presents the five approaches regarding the improvement of the architectural design of SN. The five approaches aim at integrating in a single environment, tools for modeling and validating high level of pervasive services. These services can be related to complex contexts such as SN. These approaches proposed new specific SN concepts that are implemented in different frameworks and tools. According to each approach, these concepts are dedicated to be used while designing SN systems by the SN designer.

The SimStudio concepts are built by developing the generic DEVS (Discrete Event System Specification) concepts [TTH11]. The CA-PSCF concepts are based on the EMF-based concepts [AYG10]. The DSM concepts rely on Jersey JAX-RS [VMP14]. The ITSML concepts have been developed using the infrastructure of INGENME [PGSP11][FIFF15]. Therefore, during the design phase, the SN designer can use these new specific defined concepts. These concepts are created for specific domains and not for general purposes.

However, they did not propose constraints on these concepts or on the communication between them. The implementation of such constraints in the concerned design tool can help the SN designer to improve the architectural design by preventing architectural design errors that maybe made by him. For example, the SN designer is not able to connect two sensors together, but he is able to connect a sensor to a fusion server by respecting the required criteria to establish this connection.

Consequently, these five approaches help the designer by providing the ability to
have SN concepts and not only general purposes concepts. However, the lack of the implementation of domain specific constraints applied on the domain concepts and relationships is not powerful support for the designer. With this kind of tooling, the designer hasn’t enough support to prevent the architectural design mistakes.

1.8.2 Approaches of Providing Multiple Viewpoints

This section presents one main approach that enables the SN designer to define a SN model that contains different viewpoints. These viewpoints are defined by the different concerned SN designers according to their different domains of experience. This approach is SysWeaver [RBR10].

SysWeaver is a very effective approach, it aims at controlling the sensor networks by controlling its programming. It seeks to go up in abstraction, it works from top to bottom. It focuses on the application level that is based on programming, and the technology level that is based on simple network components. However, it misses advanced and complex networks components. Accordingly, a main question could be asked here which is: is SysWeaver can manipulate information systems (e.g. SN systems)?

SysWeaver cannot be the proper approach to be adopted by the SN designer. This is due to the two main issues that are required to implement such information systems (e.g. NEPTUNE localization systems): (1) advanced and complex networks components (e.g. web servers, routers, database replication server) should be implemented in the technology level of SysWeaver design tool, which are required to be used when the designers describe the business process of a complex service such as localization of moving objects; (2) the descriptions of all the possible provided services are required to be defined using one or the different data fusion architectures. The second issue requires a business level design that contains specific SN components (e.g. fusion algorithm, data acquisition) to be used while designing such services. Therefore, a business level design and advanced IT components are required to be used while designing localization systems.

Consequently, as a solution, we can exploit SysWeaver by extending with a business level that meets the needs (e.g. specific SN components and relationships) to describe a complex service. And, by adding to the technology level, IT components that can be the correspondences of specific SN components in the business level. Another approach can be proposed, which is to reuse a design tool that contains business, application and technology levels. Then, each level can be extended and specialized by adding new SN concepts and relationships that can be implemented in the concerned design tool. Therefore as we present later, it seems to us that this last solution is less complex if the tooling respects the extensibility requirements.

1.8.3 Approaches of Offering Concepts Extensibility

This section presents the five selected approaches regarding the ability to extend new concepts while designing a SN. These approaches enable the extensibility by adding new concepts (e.g. Sensors, Servers, Relationships) to the concerned frameworks or
design tool. This is similar to [CAKR11][CKR12]. Due to the created or generated editors/design tools that are used to create models according to each approach, these new concepts can be new SN specific elements, constraints and relationships in these design tools. This gives the SN designers an easy way to use the new specific added components and constraints.

Consequently, these five approaches help the SN designer by providing the ability to use built-in SN components and relationships from the SN generated design tools. However, modifying a tooling remains difficult when we want to respect the semantics of the added concepts and relationships.

1.8.4 Approaches of Supporting Heterogeneity

This section presents the five selected approaches regarding the support of the concepts heterogeneity while designing a SN. The approaches provide the SN designer the possibility to use heterogeneous components (software and hardware) and relationships while designing SN systems. According to each approach, this possibility is provided by using the generated SN editors/design tool that contains different types of components, such as sensor, database server, fusion algorithm. These components perform different functions and provide different services.

Consequently, by supporting the heterogeneity of concepts and relationships that can be implemented in the SN design tools, these five approaches help the SN designer by providing the ability to define SN models that contains different types of components and relationships.

1.8.5 Approaches of Supporting Validation Tools

This section presents only the three approaches that provide tools to validate the defined SN models. These approaches are: SimStudio [TTH11], ITSML (Intelligent Transportation Systems Modeling Language) [FFI15] and SysWeaver [RBR10].

These approaches enable the SN designer to validate the defined models by detecting the architectural design troubles prior to the implementation phase. This early validation is performed by simulating the defined SN models.

Consequently, these three approaches help the SN designer by validating and verifying the result of the design phase (defined SN models). This can be performed by using a specific simulator that has the ability to provide results of the simulation task. Therefore, these approaches integrate the possibility to improve architectural design models after the analysis of the simulation result.
1.9 Discussion

According to the presentation of the previous section on the existing SN approaches and the associated tooling, we conclude the following:

1. **Requirement 1**: Improvement of architectural design of SN is available in all the presented approaches. Mainly, the frameworks are based on the definition of domain concepts which is efficient support for the designer. However, we have noticed that these approaches lack the domain constraints relative to the domain concepts and relationships. To improve the lack in the actual tooling and to keep the domain concept definition, we will looking for the relevance of Model Driven Engineering approach relative to our context, in the next section.

2. **Requirement 2**: Multiple Viewpoints is addressed by only one approach of all the presented approaches, the SysWeaver. It provides separate viewpoints according to each domain of experience, with the ability of inter-relating these viewpoints, in order to have one unique model. However, this approach is mainly focused on the design of limited scale SN and does not satisfy the requirement to design complex information systems such as Neptune. This is the reason why we study and analyze Enterprise Architecture frameworks in chapter 3 to try to identify a system approach including SN and the necessarily associate IT infrastructure.

3. **Requirement 3**: Extensibility is possible in all the presented approaches even if the associated tooling remains difficult to extend. Moreover, we notice that some tools are based metamodeling approach which guaranty a clear language definition to ease the language extensibility. However, this possible extension is not a guaranty to have a generating approach for the extended design tool with the added concepts and constraints. Once again to improve the extensibility and face this requirement, we will try to apply a Model Driven Engineering approach, introduced in chapter 2.

4. **Requirement 4**: Heterogeneity of components and communications in the design tool is well supported in the presented approaches. But multiple heterogeneous components is really available when the associated constraints are also supported to prevent design mistakes, as we noticed in the text relative to the requirement 1. So this requirement should be really satisfied in association with the requirement 1.

5. **Requirement 5**: Validation step is available in three approaches by using network simulators and indubitably these simulators improve the quality of the models and the resulting system. So we keep this kind of simulator to satisfy the requirement 5 and will try to include the simulation in our future approach and tooling.

Consequently, regarding the presented comparison and analysis; proposing a design process and tooling for the SN life cycle must take the best of each approach and propose a contribution which satisfy all the identified requirements and firstly the **RQ 1 Design Process**. Our contribution will be elaborated and presented in chapter 4.
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**Synthesis**

In this chapter, we presented the concept of SN life cycles with their advantages, features and options. Then, we pointed out our interest in the design phase of SN life cycle. Next, we defined the roles of the involved stakeholders in the SN life cycle, and we extracted that the SN designer is the proper stakeholder to be involved in the design phase. Then, we presented the structure of complex information system, and the challenges that may face the development of such systems. Thus, we identified that the SN is an information system and no only a simple SN, it is a complex distributed system. After, we selected that the distributed fusion architecture is the appropriate architecture that can be adopted for our SN context. Also, we specified that the trilateration algorithm can be implemented on the selected architecture. Next, we extracted the requirements of SN design. Then, the comparison between the existing approaches based on the specified requirements, shows that there is one approach which fulfills completely the identified requirements, but it is not enough according to our context, which is the SysWeaver approach. The **Requirement 2 Multiple Viewpoints** is satisfied by the SysWeaver approach where the system to be designed is only a simple SN. However, this requirement is not satisfied where the system to be designed is a complex information system. To fit the satisfied and non satisfied requirements, in the next two chapters, we study and adopt the fields of Model Driven Engineering and Enterprise Architecture. We propose a process for SN Design, in Chapter 4. We provide a domain specific modeling language for SN, which is needed by the designer in order to create his specific model, in chapter 5. Also, we propose for the designer, a tool building process for SN design in order to have a design tool where he invokes the proposed metamodel, in chapter 5. Finally, to point out the applicability of our SN Design Process, we use it in Chapter 6 to model a marine observatory case study.
2.1 Model Driven Engineering Fundamentals

Regarding our context and the achieved tooling analysis described previously, we present in this chapter how Model Driven Engineering can contribute to improve the design of the SN and the associated information system. The fundamental concepts of MDE are: model, metamodel and model transformation [Par12][vdB09].

A Model is a simplified view of a system for a targeted concern. The goal of a model is to describe and to improve the understanding of the system often on several abstraction levels. A model selects interesting concepts on view points for a given context, and provides a representation of the reality for a dedicated purpose [Par12][vdB09].

As we previously presented in chapter 1 (cf. section 1.1.2), to create models, the SN designers need to use modeling languages. Therefore, we will elaborate on the main existing modeling languages in the section 2.2.1. Modeling languages are defined by
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semantics, an abstract syntax and a concrete syntax. There are several approaches to formally define an abstract syntax of languages [KR07]. In the modeling context, metamodels are used to define the abstract syntax of modeling languages.

A metamodel is defined in [GKH07][OMG15] as: “a model that defines the language for expressing a model”. Metamodeling is a popular method that define the abstract syntax of domain specific modeling language (DSML), because the language designer can directly map the classes of a domain analysis to classes in the metamodel [EIS]. Associations and inheritance of domain classes are also mapped to the language definition. For this purpose, in order to define Modeling Languages such as UML or DSML, we can adopt the metamodeling method [GKH07][OMG15][CEKS01][KBJV06].

Based on this metamodel definition for a specific domain of interest [PMDC++07][Par12][vdB09], we can instantiate a large number of models that conform to this metamodel [Béz04][Par12].

Precisely, a metamodel is not a model of model and is not strictly a language. A metamodel is a model that defines a language to define models, an explicit and concrete definition of a language. In the four layers approach (Model0, Model1, Model2, Model3 in figure 2.1) promoted by OMG standard organization, each layer is conformed to the upper layer, from the real system to reflexive layer (Model3 layer of the figure 2.1).

Model Transformations (MT) is a set of rules applied to parts of a metamodel elements [vdB09]. The transformation engine reads a source model, which must conform to a source metamodel, and applies the rules defined in the transformation model to create the target model that will conform to the target metamodel.

According to [FR07], we distinguish two main kinds of transformations: Endogenous, where the source and models conform to the same metamodel such as UML Model to another UML model [vdB09]; Exogenous, where the source and target are defined in different metamodels such as UML Model to java program [vdB09].

2.2 Model Driven Engineering Aspects

Van Der Straeten and al have identified major aspects in MDE which are [VDSMVB09]:

1. Requirements Modeling: transferring the specified business requirements to functional requirements that describe the functionality of the system (each role/function), using modeling languages. The created models may contain different types of elements and relationships, such as functions, data, actors, association relations and triggers.

2. Modeling Languages: necessary needed languages, methods and principles to design specified metamodels in order to build domain specific modeling language (DSML), and to provide specific concepts for designing complex systems [FR07].
3. Model Heterogeneity and Quality: developing models by different stakeholders in a distributed architecture, using multiple viewpoints that utilize possibly heterogeneous modeling languages. In other words, models could be built using a variety of domain specific modeling languages [FR07]. Also, ensuring a correspondence between inconsistent quality aspects in and between viewpoints [Rec08][FR07].

4. Models Validation: verifying and testing the models and the code generated from those models. This topic will be elaborated on and discussed in chapter 6.

5. Models Transformations: converting models from one type to another, from one extension to another.

6. Run-time Models: executing models during analysis, design, implementation, and deployment phases of development life cycle [FR07].

Related to SN design, we will focus on three aspects in the coming sections: Modeling Language, Model Heterogeneity and Quality, and Model Transformation.

2.2.1 Modeling Languages

We distinguish two types of modeling languages: the ones that are used for general purpose such as UML, which could be adopted in any domain; and Domain Specific
Modeling Language, which is used in specific domains [MT11]. To create an understandable model for a system in a specific domain, using a general purpose modeling language, is difficult due to the complexity of describing the precise meaning of domain concepts and inter-related concepts in the entire model. Consequently, general purpose modeling languages such as UML, are not well-suited to cover some of the SN designer requirements. However, Domain Specific Modeling Language (DSML) is specifically designed for a technical domain or business domain, generally comprise a small number of concepts, and they are used by a small number of specialist and expert users [VDKV00a]. These languages provide a targeted and effective solution to a restricted and specific set of modeling problems [VDKV00b].

A large number of DSMLs with very different levels of abstraction exist. Various studies, including the one documented in [KMB+96][GK03], ensure that specific languages allow specialists and experts to increase productivity and efficiency in dealing with problems over the use of General Purpose Languages. In addition, DSML allows to have specific components of a domain in the abstract syntax, concrete syntax, and semantics of the modeling languages. These components could be ready to be used during the design phase. Thereby, DSML facilitates the job of the domain experts such as the designers [VDKV00b].

The definition of a language involves various kinds of activities that are complementary to each other: (1) defining the abstract syntax of a language, and the corresponding graphical representation of this abstract syntax which is the concrete syntax; (2) defining the meaning of the language, the semantics [KRV07][HR04]. Defining the abstract syntax consists in defining the concepts used in the modeling language. Defining the concrete syntax, consists in defining the use of the concepts of the abstract syntax. Usually an abstract and a concrete syntax are developed first, and then a semantics to define the meaning of the language [KRV07].

To formalize the definition of the modeling language, the abstract syntax is defined as a metamodel, as we have explained before. And also we add constraints relative to the metamodel concepts and relationships between these concepts. The OCL (Object Constraint Language) [CT07][Mar08] is used in this case to express the constraints in declarative formulas. These OCL constraints are the relevant support to encode specific domain constraints associated with the concepts of the DSML. In our case, we use the OCL language to provide specification of our domain constraints before providing implementation conforms to these specifications, see the section 5.1.3.2. The same activities provide the definition of a DSML which is used to describe a domain system with high level of abstraction [KBJV06]. These activities reflects the metamodeling approach to define a DSML [KBJV06][CEKS01].

### 2.2.2 Model Heterogeneity and Quality

The use of viewpoint models in the process of building a complex software design phase, become a standard fact [GR04]. The problem is to deal with heterogeneous models and the need for integration at the model level, in order to get an integrated and coherent
model. Thereby, at the system level, it is well accepted and understood that during the development of a complex software system such as SN, an integration in and between the created models is required. The components of complex (software and physical components) systems interact together once the integration is applied. Some components are bought, some are taken over from older systems, and some are newly developed. The components (physical and logical) are configured and implemented with different languages.

A complex system could be represented by sets of heterogeneous viewpoint models and eventually different modeling languages are used [GR04]. The decomposition of the design process into heterogeneous viewpoints models is similar to the decomposition of the complex system into several modules. Thus, to have a unique and consistent model for a complex system, a viewpoint model may also be a supplement to another one by interrelate these two viewpoints. In this sense, we can have one consistent model by having a coherency between the different created viewpoints models [BBD+00][BBDS99].

2.2.3 Models Transformation

A model transformation (MT) is a set of rules that describes and controls the transformation process of one model, in the source language into a target language [Par12][vdB09], see. Figure 2.2. For example, we can give a model as input (source language) for a code generator, in order to get a C++ code (desired language) as output. In this case, the model transformation is named as model to text transformation. And it is possible to have a transformation between two models that is named model to model transformation. Atlas Transformation Language (ATL) is a model transformation tool, a part of the Eclipse Modeling project. It supports XMI Ecore models (format from the Eclipse Modeling Framework) as input format and metamodels and generates the model resulting from the processing to XMI [BJKV06].

![Figure 2.2: Models Transformation](image-url)
2.3 SEPARATION OF CONCERNS IN MODEL DRIVEN ENGINEERING

As we see in the previous section, the system architecture description is based on several concerns and viewpoints. One of the key features of the MDE approaches is to provide languages and tooling which defines viewpoints and views on the system. The modeling framework must take into account this definition to provide a modeling approach based on separation of concerns.

The separation of concerns appears in the different stages of the system life cycle, and thus takes many forms. Separation of concerns may deal with the time separation of each step of the development process from design to realization. Also, for each step of the process, several viewpoints are needed to describe several concerns of the design, such as for example the logical and physical architecture of the system.

In order to accomplish the separation of concerns process, several stakeholders and viewpoints must be identified. As an example, Figure 2.3 shows the viewpoints according to the purpose and the abstraction level. The top half of this figure shows the designing, deciding and informing viewpoints which are relative to the enterprise architecture design, analysis and dissemination. The stakeholders are identified relative to the viewpoint definition or exactly the stakeholders impose the definition of the viewpoints. In our context, we previously analyzed that our main concerned stakeholder is the designer, (cf. section 1.1.3), and also several designer skills are necessary in the SN system context.

The bottom half of the figure 2.3 shows a simple view of the level of abstraction from details to an overview. This part of the figure highlights also the coherence between the levels of abstraction. This aspect is unavoidable to guarantee the consistency of the system model on all the levels of abstraction. Several modeling languages are useful and available to define the models of each viewpoint. We divide them into two main categories: (1) for general purposes such as UML; (2) for specific domains such as DSML. However, the use of generic languages to describe specific domains such as UML, does not ensure the application of specific constraints during the process of the design phase. Except if like UML, the language provides the capacity to be specialized or extended.

In this case, the semantics of the concepts is respected but in many cases the associated tooling remains with the look-and-feel of the host language. Due to the design complexity of SN, many specific constraints should be respected by the SN designers during the design phase, otherwise too many architectural errors may occur. To improve the architectural design quality during the design phase, these constraints could be introduced into DSML for different levels of abstraction. This improvement is performed by preventing the architectural errors that may occur using DSML. In addition, by adopting the use of DSMLs during the design phase, the created models at different levels of abstraction can be effective [VDKV00a] [CM98]. For all these purposes, the use of Domain Specific Modeling Language (DSML) for our context involves advantages to apply separation of concerns and to ensure model consistency through domain constraints.
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2.4 MODEL DRIVEN ENGINEERING STANDARDS AND TOOLS

Model Driven Architecture (MDA) is an approach proposed and supported by the Object Management Group (OMG). This approach can be viewed as a specialization of the MDE [OMG03]. Its goal is to develop the software design practices based on a model-centric approach and not on code. The OMG has defined a typology of models and a set of transformation relations that allow to go from the application requirements to the implementation. In order to describe the defined models, OMG proposes to use Unified Modeling Language (UML). MDA languages are based on a set of OMG standards [OMG10], including UML (Unified Modeling Language), MOF (metaObject Facility) and CWM (Common Warehouse Metamodel).

The MOF is an extensible model driven integration framework for describing, defining and manipulating metamodels. We distinguish several tools that could be adopted for MDE with different users’ concerns targets. Relying on the surveys for MDE tools that are done in [HSM10][PMDC+07], we can consider that Eclipse IDE provides a powerful environment which facilitates the modeling/metamodelling activities. The Eclipse Modeling Framework (EMF), included in the IDE, is a framework developed by the Eclipse Foundation as the foundation of the Modeling project [Ecl15]. The objectives of this framework is to enable the automatic generation of a set of tools or to provide facilities for model transformations and code generation.

Figure 2.3: Classification of Enterprise Architecture Viewpoints, from [THE16]
2.5 MODEL DRIVEN ENGINEERING FOR SENSOR NETWORKS

Mainly, the approaches of SN system development focus on implementation issues, and they rarely rely on software engineering methodology which supports their entire development life cycle. However, various recent research approaches for developing SN in [RKM02][MM07][BS08][SGV+06][BT10] deal with this problem, and most of these approaches concentrate on the modeling of applications at different levels of abstraction with subsequent code generation as in MDE. MDE can contribute to the SN context by reducing the complexity of the design, by allowing designers to model their systems at different abstraction levels. Also, it provides the designers an automatic model transformations in order to convert the abstract models such as XMI files, into more concrete ones such as C++ or Java program [LVCA+07][Sch06].

For this purpose, [LVCA+07] and [Sch06] showed the use of MDE to model SN life cycle. In addition, a model driven performance engineering framework is proposed in [BS10]. Hence, to model SN, it is useful for the SN designers to use and adopt the Model Driven Engineering (MDE).

Regarding all the presented MDE features, the model transformation ability, the definition of DSML using the meta modeling approach and the model heterogeneity; we can extend existing design tool and then generate a new one that includes the new SN elements and relationships of a new defined SN DSML like in [TTH11][AYG10]. This means, it is realized, by extending the concepts of the initial metamodels (cf. section 5.1) by new components and constraints that are required by the model heterogeneity aspect. Then, generating a new design tool that contains the concrete syntax. This concrete syntax contains graphically the new added elements and relations in order to be used by the SN designers during the design time. This new generated design tool will be elaborated, in chapter 5.

By adopting MDE for developing SN, many facilities for the SN development process could be provided. As MDE shifts the focus of software development from coding to modeling, [LVCA+07] proposes a methodology for SN application development which is to build a model of the target system using the SN DSL. The metamodel of this high level of abstraction modeling language provides all the concepts and relationships commonly used for specifying SN applications. This is a main advantage since specific SN concepts and relationships are available to be used for the SN designer during the design phase of the SN life cycle. Another provided advantage, is a new graphical modeling editor which allows SN domain experts to graphically describe the structure and the behavior of their systems that has been developed on the basis of this SN metamodel [LVCA+07].

The advantages of MDE that can be provided for SN [AGF05][Chi12] are:

1. Ability to have DSML for SN, SN elements and relationships by adopting the meta modeling approach. Thus, we can introduce these elements and relationships inside the concerned framework, in order to facilitate the modeling task of the SN designer. And have design tools with concrete syntax that take into consideration the extended and customized SN DSML.
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2. Diversity of SN elements and relationships within the same model from different viewpoints and DSML by adopting the model heterogeneity aspect. This advantage allows to have one consistent model that contains inter-relations between the different viewpoints according to the concerned stakeholders.

3. Having generated code as output by adopting the model transformation aspect and entering as input the created SN models. Code usable by a simulator could be generated automatically using a code generator in order to verify the created models. This advantage will be presented, in chapter 6.

In conclusion, MDE helps to facilitate the modeling task for the SN designers. This helps appear while building separate models according to each viewpoint, and also while building a consistent model from the different separately built models. In addition, MDE can provide early validation support of the created models, thanks to the static model checking and simulation code generation via model transformations.

2.6 DISCUSSION

Relying on the presented MDE benefits, MDE is expected to contribute toward satisfying the following requirements:

1. **Req 1 Improving Architectural Design:** in order to model a SN model, specific concepts in the IT domain are required. This domain is too wide and includes a large number of complex concepts. It contains different types of devices with different operating systems and different communication protocols, to exchange data between these devices. For this purpose, we can avoid creating such complex concepts by adopting a certain approach that allows the SN designer to reuse some existing specific IT concepts. Through the meta modeling approach for language definition (cf. section 2.2.1), existing metamodels can be extended with new SN concepts, relationships and constraints, to define the syntax and grammar of a SN specific DSML. The architectural design errors that may be made by the SN designer, are avoided by invoking the implementation of the constraints. These constraints are specified in the OCL language and associated with metamodel definition. For example, the constraint which should be satisfied by the connection between a smart sensor and a fusion server, can be added to the abstract syntax of the SN DSML.

2. **Req 3 Extensibility:** in order to model a SN model, the SN designer requires a specific design tool that contains the existing specific IT concepts and the new extended SN concepts, relationships, and constraints. It is a complex and difficult task to implement these new extended SN concepts in a design tool. For this purpose, we can adopt a certain approach to facilitate the implementation of new SN concepts, relationships, and constraints. Through the model transformation approach, the extensibility of the concepts appears by generating automatically a new design tool. It allows the generation of a new design tool that contains the new added components, relationships and constraints. For example, new elements or relationships with new SN constraints, are available to be used by the SN designer during the design phase.
3. **Req 4 Heterogeneity Supported**: through the meta modeling approach for language definition, we can have different components and relationship types that are related to different contexts and activities. These extended components could be software and hardware, and they could be related together such as Voice Detection function, which is related to a Smart Sensor.

In conclusion, adding new extended concepts and constraints improve the architectural design, enforcing the respect of the constraints, and the satisfaction of certain criteria during the design phase. This prevents the SN designer from making errors that may happen. Therefore, the meta modeling approach for language definition deals with the **Req 1 Improving Architectural Design**. Using the model transformation approach, the new specific extended concepts and relationships are generated automatically in a new design tool. It allows the SN designer to use these specific SN concepts while designing SN models. It also allows the creation of models from heterogeneous concepts and relationships, and also the creation of model from several heterogeneous models (different viewpoints). This is to ensure the ability for the SN designer to model complex systems, and satisfy the **Req 3 Extensibility** and the **Req 4 Heterogeneity Supported**.

One of the key choice to apply an MDE approach, is to select the relevant Modeling Language related to our SN domain. Regarding the application domain, general purpose languages are too far from our dedicated concepts. Thus, the most relevant language could be a DSML to have the appropriate concepts, and its associated tooling. However, DSML creation and its tooling is a huge task to cover all the purposes of SN systems.

Therefore, to optimize our development life cycle, we try to find a meet in a middle approach using a powerful DSML for systems as close as possible to SN. We can apply a metamodel specialization to fit with accuracy to our SN domain. To target this constraint, the next chapter presents modeling languages and their tooling related to information systems based on a network infrastructure.

### Synthesis

_In this chapter, we presented aspects of Model Driven Engineering. Thus, between several aspects we identified three: Modeling Languages, Model Heterogeneity and Quality, and Model Transformations. Then, we justified our selection of adopting MDE. Next, we identified the appropriate frameworks and tools that should be used during the MDE approaches, EMF and ATL. Then, we extracted the advantages of adopting MDE by supporting the viewpoint models. Thus, according to these advantages, we identified that MDE satisfies **Req 1 Improving Architectural Design**, **Req 3 Extensibility** and **Req 4 Heterogeneity Supported**. In order to optimize the **Req 2 Multiple Viewpoints** related to our domain, we will present in the next chapter a Domain Specific Modeling Language for information systems that relies on an MDE approach._
3 System Architecture Modeling

Reminders and Objectives

In the previous chapter, we illustrated how MDE satisfies the requirements, Req 1, Req 3 and Req 4. In order to improve the satisfaction of the Req 2 Multiple Viewpoints, we try to identify the relevant and existing DSML. However, the Req 2 Multiple Viewpoints remain unsatisfied. In this chapter, we point out existing approaches that handle Req 2 in the context of information systems. We consider Enterprise Architecture (EA) frameworks and their capacities regarding the Req 2. Hence, in relation to the needs of having practical framework for the developers of SN, we seek to find a framework that relies on EA. Next, we compare common modeling languages and EA modeling languages in order to verify how they can fit our needs. Then, we study the advantages of EA for SN in order to check if we need to adopt EA Frameworks for developing SN. At the end, we present how EA may contribute toward satisfying Req 2 Multiple Viewpoints to argue the selection of the ArchiMate framework as a baseline of our DSML.

3.1 Modeling Context

To design a SN system, different experts are required to be involved in the modeling phase to cover the sensor integration in an IT system. Because as we defined previously our SN systems the sensors are connected to dedicated algorithms and also IT infrastructure to deliver high level services to the SN’s users.

The experts have different domains of experience in order to address the different required viewpoints. For example, an expert in the business process, an expert in the logical process and another one in the technical process, are required to design a SN distributed architecture. Thus, the problematic of the modeling phase is to produce relevant models according to the required viewpoints for distributed applications on network infrastructure. Therefore, several viewpoints must be modeled to define and choose mapping of software application on a given network architecture.

To build viewpoints, designers require a set of structured and domain specific concepts. These concepts are provided mainly by frameworks. In order to handle the Req 2 Multiple Viewpoints, the designers need design tools that provide the ability to
define a model using different viewpoints. This capacity can be provided by Enterprise Architecture (EA) frameworks which are based on several viewpoints on domain specific concerns. Each viewpoint is defined by its own concepts and a framework aggregates the viewpoints in a modeling language. For this purpose, we are interested to present and study the existing EA frameworks, in order to select the most appropriate one.

### 3.2 Enterprise Architecture Types

[OLPW+08] defines EA as: "A coherent set of descriptions, covering a regulations-oriented, design-oriented, and patterns-oriented perspective on an enterprise, which provides indicators and controls that enable the informed governance of the enterprise’s evolution and success". [JE14] proposes another definition of EA as: "The organizing logic for business and IT infrastructure reflecting the integration and standardization requirements of the firm’s operating model". Hence, EA model is about dividing a model into several inter-related models such as a model for business, and a model for IT. Each model is a set of related elements and describes the activities and actions of a specific domain of experience such as Business and IT.

According to [For99] and ISO 15704, there are two types of EA: (1) EA dealing with the design of a system, called System Architecture; (2) EA dealing with the organization of the development and implementation of a project, called Enterprise-Reference Projects. System Architecture describes the structure and the behavior of a system, such as the information system of an enterprise. Enterprise-Reference Projects are frameworks which target at structuring the required concepts and tasks to design and build complex systems such as SN. According to survey of EA in [CDV08], Enterprise-Reference Projects are the most adopted and used to build such systems. For this purpose, we present some of Enterprise Architecture Frameworks, in the next section.

### 3.3 Enterprise Architecture Frameworks

An Enterprise Architecture (EA) Framework is a set of models, principles, and methods that are used for the implementation and use of EA [CM13]. The framework is built to support the communication between the different stakeholders and different domains of experience, within the same model, by providing specific relations [CM13]. In addition, this framework allows describing a wide range of domains, it fits the problematic of our SN modeling phase by [Chi12]: (1) producing relevant models according to the different required domains of experience which is divided into different viewpoints; (2) providing the ability to relate these models by specific relationships. Five major EA Frameworks can provide the features listed above, which are: the Zachman Framework, the Open Group Architecture Framework (TOGAF), Federal Enterprise Architecture Framework (FEAF) and the Department of Defense Architecture Framework, and Gartner Framework [CM13].

Therefore, relying on previous studies in [Chi12][CM13][Sha06], the most useful framework is TOGAF to: (1) build a model from different viewpoints; (2) interrelate the business viewpoint to the technical one; (3) detail the technical viewpoint as it is required to build complex systems such as SN.
The Open Group Architecture Framework (TOGAF) defines, as part of its core, a detailed method called Architecture Development Method (ADM) to design an enterprise architecture [TOG]. ADM defines a full life cycle process, and consists of the following phases: planning, analysis, design, development, testing, deployment, and a preliminary one. These phases should be performed in sequential order [BBL12], see Figure 3.1. In addition, TOGAF follows the strategy of simplifying the attachment of the last phase (H) of an ADM cycle to the first phase (A) of the next cycle. This attachment reflects that, ADM becomes an iterative and repeatable process [BBL12][Gro09].

This iteration feature satisfies the first requirement of the SN Design, **Req 2 Improving Architectural Design** for detecting and minimizing architectural design errors during the design phase (cf. section 1.3).

![Figure 3.1: Architecture Development Method (ADM), from [Gro09]](image-url)
3.4 DOMAIN SPECIFIC CONCEPTS IN ENTERPRISE ARCHITECTURE FRAMEWORKS

In order to define models, the designers require modeling languages while their use of frameworks. We distinguish some existent modeling languages such as UML and SysML that are efficient to design general purpose applications using several viewpoints. General purposes modeling languages contain concepts and relationships for general purposes [MT11]. Thus, in case we need to define a model that is specific for a domain, specific concepts and relationships are required to be introduced in the adopted modeling language.

According to our context, we define models for a specific domain which is the SN. Therefore, in order to define such models, the designers require dedicated SN modeling languages to be used while their use of the adopted frameworks such as TOGAF. This due to the difficulties of having specific SN concepts in the general purpose modeling languages. These concepts are the initial phase of building Domain Specific Modeling Language (DSML) [KT08]. Furthermore, relying on [Chi12], to satisfy the requirements of the modeling task in a specific domain, the adopted framework recommends the use of DSML.

Accordingly, and relying on our SN context, a SN DSML should be defined. This definition should take into consideration the needs of SN designer. These needs are concepts, relationships and constraints in the IT and SN domains such as servers, clients and communication protocols to connect servers to clients, and exchange data between them. Also, the designer needs to define a SN model from different viewpoints according to different layers. Thus, to build such complex concepts and models is a hard and difficult task to be performed. For this purpose, we can extend existing metamodels that may contain the required complex concepts, and may allow to define a model from different viewpoints according to different domains of experience. This extension is useful as it enables the SN designer to reuse such concepts and features easily in the modeling task and avoid their complex creation from scratch.

Hence, a main question can be asked here: What are the existing metamodels that can be extended in order to define a SN DSML that satisfies the needs presented above? the ideal answer on this question is to find an existing metamodell that contains IT, SN concepts and enables the designer to build a SN model from different viewpoints.

We distinguish several SN metamodels such as SensorML [CCAN14], ThingML [FMSB11], Deep Sea Observatory metamodel [ZCKA09], Heterogeneous Sensor Web Node MetaModel [CWXG14], Wearable Markup Language (WML) [FDFL14], SUM MetaModel [Bur14] and GINPEX Sensor MetaModel [Hau14]. These SN metamodels are already defined in previous researches and experiences. None of them contain structural, behavioral and informational SN concepts. Also, they do not contain predefined IT concepts, and they are not useful to define a model from different viewpoints. However, the EA metamodels such as TOGAF 9 and ArchiMate rely on EA, so they fit the gap presented of previous researches. Therefore, we elaborate TOGAF 9 and ArchiMate, in the next sections.
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EA metamodels are the abstract syntax of EA modeling languages. Thus, to model a complex system from several viewpoints by adopting EA Framework, the use of EA Modeling Language is required [CKRS14][JLVB+04]. EA Modeling Language is a conceptual or logical representation of EA with high abstraction level [Kim07].

ArchiMate and TOGAF 9 are EA Modeling Languages relying on the concepts defined by EA Frameworks such as TOGAF [Nor03][QEJVS09][Gro09][CKR12]. These EA Modeling Languages are defined by EA metamodels which precise definitions of the concepts, relationships and constraints needed for creating models. We present and discuss these two EA metamodels in the next sub sections: ArchiMate and TOGAF 9.

3.5.1 ArchiMate

ArchiMate decomposes the system design into three layers: Business, Application, and Technology. It ensures an interoperability between these layers [Nor03][QEJVS09][Gro09][Chi12]. We present these layers below:

1. Business layer: describes the actions, functions and the exchange between them that are specified by the end-user.
2. Application layer: describes the way of performing actions, functions that are defined in the business layer.
3. Technology layer: specifies the hardware components and communication protocols that are required to perform the defined actions and functions in the application layer.

Each layer of ArchiMate is defined by a metamodel. A metamodel defines by itself a language for describing a Specific Domain of interest [PMDC+07]. Three metamodels are defined according to each layer (Business, Application and Technology layers), meanwhile they are interrelated by specific relationships [Gro09]. The ArchiMate Business Layer metamodel is presented in figure 3.2. The ArchiMate Application Layer metamodel is presented in figure 3.3. The ArchiMate Technology Layer metamodel is presented in figure 3.4. Also, ArchiMate metamodels defines relationships in order to be used in the three layers listed above. This metamodel is the abstract syntax of ArchiMate modeling language.

ArchiMate has a concrete syntax, is an interface between the concepts and users [Fon07]. It may be textual or graphical, but is often a mix of both. The graphical interface of the ArchiMate concepts in business layer and relations (cf. the abstract syntax, figure 3.2) is shown in the following figures: figure 3.5, figure 3.6. For example, the Business Object (cf. figure 3.2) is displayed as an entity or class shape (cf. fourth image in the first line of figure 3.5). Another example is the graphical displays of the relations (e.g. association relationship is the third image in the first line of figure 3.6). Each concept of ArchiMate’s concrete syntax metamodel has a meaning. This meaning is provided by a
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Figure 3.2: The ArchiMate Business Layer Meta Model, from [Gro09]

Figure 3.3: The ArchiMate Application Layer Meta Model, from [Gro09]

Figure 3.4: The ArchiMate Technology Layer Meta Model, from [Gro09]
short description that is called semantics [Fon07][CGS12].

In addition, ArchiMate provides interoperability between the different views [Gro09][Chi12]. ArchiMate determines the functioning relationships between concepts of two contiguous layers [Nor03][QEJVS09][Gro09]. The relationships between business layer and application layer are shown in figure 5.7. The relationships between application layer and technology layer are shown in figure 3.8. According to our modeling context presented previously (cf. section 3.1), the relevant models according to the required viewpoints can be provided by relying on ArchiMate metamodel which is divided into three layers: business, application, and technology. The interoperability between ArchiMate layers presented previously in this section, is dedicated to manage the relation between the different layers of ArchiMate such as Used by and Realization relationships. These latter can allow the communication between the different created models by exchanging information between them (see. Figures 5.7 and 3.8).
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3.5.2 TOGAF 9

TOGAF 9 decomposes the system design into three layers, see. Figure 3.9: Business Architecture, Information Systems Architecture (Information and Data), and Technology Architecture. It ensures an interoperability between these layers [Gro09]. The layers of TOGAF 9 are defined by a metamodel, where the latter defines by itself, a language for describing a Specific Domain of interest [PMDC+07]. And the metamodel is defined according to the three layers, meanwhile they are interrelated by specific relationships [Gro09]. This metamodel and its layers are presented in Figure 3.9.

![Figure 3.8: The Archimate Application-Technology alignment, from [Gro09]](image)

![Figure 3.9: Layers of TOGAF 9 MetaModel, after [Gro09]](image)
3.6 Requirements for Selecting the Enterprise Architecture MetaModel

As we discussed previously, in order to define a SN DSML, the ArchiMate or TOGAF 9 metamodel must be extended. For this purpose, we are interested in identifying the requirements in order to select the appropriate metamodel:

1. *Req 1 Several Viewpoints:* Providing each designer the ability to work independently in a viewpoint, in order to have his proper model according to his domain of experience. This is to address the different viewpoints independently. For example, a network designer and a software designer, each one designs in his independent viewpoint where he is expert.

2. *Req 2 Separate Logical and Physical View:* Providing the software designer the ability to define the logical models in a separate view that is specific to describe only logical components. And, providing the network designer the ability to define the physical models in another separate view that is specific to describe only physical components. This is required since we are not interested to mix logical and physical components and share several designers with different domains of experience within the same viewpoint, so we need a separation between components.

3. *Req 3 Consistency Supported:* Providing each created model the ability to interoperate with other created models, in order to share the design of the same model. This is, by relying on the interoperability between ArchiMate layers that is provided by ArchiMate, the different created models can be inter-related together in order to provide one consistent model from different viewpoints. For example, a function in a model calls another function in another model.

4. *Req 4 Specific IT Components:* Providing the network designer, facilities in the modeling phase, by using built-in IT components easily through the generated design tool. For example, the designer can use devices such as clients or servers, components, and relationships to connect devices together using specific relationships such as communication path.

3.7 Comparison Among Enterprise Architecture MetaModels

We discuss a comparison between two EA metamodels, ArchiMate and TOGAF 9, where one of them satisfies all the identified requirements, see. Figure 3.10:

1. *Req 1:* Several viewpoints are available in both metamodels TOGAF 9 and ArchiMate. They provide the ability to have several separated models according to different domains of experience.

2. *Req 2:* ArchiMate deals with the separation of logical and physical view, and it never mixes them together within the same viewpoint. This due to the three separated layers that are provided by ArchiMate: business, application and technology. The application layer contains only the logical components, and the technology one
3.8. ENTERPRISE ARCHITECTURE FRAMEWORKS AND DESIGN TOOLS FOR SENSOR NETWORKS

A framework is a set of functions and libraries to model applications from different domains, like in [oS07]. Several frameworks provide design tools [oS07]. Design tools enable the designers to create analysis and design models of the system to be built, and

<table>
<thead>
<tr>
<th>Requirements</th>
<th>Several Viewpoints</th>
<th>Separate Logical and Physical View</th>
<th>Consistency Supported</th>
<th>Specific IT Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOGAF 9</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ArchiMate</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Figure 3.10: Comparison among ArchiMate and TOGAF 9 MetaModels

contains only the physical components. However, the application architecture in TOGAG 9 contains physical application components and the technology architecture in TOGAG 9 contains logical technology components.

3. **Req 3**: ArchiMate and TOGAF 9 allow the inter-operation between different models. They provide the ability of having one consistent model that contains components and relationships from different viewpoints at different layers.

4. **Req 4**: Specific IT Components are available in both metamodels TOGAF 9 and ArchiMate. For example, ArchiMate has a node and a device, while TOGAF 9 has physical technology component.

Relying on Figure 3.10, we notice that the TOGAF metamodel 9 and its layers are similar to the ones of ArchiMate with some little differences. Thus, we ensure that ArchiMate shares with TOGAF ADM interesting concepts, and both of them are compatible, so they can be used together [Lan09] (see. Figure 3.11). Furthermore, ArchiMate provides for the designers a concrete syntax, which is an interface between the concepts and these designers [Fon07]. For this purpose, we can select ArchiMate to be the metamodel that could be extended by new SN concepts, relationships and constraints.

Accordingly, in order to build SN, the designers can adopt TOGAF as a framework and ArchiMate as a modeling language which relies on EA. However, we distinguish several frameworks and design tools that are dedicated for building SN. Therefore, in order to take the final decision concerning the framework and the modeling language that should be used, we must discuss the existing SN frameworks and design tools. For this purpose, these latter are elaborated, in the next section.
ensure consistency between models [KC90]. We differentiate design tools by their provided features. For example, [TTH11] offers the following features: modeling application within specific domains, preventing architectural errors by invoking the grammar of the modeling language during the design time, verifying the created models, including concepts diversity, and allowing to add new specific concepts. While, [AYG10] provides the features of preventing errors, components diversity and addition of new specific concepts. However, the features of preventing errors and components diversity are offered in [BJ02]. More features and options are offered in [oS07], such as including graphical user interfaces, and a built-in animated simulators, see. Figure 3.12 that shows the verifications of the created models in a graphical way. In some cases like in [AKR13][AAK+14][AAKR14][CZ15], the simulator of the design tool is external and it could be able to verify the created models by adopting model transformations. Thus, the choice of the design framework is a difficult task.

Some studies and recent researches have therefore focused on SN frameworks and motivated to adopt them. These frameworks provide graphical common interfaces for heterogeneous sensors and actuators, and ease their deployment and management [GK11]. Examples of these frameworks are: Global Sensor Networks (GSN) [AHS06], Sensor Web Enablement (SWE) [FBK+11], SENSEI (recent European research project) [Luo13]. These frameworks are not useful for our context as in order to build SN, the designer requires to adopt a framework and design tool that include a DSML that contains IT, SN concepts and enables the designer to build a SN model from different viewpoints (cf.
Many frameworks are proposed in order to support the management of enterprise IT by describing the systems from IT domain, using an EA modeling language \[\text{MHO11]}\ [\text{Fra13}] such as the Enterprise Architecture Frameworks, TOGAF. These IT frameworks address wide range of domains and technologies as they allow different stakeholders to describe a system according to their different domains of experience. Thus, each stakeholder creates his proper model according to his viewpoint. These different models could face the difficulties of developing SN due to the diversity of technologies that are required \[\text{GK11]}\ [\text{YL13}]. For example, connect set of different components (hardware and software) within a network.

Therefore, TOGAF and ArchiMate can be adopted by the designers to build SN. For this purpose, the designer can adopt the framework DeVerTeS developed in [All16].

![Figure 3.12: Architecture of NesC@PAT, from [oS07][ZSL+11]](image)

### 3.9 DeVerTeS: A Design and Verification Framework for Telecommunication Services

One of the framework that can be used in our SN case is DeVerTeS, it relies on EA and ArchiMate. DeVerTeS is a framework that reuses existing approaches which help us to satisfy the requirements of the design environments [All16]. It relies on: (1) the modeling language that is extended ArchiMate, represented by its metamodel through all the activities of the framework; (2) the integration between the different tools, to perform the design and verification activities.

This framework added a verification activity, in order to detect and identify the
architectural design errors before the simulation of the system during the design phase, taking into consideration the different viewpoints. An advantage appears in this framework, which is not affecting the standards such as ArchiMate while adding activities and features on DeVerTeS, so it keeps the advantages and benefits of existing and extended standards such as extending the design activity by a verification one. Therefore, DeVerTeS can be adopted to be used in different domains according to its mentioned features above.

3.10 DISCUSSION

Regarding the previous presented EA features for SN, the advantages of Archimate, and the needs of introducing specific SN concepts into the EA Framework, extending ArchiMate could be a suitable contribution in order to define Domain Specific Modeling Language (DSML) for SN. This DSML should include new specific SN concepts and constraints that are inherited from the initial ArchiMate metamodel concepts, like in [TTH11][AYG10]. Consequently, this contribution could target the **RQ 2 Modeling Language Specialization**, and it will be elaborated on in details, in chapter 5.

EA provides for the SN, the following benefits:

1. Achieving the right balance between IT effectiveness and activities on high abstract level. It allows SN designers to create safely their models such as any data fusion architecture or network topology as it ensures the needs of the created models for an integrated IT strategy. SN designers are able to model any complex system without worrying about the availability of IT components.

2. Reducing the deployment uncertainty of SN model since it is well-defined. This is due to the existence of different layers and stakeholders, where each stakeholder is an expert in his domain so he constructs his model in his layer. And due to the interoperability between the different layers that inter-relate two or more different models in separate ArchiMate layers in order to have one consistent model. Thus, this model has minimum errors as it is well analyzed and detailed by different domain experts at different layers.

Relying on the identified EA advantages, EA is expected to contribute toward satisfying the **Req 2 Multiple Viewpoints**. EA provides the ability for the SN designers to create several models according to their viewpoints and domain of experience (Business, Application and Technology). Also, it provides the ability to inter-relate the different models in order to have one overall and consistent model, that could be understood by all the concerned designers.

In conclusion, of this part of the state of the art, we investigated the use of modeling engineering approach for sensor networks, to address **Req 1 Improving Architectural Design**, **Req 3 Extensibility**, and **Req 4 Heterogeneity Supported** based on the **Req 2 Multiple Viewpoints** modeling approach with an Enterprise Architecture Framework. In order to improve the life cycle development of sensor networks, we state that we want to introduce an early validation based on a simulation support. In the context of complex systems, simulation is the most powerful approach to include early validation. This life
cycle phase must be supported by Req 5 Validation Tools, so the modeling tooling must be connected automatically with the network infrastructure simulator.

3.10. DISCUSSION

In this chapter, we presented EA and its benefits. Thus, most of the existing and used types of EA are frameworks. We presented some of EA frameworks, and we pointed out that TOGAF is interesting since it follows a complete development method with having as advantage its iteration feature. Relying on the compatibility between TOGAF and ArchiMate by having common concepts, we adopted ArchiMate as modeling language.

Next, we introduced the domain specificity in EA framework by defining the need for a domain specific modeling language (DSML). Specific concepts are needed to be used in the modeling language, since the general existing concepts does not satisfy the requirements of the sensor networks domain. At the end, we identified the advantages of adopting EA framework to model SN. And according to these advantages, we identified that EA answers Req 2 Multiple Viewpoints.

Nevertheless, EA are not dedicated to sensor networks. And the modeling tooling for EA is not easily connected with network simulators. So, to go beyond this state of the art, we suggest to improve the current approaches to satisfy our requirements, by extending the language of the EA modeling tooling and providing early validation, supported by introducing a model transformation towards the simulator tooling like NS-3.

Accordingly, we may adopt and use some of previous works that can be complemented by our contribution as [CKR12] and [All16]. [CKR12] extended an EA modeling language to define a DSML for telecommunication domain in order to enrich in the design activity. Thus, by relying on [CKR12] and EA and standards, [All16] added a verification design activity in order to built DeVerTeS. Therefore, we can select DeVerTeS to be the framework that must be adopted in order to apply our contribution. For this purpose, we use DeVerTeS then develop it for the Marine Observatory domain in the same manner.

Moreover, the next chapters which describe our contribution, detail the adopted life cycle based on the specialization and the improvement of EA language and tooling.
We propose, in Chapter 4, a design process for sensor networks, inspired from the several software development processes. To help designing the sensor networks, we propose a Domain Specific Modeling Language which is dedicated to the Sensor Networks designers, in Chapter 5. The tooling associated to this DSML definition is based on MDE technologies and is presented in Chapter 5. An application of the proposed Sensor Networks design process and tools on a complete case study, is provided in Chapter 6.
Our Contribution

Our contribution is based on a standard approach and tooling relative to an Entreprise Architecture Framework. Also our work complements the previous works: (1) languages and modeling from [Chi12]; (2) DeVerTeS, a framework developed by [All16].

[Chi12] extended ArchiMate modeling language to enrich the design phase of a system for a specific domain, the telecommunication infrastructure.

[All16] extended the design activity to introduce the early verification activity in the framework (DeVerTeS) by developing a model compiler to perform a simulation based on the models, (cf. section 3.9).

As we are involved in Sensor Networks and specifically in Marine Observatory domain, we extend the previous works that are integrated in ArchiMate modeling language by adding new required specific MO concepts, relationships and constraints. This work enriches the use of ArchiMate in the design phase for SN domain.

Also, we reuse DeVerTeS to benefit from this extension to simulate the created MO models. So the main purpose of our work is to improve the development process of the SN system by providing an early validation phase based on the use of models and simulation results. In order to perform this improvement of the SN development process, we propose the following: (1) defining a SN design process; (2) defining a SN DSML; (3) defining a SN DSML tooling; (4) providing simulation and analysis of SN defined models.
In this chapter, we present and discuss several software development processes to inspire the common features from them. Next, we select the common tasks or approaches that can be a part of the proposed SN design process. Then, we propose a SN design process that is composed of three tasks: modeling the SN from the stakeholders’ point of view Task 1 Modeling, ensuring consistency of models Task 2 Ensuring Consistency, and validating the created models Task 3 Validating. Next, we elaborate how to perform these tasks while using the proposed tooling, in an MDE context. Then, we elaborate the content of the proposed tasks related to our SN domain, in order to check if the proposed process fit with the requirements of SN designer. Finally, we present our supports toward the three proposed tasks.

4.1 CONTEXT

In order to improve the design phase of the SN life cycle, we presented and discussed several approaches, tools and modeling languages, in the previous chapters. These chapters show how we selected the DeVerTeS framework [All16], based on TOGAF, to be the adopted enterprise architecture (EA) framework. TOGAF contains several related phases that are used for different domains and large scope. According to our SN context, we only use from TOGAF the three following phases [Gro09]: Information Systems Architectures, Technology Architecture, Opportunities and Solutions. Thus, the scope of our contribution is reduced by adopting only three of nine phases from TOGAF. Also, we selected Model Driven Engineering (MDE) approach and ArchiMate EA modeling language that are relevant to use for SN design aspect in the three selected phases of TOGAF.

The MDE context provides the capacity of proposing an efficient tooling to model and validate the SN system architecture. However, the purpose is to answer on the following question: How to use this tooling before building it. In order to answer this question, a set of sequential tasks must be performed. These tasks form a process to design a SN. For this purpose, we must select and/or propose a process to improve the SN design phase. In order to fulfill that, we realize and present the following points:

1. First we present briefly and discuss several software development processes (cf. section 4.2).
2. We select the common tasks or approaches that can be a part of the proposed SN design process (cf. section 4.3).

3. We elaborate how to perform these tasks or the entire proposed process while using the proposed tooling, in an MDE context (cf. section 4.4).

4. We elaborate the content of the proposed tasks related to our SN domain (cf. section 4.5).

Therefore, we define a process to provide guidelines to use our proposed tooling. Thus, this process answers the following question: How to use and improve modeling and simulation to fit early validation goal for SN. This question reflects the following specific question: How to model SN with ArchiMate. In order to reply to this question, we must specialize ArchiMate for SN. And in order to fulfill that, we can extend ArchiMate by adding new SN concepts to build a metamodel for SN. Then, a customized tooling is ready to be used for creating specific SN models. This generates the following question: How to use this customized tooling to model SN. In order to answer this question, we elaborate the procedure of using the three layers of ArchiMate while creating SN models.

Next, we must answer the following question: How to validate the SN models. The simulation of a dedicated code is the answer to this question. This generates the following question: how to improve the simulation phase. By generating a specific code to be used while the simulation phase, is the answer to this question. This accelerates the simulation and the development phases as the code is generated automatically without manual intervention from the programmers. Also, this ensures that the code to be simulated is coherent and consistent with the defined SN models.

4.2 Software Development Processes

We briefly present some development process to provide context of the task identification of our system development process. The software development process is a set of phases [Jac94]. These phases are steps for specifying, designing, developing, testing, and maintaining complex software such as Sensor Networks [AB15]. We distinguish several software development processes, such as: V-shaped, Spiral, and Agile [RP08][AB15][Ras][Som04].

1. V-shaped: it is a sequential path of execution of processes. Each phase must be completed before the next phase begins. Before development is started, a system test plan is created. The test plan focuses on meeting the functionality specified in the requirements gathering. The high-level design phase focuses on system architecture and design. An integration test plan is created in this phase as well, in order to test the pieces of the software system’s ability to work together. The low-level design phase is where the actual software components are designed, and unit tests are created in this phase as well. The implementation phase is where all coding takes place. Once coding is complete, the path of execution continues up the right side of the V, where the previously developed test plans, are now put to use [Lew05].

2. Spiral: the main feature of this process is dividing a project into smaller modules. In this process, the development team starts with a small set of requirements
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and then cover these requirements (except installation and maintenance phases) [Hur14][TG11] [MG10]. The team develops a small module according to the small set of requirements. Then, the concatenation of the different small modules provides the final running system.

3. Agile Methods: these methods satisfy the customer needs by delivering systematically new releases of software. And they adopt the collaboration between the different stakeholders such as client, designers and testers in order to produce a consistent product. These stakeholders fix the software product on each phase of the development process. Once the current requirements are covered, a new version of the software can be built and delivered to the customer. We can iterate this action while the stakeholders find errors. Furthermore, these methods can be adopted to build a complex system with high number of heterogeneous hardware and software components [KG12][Som04].

This short presentation aims to highlight that iterative development processes are suitable to build a software system incrementally with a small set of requirements for each iteration. Also, the Agile processes emphasis on collaboration between stakeholders to build a software product for each iteration. So we want use this identified features to improve the SN development process in our context.

4.3 SELECTED AND PROPOSED TASKS OF THE SENSOR NETWORKS DESIGN PROCESS

4.3.1 Concept and Challenges of Sensor Networks Design Phase

As the SN are not only a simple SN, they are enterprises as they deploy and use high number of interconnected heterogeneous components (software and hardware) (cf. section 1.2), a system development process is required to be performed to implement such SN.

The software development process of a complex system should focus on the separation of concerns and their descriptions [Jac94]. These descriptions are the analysis of a system requirements within a specific context. As we presented previously in this document, we are interested in the design phase (cf. section 1.1.2). Thereby, in order to define this phase, three main questions must be answered: (1) what should be described; (2) how to model the relevant system architecture; (3) how to validate the defined models. Thus, in relation with designing SN, the questions could mean the following: (1) what are the selected concepts to be used and described relative to SN domain; (2) what is the process to describe these concepts and their interactions; (3) how do we detect architectural design errors in the produced consistent model. The answer on the first question is: the extended MO metamodel in section 5.1.3. And, for the second question, the answer is: these actors and functions are related together by using specific and general purpose relationships while respecting the constraints of the SN domains. And, for the third question, the answer is: the simulation of the generated code using a network simulator (cf. section 6.4).

According to the answer on the first question, different types and high number of components (software and hardware) are the selected concepts to be used while defining
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SN. Therefore, it is difficult to define a model that requires the intervention of different domain of experiences (experts), such as domain expert, software designer and network designer. Regarding the answer on the second question, we describe an heterogeneity in the types of SN components that must be constrain regarding our SN context. These constraints should take into consideration: (1) the large number of specific SN components; (2) interactions and integrations between the software/hardware components and the core network. So, the SN designers take a lot of time to perform their tasks according their different viewpoints. According to the answer on the third question, an automatic generated code is ready to be simulated without manual intervention. So, it is a complex task to be performed.

4.3.2 Requirements for Selecting or Proposing Tasks of the Sensor Networks Design Process

Accordingly, we identify the next requirements:

- **Requirement 1 Viewpoints Consistency**: Providing each designer the capacity to perform his tasks in an independent viewpoint according to his domain of experience. This motivates the need of designing a SN on different abstraction levels using different layers according to different viewpoints. Thus, the designers can define one consistent SN model that contains different viewpoints.

- **Requirement 2 Efficiency**: Providing each designer the ability to perform his tasks rapidly in the design phase. For example, he can define models or fix rapidly the detected architectural design errors on the design phase. This affects positively the time consuming to build a new release of the SN model upon defining a new model or detecting such errors in a defined model.

- **Requirement 3 Output Validity**: Providing each designer the ability to validate structural architecture constraints and algorithm deployment on network infrastructure. This validation is performed on the design phase at system level in order to produce a SN model that contains no architectural design errors. Thus, the architectural SN model can be early validated.

- **Requirement 4 Large Size**: Providing each designer the ability to create a SN model that contains a large number of components, relationships between components and layers such as association and used by relationships, and communication paths. For instance, this helps the designer to create SN models which can be based on any type of fusion architectures such as distributed.

4.3.3 Analyzing the Relation between the Tasks of the Software Development Processes and the Identified Requirements

- **Requirement 1 Viewpoints Consistency**: none of these three processes deal with this requirement. The designers must intervene and perform their tasks at
any layer in the design phase. For example, they can create models on different viewpoints or enhance defined models by fixing the architectural design errors on each level of the design phase and on different layers of ArchiMate.

- **Requirement 2 Efficiency:** the three processes deal with this requirement. The designers can perform their tasks rapidly. For example, the designers can detect rapidly the architectural design errors in order to fix them. This rapidity reduces the time needed to perform the entire software development process.

- **Requirement 3 Output Validity:** the three processes deal with this requirement. All of them produce valid outputs such as a valid SN model. This due to the possibility of multiple iteration of each phase and within the same phase. For example, this iteration is possible on each error detection at any phase or any layer within the same phase.

- **Requirement 4 Large Size:** the three processes deal with this requirement. The designers can create a model with a large number of components, relationships and communications. For example, a SN model with a Distributed Fusion Architecture.

Consequently, the three processes fit three of the identified requirements, and they do not fit the first one. So, all the presented processes have the same shared properties and features. For example, the most central common concepts in these three processes are roles and tasks [ZYPEQ10]. Roles refer to the essential skills needed by teams in order to perform tasks such as model creation. These teams collaborate and coordinate together in the software development process in order to produce one integrated output such as SN model [SOV+11][Ale12]. Thus, tasks refer to a unit of work performed by roles. Another example about these features is that, all of these processes adopt the iteration approach in order to provide an early validation of the produced software by fixing rapidly the detected architectural design errors. However, they still have different advantages and disadvantages according to the type of software that should be realized. The main advantage of these processes is the flexibility of iterative tasks within the same process in order to build a valid created model [ZYPEQ10]. This advantage allows to repeat each task many times in the same life cycle, phase or design process that provides non adequate performances by simulation of the designed model. Therefore, the main feature of the three processes emphasize an iteration approach to improve the design. So, we inspire from these three processes the approach that provides an early validation of the defined models, which is the iteration. This iterative approach can be applied on a set of relevant tasks that can be proposed according to our SN context. For this purpose and in order to satisfy "Viewpoints Consistency" requirement, we propose several appropriate tasks to design a SN, in the next section.

### 4.3.4 Proposed Tasks of the Sensor Networks Design Process

We propose a process to design a SN which is divided into three tasks (see. Figure 4.1): Modeling, Ensuring Consistency and Validating. These proposed tasks should be performed through the role of SN designer. We define these tasks, in the next paragraph:
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- **Task 1 Modeling**: modeling the SN from several stakeholders point of view. Each designer describes the SN from his point of view, according to his concern and domain of experience. This due to the SN that require different design experts for three ArchiMate layers: business, application and technology (cf. the "Modeling" task in Figure 4.1).

- **Task 2 Ensuring Consistency**: Once the models are created by different stakeholders such as design experts, an interoperability between these models is required in order to have one consistent SN model. This interoperability is performed between the SN model that is created on the business layer and the one created on the application layer. Also, it can be performed between the one created on the application layer and the other created on technology layer (cf. the "Ensuring Consistency" task in Figure 4.1).

- **Task 3 Validating**: During the design of a complex system, the architectural model must be evaluated and occasionally updated by the SN designer in order to detect the architectural design errors. This validation is performed on the consistent model that contains concepts from the three ArchiMate layers, and inter-relationships to relate two separate layers (cf. the "Validating" task in Figure 4.1). For this purpose, an early validation of the consistent produced model is required in order to detect such errors as soon as possible. This is to avoid the errors in the later development phases.

In addition, we propose to apply on these three proposed tasks, the selected iteration approach that is inspired in the previous section. This approach is applied by re-performing sequentially the three proposed tasks of the SN design process while errors are existing in the defined model (cf. the "Iteration" approach in Figure 4.1). Thus, in order to implement these tasks, we perform them in an Model Driven Engineering (MDE) context, in the next section.

![Figure 4.1: Proposed Tasks and Approaches of Sensor Networks Design Process](image)
4.4 **THE PROPOSED SENSOR NETWORKS DESIGN PROCESS AND MODEL DRIVEN ENGINEERING**

A tool can be used in one or more processes, and each process can be used with one or more tools. This means, by having a process we can define one more tool to be used, and by having a tool we can define one or more processes to be used. Therefore, we can exploit this aspect in our case, as we propose to define a specific SN tool. So, we define a SN design process. In order to implement such process, we adopt and use MDE. So, a question must be asked here: Why can MDE be used in this context?

We use MDE due to its characteristics, it provides the ability to define new tooling by using the metamodel and model transformation (see. Figure 4.2). And it provides the ability to support a development process. More specifically, by focusing on the metamodel, MDE allows us to define specific concepts and relationships that will be used during the proposed 'Modeling' task. Thanks to the metamodel, we are able to define rules of coherence that is used during the proposed 'Ensuring Consistency' task. Then, by focusing on the model transformation, MDE allows us to generate code that is used during the proposed 'Validating' task. This last is performed by simulating the generate code.

Consequently, MDE is used to improve the proposed SN design process by proposing a SN metamodel associated with its consistency rules, and by using model transformation to produce the simulation source code. Thus, MDE is used to support the proposed tasks of the SN design process.

![Figure 4.2: Features and Aspects of Model Driven Engineering](image)

4.5 **CONTENT OF THE PROPOSED TASKS OF THE SENSOR NETWORKS DESIGN PROCESS**

Accordingly, and in relation with our previous selection for ArchiMate in chapter three to be adopted as the modeling language while performing the design phase, the proposed tasks are performed by the SN designers using ArchiMate (cf. all the rectangles in Figure 4.3 except the gray one) such as 'Define the Model from his Viewpoint' task and 'Coordinate with other Designer' task.
The different designers perform the tasks of creating several separated SN models according to the different ArchiMate layers. As ArchiMate relies on EA, so they can create three models based respectively on ArchiMate’s business layer, application layer and technology layer (see. Figure 4.3). Thus, to perform the modeling task by the designers, we require an expert designer for each ArchiMate layer.

Then, they must establish relationships between these different models that are created by different experts. Each relationship is specific to relate two different concepts (functions for example) that are located in two different models according to two different layers such as business and application ArchiMate layers (cf. the blue lines and arrows between the three layers in Figure 4.3).

In order to perform this inter-connection between models, the designer should be expert by selecting the appropriate relationship that allows the connection between the two selected different concepts. The goal of the use of these relationships is to have one consistent model built from several different viewpoints (cf. the gray rectangle in the technology layer in Figure 4.3).

In case they detect architectural inconsistencies in the models during this interconnection, they can iterate on the concerned models. At the end, the designers can validate the produced consistent model by a validation tooling such as a network simulator. In our case, if the validation fails so the network performances are not reached, the designers iterate and fix the detected errors wherever in the adopted design process (cf. the red lines and arrows in Figure 4.3).

In order to describe the entire SN design process, we should describe the content of the different proposed tasks according to each viewpoint and the interoperability between viewpoints, then the validation of the produced model. The designer begins by creating and describing a model. He adds information to this model according to his concerns, from his point of view. This can be performed by adopting the first proposed task, Task 1 Modeling. His modeling may be influenced by constraints and knowledge coming from other viewpoints in the process. These constraints may result from coordination with designers from other viewpoints, from different background and domains of experience. This coordination may allow the designers to discover what is the criteria to relate two separate models from different viewpoints and how to relate them, and through what. For example, to relate two different models, a specific relationship should be created between two specific components, each component is in a different model such as when we relate a business function from a business layer viewpoint to an application function from an application layer viewpoint. This can be performed by adopting the second proposed task, Task 2 Ensuring Consistency. Once, we create the first version of the model, the designer might invoke an automatic metamodel conformance tooling. This can be performed by adopting the third proposed task, Task 3 Validating. According to the obtained results, he might change the models, then test it again. This change could be done through modifications or enhancements of any existing task in the different viewpoints. This can be
performed by adopting the proposed iteration action between the different proposed tasks.

Thereby, this iteration continues until the produced model reaches a satisfactory state by having no architectural design errors. At the end of the design process, the final designed and validated SN model will be ready to be developed and to enter the deployment phase.

In order to elaborate our proposed tasks of the SN design process, our contributions for each task are presented in the next paragraphs in this section.

Figure 4.3: Proposed Tasks and Approaches to be Performed by the Different Sensor Networks Designers using ArchiMate Layers

### 4.5.1 Modeling

Our proposal for **Task 1 Modeling** is to integrate DSML for each domain of experience into the process of SN Design. In this way, all the concerned designers can model exploiting the benefits of DSML. More specifically, what meets the following requirements for the SN:

- **Req 1 Improving Architectural Design:** DSML aims to define concepts, constraints, and the necessary rules that are required for a specific domain such as SN. In order to define and cover the most needed components and relationships to model a SN system, we can analyze all the possible execution scenario of SN system with different fusion architecture (Centralized, Hierarchical, Distributed) (cf. section 1.5).
4.5. CONTENT OF THE PROPOSED TASKS OF THE SENSOR NETWORKS DESIGN PROCESS

For example, after this analysis we can find criteria that are required to be respected during the SN run-time such as the communication rate of the Distributed Fusion Architecture (DFA).

- **Req 3 Extensibility:** By adopting the metamodeling approach, the DSML are defined according to the different ArchiMate viewpoints and layers, and the new added required SN concepts are implemented in the generated design tool. These concepts can be displayed as new components, actors, functions and relationships in the palette of generated design tool with their icons. Thus, these new icons can be used by the designers during the proposed modeling task.

- **Req 4 Heterogeneity Supported:** DSML could comprise and describe different types of components (hardware and software) and constraints such as communication types that are related to different contexts and domains. Thus, during the design phase, the designer is able to create a complex model that contains different types of relationships that connect different types of components and functions.

In order to use specific concepts of DSML while performing the task of modeling of a viewpoint, we propose to customize ArchiMate to include specific domain concepts such as sensors, fusion servers. For this purpose, we create ArchiMO, a DSML for Marine Observatory.

4.5.2 Ensuring Consistency

Our proposal for **Task 2 Ensuring Consistency** is to use the built-in ArchiMate relationships that are specific to relate two separate models from different layers. These relationships connect these two separate models through two components such as actors and functions where each one is in a separate model. These two components are selected to be connected by the experts according to each layer. This reflects the concept of interoperability between several models at different layers. This interoperability is provided by ArchiMate, and it can be performed by allowing the exchange of information between several separate models from different layers through the built-in ArchiMate relationships such as Used by relationship.

Hence, to perform **Task 2 Ensuring Consistency**, we propose to rely on the interoperability of ArchiMate metamodels by using the relationships that manage the inter-operations between models. The built-in interoperability in ArchiMate metamodel also becomes a built-in interoperability in the new extended DSMLs. This interoperability is provided by the EA frameworks which could be established automatically between the different layers/viewpoints by using built-in ArchiMate inter-relations. So, ArchiMate provides the ability to produce one consistent model.

Consequently, this meets the **Req 2 Multiple Viewpoints** SN requirement. This is due to the different viewpoints and these inter-relations that are available for stakeholders according to their specialties and domains of experience such as the domain expert, software designer and network designer (see. Figure 4.3).
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4.5.3 Validating

Validation is an assurance task to confirm that the specified requirements have been fulfilled [NAS15]. These requirements are presented in a model that contains physical and conceptual entities and relationships between these entities. The latter, relationships, and their exchange of information, describe the possible required business processes. Once the model is created by using the extended ArchiMate MetaModel (DSML), its validation is required. This validation ensures that the model has no architectural design errors in and between the different concerned viewpoints.

As we adopt and use MDE, we use its model transformation aspect (cf. section 2.2.3). This latter provides the ability to generate code from a model by using code generator. This code generator takes a model as input, and provides a simulation code automatically as output. Thus, we can execute this output on a simulator in order to ensure the validity of the generated code. For this purpose, we can validate a model by simulation.

Next, in case we got architectural errors after the model simulation, we can iterate to modify and adjust the needs in Task 1 Modeling or in Task 2 Ensuring Consistency (cf. the red lines and arrows in Figure 4.1). This scenario can be repeated using the iteration approach until we have acceptable simulation results in the create models.

In conclusion, our proposal for Task 3 Validation is to simulate the defined models during the design phase. The errors that may be made by the designer while defining SN models could be detected before continuing the SN life cycle. Thus, by performing Task 3 Validation, our created SN model could be early validated before the implementation phase by finding, then fixing the architectural errors [ABB+14][MSB11]. Consequently, this meets the Req 5 Validation Tools Supported SN requirement.

4.6 Discussion

We support the proposed Task 1 Modeling by defining DSML for SN or by relying on a previous defined DSML [CKRS14]. In order to achieve this task, we can profit from the existing modeling languages ArchiMate, by extending their concepts to obtain our required DSML.

Next, we support Task 2 Ensuring Consistency by relying on an automatic interoperability between DSML at the semantic levels. This could be ensured as: (1) ArchiMate provides specific relationships to manage the link between business, application, and technology layers; (2) we extend ArchiMate metamodels to define new DSML, so this last contains the same benefits of ArchiMate, as we are not manipulating concepts and rules of ArchiMate metamodels.

Then, we support Task 3 Validation by selecting a simulator and adopting it in order to validate the created SN models. This early validation activity/step helps the designers by preventing architectural design errors in the later stages such as deployment stage where the maintenance operations are more costly.
**Synthesis**

In this chapter, we inspired the iteration approach to be performed from the three presented software development approach. Next, we proposed to apply the iteration approach on the three proposed tasks of the proposed SN design process: modeling the SN from the stakeholders’ point of view **Task 1 Modeling**, ensuring consistency of models **Task 2 Ensuring Consistency**, and validating the created models **Task 3 Validating**. After, we elaborated that MDE is interesting to be used while performing our proposed design process, and to be used while building our proposed tools. Next, we elaborate the content of the three proposed tasks related to our SN domain, and we argue that our proposed process fit with the requirements of SN designer. Then, to support **Task 1 Modeling**, we proposed to integrate DSML into the SN design process. This proposed DSML will be elaborated on, in Chapter 5. To support **Task 2 Ensuring Consistency**, we proposed to adopt an existing approach, the interoperability between the different layers of the selected modeling language, ArchiMate. This interoperability will be elaborated on, in Chapter 5. To support **Task 3 Validating**, we proposed the possibility of simulating models using simulators. This simulation scenario will be elaborated on, in chapter 6.
5.1 ARCHI MO DEFINITION

Domain Specific Modeling Language (DSML) is proposed to enable designers to specify their needs and their solutions using domain specific concepts [DBST10]. In our case, we define a DSML, ArchiMO, that is customized for designers for the Sensor Networks domain based on different domains of experience and backgrounds of the system design. In our context, we apply our DSML to Marine Observatory (MO) domain. And in order to define this DSML, we should take into consideration the specific MO components. Thus, like any DSML, ArchiMO comprises three parts: the abstract syntax, the concrete syntax, and the semantics [CGS12]. These parts are detailed in the next sections.

5.1.1 Marine Observatory Context

As we want to first apply our DSML to the Marine Observatory domain, we focus our considerations on this domain. So ArchiMO abstract syntax must define MO concepts, their relationships and constraints by taking into consideration the underwater environmental constraints. In order to define these concepts, we should know on what the MO is based such as [LLL09][?]: (1) what is the adopted approach to localize and monitor underwater moving objects, why this approach is adopted, and for what types of applications; (2) what we need as concepts to ensure the execution of the localization; (3) what are the rules that ensure the interaction between the selected concepts; (4) what are the cri-
teria and rules to establish connections between these concepts using specific relationships.

For the first question, data fusion approach were developed primarily for military applications such as radars tracking a moving object since fused data from multiple sensors provide several advantages over data from a single sensor [LLL09] such as more position accuracy of the underwater moving objects. This accuracy is due to the number of receivers (smart sensors in our case) as it will be improved by increasing the number of these sensors [KH05]. However, we cannot ignore the inaccuracy that may happen while localizing moving objects by combining data from two or more smart sensors. This is due to the imprecise object coordinates that may be provided by the sensors to the fusion servers.

Concerning the three other questions, they can be answered and elaborated during the description of the existing architectures for data fusion concept. As we selected previously the appropriate architecture for data fusion concepts which is the distributed one (cf. section 1.6) to be adopted, so the required MO concepts, relationships and constraints are related to the Distributed Fusion Architecture (DFA) [LLL09].

Accordingly, to build consistent MO models, some of the predefined ArchiMate concepts and relationships are useful but they are not specialized enough to satisfy the MO constraints in the design phase. This due to not defining all the possible components in ArchiMate that can be used while defining models in different specific domains. However, they only defined what they thought are essentials. This means, ArchiMate is not a complete language that can be used to create a required model within a specific domain. In addition, ArchiMate is used to design systems for general purposes, so it is not useful for specific domains such as MO. For this purpose, we always need to extend ArchiMate with new specific components or relationships that we find important. Therefore, we present in the next section, what the selected ArchiMate concepts and relationships are that we want to extend and why, in order to satisfy the MO constraints in the design phase.

5.1.2 Selected ArchiMate Concepts and Relationships

The MO designers define a consistent model that reflects a real description of detecting the under moving objects. This description requires software and hardware concepts to be used by the MO designers while performing the design phase. These concepts are elaborated below according to the ArchiMate business and application layers:

5.1.2.1 Business Layer

In order to define a MO model in ArchiMate business layer, the domain expert requires behavioral, structural concepts and relationships to be used. The role of structural concepts is to perform the behavioral concepts by using structural and dynamic relationships, and by taking into consideration the required MO constraints. The structural concepts are: Smart Sensors (SS) that can never be connected with other SS and it can be only connected with DFS under a criteria, Data Fusion Servers (DFS). Regarding the behavioral concepts are: Algorithm Selection (AS), Data Transmission (DT), Data
Acquisition (DA) and Object Localization Algorithm (OLA). Concerning the structural relationships are: Assignment, Association and Used By. Regarding the dynamic relationships are: triggering. More specifically, the defined MO model describes the following scenario:

SS get underwater data from the moving objects and process them, then transfer them to DFS. However, DFS aggregate data from the different SS in order to apply the object localization algorithm. Next, we assign a specific code to AS in order to select the appropriate algorithm as we consider we may have multiple different algorithms that are performed by the DFS. Once the SS detect the moving objects by DA and the OLA is selected, so the localization is obtained and transferred by DFS on the network using DT. Then, in order to precise that a DFS performs AS or DT, we need to use the assignment relationship between them. The association relationship can be used when we want to relate two components without restrictions. The Used By relationship can be used when we want to relate two components in two separated models, each one is in a separate ArchiMate layer. This can be performed by relating a specific concept from a layer to another concept from another layer. After, by using triggers between the different behavioral concepts, the designer can organize and present these concepts in the created model.

Consequently, as we need to apply the MO constraints while defining MO models, the predefined ArchiMate concepts and relationships are not enough to be used for building consistent MO models. However, some predefined structural concepts and relationships such as the business actor has the ability to perform some behavioral concepts such as the business function using relationships. The business functions acquire data, localize fixed and moving objects. So, we can exploit the properties of these concepts by using them in our MO model. However, they miss the required MO constraints that can be applied while defining MO models. For this purpose, we select the business actor and business function to be extended by adding the missing MO constraints, in the ArchiMate business layer.

5.1.2.2 Application Layer

In order to define a MO model in ArchiMate application layer, the software designer requires behavioral, structural concepts and relationships that are specific for application layer. The structural concepts are: Smart Sensor Systems (SSS) and Fusion Systems (FS) that are the correspondence concepts respectively of the SS and DFS concepts in the business layer. Regarding the behavioral concepts are: Manage Resources (MR), Coordinates Storage Handling (CSH), Compute Coordinates (CC), Transmit Localization Data (TLD), Inform Server (IS), Voice Streaming and Video Streaming. Concerning the required relationships are the same as the required ones in the business layer. More specifically, the defined MO model describes the following scenario:

FS is used to perform the detail or the correspondence sequential application functions of OLA, which are: MR, CSH, CC, TLD. SSS is used to perform the IS, Voice Streaming and Video Streaming application functions. The first one is used to inform the
fusion server about the detection of an underwater moving object. This function is useful to notify the DFS by performing the localization algorithm upon any detection by SS of moving objects. The second one is used in case the SS are hydrophones. And the third one is used in case the SS are underwater cameras.

Consequently, the presented concepts are not available in the ArchiMate application layer. However, some predefined concepts in application layer such as the application component has the ability to perform some application functions using relationships. So, we can exploit the properties of these concepts by using them in our MO model. However, they miss the required MO constraints that can be applied while defining MO models. For this purpose, we select the application component and application function to be extended by adding the missing MO constraints, in the ArchiMate application layer.

5.1.3 ArchiMO MetaModel

As ArchiMO extends ArchiMate, ArchiMO metamodel contains the semantics of the language ArchiMate such as: association, assignment and generalization relationship. According to the previous section, ArchiMO metamodel should contain specific MO concepts, relationships and constraints. MO concepts are extended from ArchiMate Business Actor and Business Functions, MO association relationship that is extended from ArchiMate association relationship and a constraint to establish such a relationship.

As ArchiMate is composed of three layers: business, application and technology layer, we can extend these three layers in order to introduce our ArchiMO concepts and extend only two layers, the business and application. [Chi12] extended ArchiMate technology layer to define a DSML for IP Multimedia Subsystem (IMS), for telecommunication domain. This DSML is useful for different types of application in different domains, as IMS provides functions that can be used with different domains such as MO [All16]. For example, IMS allows to exchange messages between terminals such as cameras, hydrophones, smart sensors, and Fusion Servers. Therefore, the IMS metamodel is required for our MO systems and to model the deployment of our application, or on a technical infrastructure.

Concerning ArchiMO, the two proposed part of the metamodel are shown in figures (5.1, 5.2). The white concepts in the figures are ArchiMate predefined ones. However, the green (or grey) are the MO concepts. The new added constraint, is illustrated in the red X in figure 5.3. And, the new extended relationship is shown in the red text in figure 5.4 and in the red rectangle in the 5.6. We will select and present these extended concepts, relationships and constraints, in the next sub sections.

5.1.3.1 Concepts

ArchiMO is composed of two views: one for the business layer, and another for the application layer. We present our metamodel as the following:

1. Business Layer, see Figure. 5.1: we have extended the business actor of ArchiMate through two new concepts, the Smart Sensor and the Data Fusion. Smart Sensor
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Figure 5.1: ArchiMate Business Layer

Figure 5.2: ArchiMate Application Layer

Figure 5.3: Communication Constraint between two Smart Sensors
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Figure 5.4: Extended Relationship between Smart Sensor and Data Fusion Server

is responsible for performing the raw Data Acquisition, while the Data Fusion is responsible for other functions: (1) Algorithm Selection performs a procedure to fetch then select the proper algorithm in case we have several algorithms with different functionalities on the same Data Fusion server; (2) Data Transmission transmits the data between the different Data Fusion components existing on the SN; (3) Object Localization makes the necessary actions to call the localization algorithm of the underwater moving objects. These functions extend the business function concept in ArchiMate. The Data Acquisition function has a main role which is receiving the signals that are thrown by the underwater moving objects in order to be processed and performed by the Smart Sensors.

2. Application Layer, see Figure. 5.2: we have extended the application component of ArchiMate through two new concepts, the Data Fusion System, and the Smart Sensor System. Data Fusion System is responsible for performing the following functions:

(a) Manage Resources: to manage the resources needed for the algorithm execution. This due to the structure of any algorithm, a reservation and initialization of a set of variables are required, points’ coordinates such as x, y, z of each smart sensor. Data Fusion System (DFS) starts managing the resources for the object localization algorithm.

(b) Coordinates Storage Handling: to store the coordinates correlated with time. This is due to the needs of storing temporarily the received values (e.g. distance between the underwater moving object and a Smart Sensor) by the Smart Sensors in order to use them in the object localization. DFS starts handling the
storage of received coordinates by saving these received values in the reserved coordinates according to each Smart Sensor.

(c) Compute Coordinates: to compute the position according to a specific algorithm selected previously by the Date Fusion actor. This is due to the applying of data fusion concept. The data comes from several SSs in order to be fused and calculated. DFS starts computing the stored coordinates of different SSs by calculating the intersection between the different covered detected areas (e.g. intersection of several circles or spheres) by the SS.

(d) Transmit Localization Data: to exchange information between the fusion servers/systems. This is due to the needs of exchanging the localization information between the existing Data Fusion servers on the SN. DFS starts transmitting the localization information once the calculation is performed on it. And the same DFS can receive a calculated localization information from another DFS.

The Smart Sensor System is responsible to perform the following functions:

(a) Inform Server: to inform the fusion server about the detection of an underwater moving object. This function is useful to notify the DFS by performing the localization algorithm upon any detection by SS of moving objects.

(b) Voice Streaming: this function is useful in case the Smart Sensors are hydrophones.

(c) Video Streaming: this function is useful in case the Smart Sensors are underwater cameras.

The functions presented above extend the application function concept in ArchiMate.

In order to formalize the extended concepts, we define constraints using Object Constraint Language (OCL). This is due to the hard task and challenges that will face the SN designer while specifying and defining such complex constraints.

According to [CMSD04][CT07][EKW92], as the designer uses ArchiMO as a modeling language and adopts MDE (cf. chapter 2) to model MO systems, he faces some challenges such as: (1) the ability of defining and executing the transformations of models (source and target) as the model transformation is one of the main aspect of MDE (cf. section 2.4); (2) many constraints (e.g. MO constraints) cannot be expressed using only conceptual modeling languages such as UML, ArchiMate or ArchiMO.

As we know, the model transformation should contain two types of constraints [CMSD04]: (1) appoint constraints on the input (source) and output (target) models; (2) define constraints on the relationships among input and output models. Thus, we can define the model transformation as a set of three constraints:

- a set of constraints to be fulfilled for a model to be selected as an input model of the transformation.
• a set of criteria (constraints and rules) on the relationships and development of
  concepts from the input to the output model.

• a set of constraints as a valid output model generated by the transformation criteria.

Thereby, in order to face the two challenges, the SN designer should fulfill the different mentioned constraints above. These constraints can be appointed, defined and expressed by using Object Constraint Language (OCL). OCL is set by the Object Management Group (OMG) that is a language that enables the designer to describe expressions, terms, rules and constraints on models that are created by conceptual modeling languages [Mar08]. Thus, the SN designer should use OCL with any conceptual modeling language in order to produce a valid output model which could be as a preparatory phase for its simulation. Once the output models are validated, so the formalization of the defined models is achieved and succeeded. For this purpose, we formalize the extended MO concepts, in the next section.

5.1.3.2 Concepts Formalization

The new extended constraints, the assignment relationships between specific MO concepts in the both ArchiMate layers, business and application. These constraints are expressed using OCL (cf. the line 5 in the frame below), and the evaluation must return true for this constraint (cf. the line 7 in the frame below). Therefore, this constraint is used to assign only a Data Acquisition function to a Smart Sensor actor according to some MO and DFA criteria, that is verified during its evaluation in the frame below. For the other similar constraints, they are formalized within the same way.

```
// Assignment Relationship between DataAcquisition and SmartSensor
Context: Data Acquisition
Evaluating:
  self.assignTo.oclIsKindOf(SmartSensor)
Results:
  true

Context: Data Acquisition
Evaluating:
  self.assignTo.oclIsKindOf(DataFusion)
Results:
  false
```

The new extended constraints, the association relationship between two Smart Sensors. This constraint is expressed using OCL (cf. start at line 5 in the frame below), and it returns false as a result (cf. the line 11 in the frame below). Therefore, this constraint is used between two Smart Sensors according to some MO and DFA criteria. In case, the association relationship is between two Data Fusion actors, the returned result is true. This constraint is to prevent the association between two smart sensors only without affecting the other MO and ArchiMate concepts.

```
// Association Relationship between two SmartSensors
Context: Relationship between two SmartSensors
```

```
Context: Relationship between two SmartSensors
```
5.1.3.3 Relationships

Mainly, ArchiMate contains different types of relationships such as association, assignment, see Figure. 5.5. Assignment relationships are used to link the structural and functional elements in the design modeling language. These type of relationships help us to represent the behavioral aspects of the design in the verification tools and relate them to the right structural element. For instance, in the technology layer, if a function1 is assigned to node1, this means that function1 should be performed by the node1. This concept can be mapped in the programming languages such as C++ for the NS-3 simulator using the concept of classes and their own functions. Thereby, the presented ArchiMate relationships can not only satisfy our MO domain in the design phase.

For this purpose, to fulfill the needs of the SN designer in the MO domain concerning the MO constraints, we have specialized the definition of these relationships with adding new constraints related to the new added concepts. In our context, we have defined the association relationship for the smart sensor according to the constraints of DFA, such as smart sensor that could be only associated to the data fusion and two smart sensors that could not be associated together, see Figure. 5.3. Furthermore, we have defined the assignment relationship for the smart sensor according to the constraint of MO [?] such as Smart Sensor could be only assigned to the Data Acquisition.

ArchiMO metamodel contains new relationships that are specific to the MO domain. This is due to the architectural design errors that may be made by the SN Designer while relating a Smart Sensor to a Data Fusion server. These errors are costly to be occurred in implementation stage of MO life cycle system. For example, a smart sensor communicate with fusion server in the defined model, however, in the implementation phase, the expert people can not deploy this communication for an imprecise length in the marine cable. Therefore, a new specific relationship for the Smart Sensor and Data Fusion elements is added to the semantics. This relationship is used only to connect a Smart Sensor element to a Data Fusion element. We consider this new type of relationship in the business layer as a logical relationship. In order to implement this new relationship, we have extended the Association Relationship by a new one which is the Smart Sensor
and Data Fusion Relation (SDR), see Figure. 5.6.

Consequently, this section deals with the Task 1 Modeling. Our extended DSML answer Req 1 Improving Architectural Design, Req 3 Extensibility and Req 4 Heterogeneity Supported.

In order to formalize the extended MO relationships, also we define constraints using Object Constraint Language (OCL). For this purpose, we formalize these extended relationships, in the next section.

![Archimite Relationships Diagram](image)

**Figure 5.5: Conceptual ArchiMate Relationships**

### 5.1.3.4 Relationships Formalization

The new extended constraints, the association relationship between Smart Sensor and Data Fusion (SDR), see Figure. 5.4 is evaluated using OCL (cf. the line 5 in the frame below), and it returns true as a result (cf. the line 7 in the frame below). Therefore, SDR is used to connect only a Smart Sensor element to a Data Fusion element by satisfying the MO criteria such as the length of marine cable that is entered by the designer. This cable should be between 10 and 50 meters. This constraint is verified during its evaluation in the frame below. Otherwise, SDR is not formalized as the return results is false (cf. the line 15 in the frame below).

```plaintext
1 // SmartSensor DataFusion Relationship (SDR)
3 Context:
4     SmartSensor DataFusion Relation
5 Evaluating:
6       self.value > 10 and self.value < 50
7 Results:
8       true
9
11 Context:
12     SmartSensor DataFusion Relation
13 Evaluating:
14       self.value > 10 and self.value < 50
15 Results:
16       false
```
5.1.3.5 Formal Constraints

According to the use of OCL in the previous sections, ArchiMO metamodel contains formalized constraints that are specific to the MO domain. These constraints are according to the selected distributed fusion architecture (DFA) from [LLL09], our MeDON case study [?], and the adopted data fusion approach from [MSDW01][LLL09]. For Smart Sensor: (1) communication between two Smart Sensor elements is not allowed; (2) communication between Smart Sensor and Data Fusion element is allowed; (3) Smart Sensor is only allowed to be related to the Data Acquisition function. For Data Fusion: (1) communication between two Data Fusion elements is allowed; (2) Data Fusion is only allowed to be related to Algorithm Selection, Data Transmission and Object Localization functions.

5.1.4 ArchiMO MetaModel Layer Consistency

ArchiMO metamodel ensures consistency between the two extended business and application metamodels, and between the one extended by [CKR12] which is the metamodel of technology layer. The consistency between these extended metamodels of the ArchiMate layers is supported by the predefined relations between ArchiMate layers such as Used By and Realization. For example, the consistency between the business layer and the application layer of ArchiMate, also between the application layer and the technology layer. Therefore, the consistency is available at metamodels level, so the SN designer inter-relates several models from different layers. All the predefined ArchiMate relationships, Used By and Realization, can be used in the design phase, see. Figure 5.7. Thus, by using these predefined relationships between ArchiMate layers, the SN designer exploit this advantage to have one MO model that contains concepts and constraints from multiple ArchiMate layers.

In addition, the consistency between layers has also the advantage of providing the base of an automatic generation of concepts and relationships in the application layer.
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according to a satisfaction of a constraint in the business layer related to the new extended relationship, the SDR. In this case, the SN Designer can assign the proper value to the relationship that connects a smart sensor to a data fusion server, see. Figure 5.8. This ability is available for the SN designer as a modeling facility and based on a generative approach.

In order to implement this automatic generation, we throw the corresponding MO, ArchiMate, and relationships automatically in the application layer during the modeling time of the design phase in the business layer, the green boxes in Figure 5.8. The creation of these mix elements between specific MO and Archimate elements is occurred upon establishing the SDR, see. Figure 5.8.

The generated ArchiMate concepts are: Application Function and Application Component. The generated MO concepts are: Smart Sensor System, Data Fusion System, Inform Server, Manage Resources, Compute Coordinates, Coordinates Storage Handling and Transmit Loc Data. The triggering and the assignment relationships are ArchiMate elements. This is due to MO domain and specifically to the satisfaction of SDR which requires the creation of these mix generated elements in the level in the design phase. Thus, instead of creating them by the SN Designer, he can get them automatically after satisfying the SDR constraint.

Therefore, by adopting this generative approach on all the activities such as concepts, relationships of MO domain in the business layer, then on all the activities of the application layer, we can have on modeling time an automatic mapping between the three layers.

Consequently, this section deals with Task 2 Ensuring Consistency. We decided to rely on the different forms of ArchiMO consistency, predefined relationships and generation concept between layers between metamodels, particularly in order to answer Req 2 Multiple Viewpoints.

![Figure 5.7: Consistency between Business Layer and Application Layer](image)

Figure 5.7: Consistency between Business Layer and Application Layer
Figure 5.8: Generated MO Concepts and Relationships in the Application and Technology Layer
5.1.5 Formalization of Layers Interoperability

The MO business models are transformed to be MO application models. This Model to Model transformation is formalized by using the Realization ArchiMate relationship. This relationship must be unique in the consistent model that relate the Data Acquisition business function to the Inform Server application function (cf. the green line between Data Acquisition and Inform Server in Figure 5.8). This constraint is evaluated using OCL (cf. start at line 5 in the frame below), and it returns true as a result (cf. the line 11 in the frame below). This means, there is a Realization relationship between Data Acquisition and Inform Server. However, the code that starts at line 15 in the frame below, evaluate if the Realization relationship relate Inform Server to Object Localization, the returned results is false (cf. the line 21 in the frame below). Therefore, this constraint is formalized, and this relationship is unique and only allowed between Data Acquisition and Inform Server according to some MO and DFA criteria.

Also, the MO application models are transformed to be MO technology models. This Model to Model transformation is formalized by using the Used by ArchiMate relationship. This relationship must be unique in the consistent model that relate the Inform Server application function to the Create Invite technology service that is extended by [Chi12] (cf. the green line between Inform Server and Create Invite in Figure 5.8). This constraint is using OCL (cf. start at line 5 in the frame below). This means, there is a Usedby relationship between Inform Server and Create Invite. However, the line 15 in the frame below, evaluate if the Usedby relationship relate Create Invite to Compute Coordinates, the returned results is false (cf. the line 21 in the frame below). Therefore, this constraint on the relationship is only allowed between Inform Server and Create Invite according to some MO and DFA criteria, that is verified during its evaluation in the frame below.
5.1.6 ArchiMO Design Tool

The new extended metamodel ArchiMO enables us to generate design tool that is coherent with Archi design tool but contains additional concepts, relationships and constraints that are specific to the MO domain [MSDW01][LLL09].

5.1.6.1 ArchiMO Tool Generation

The figure 5.9 describes the process to create ArchiMO design tool based on the extended metamodel. We implemented the new extended concepts, relationships and constraints that are specific to the MO domain and for data fusion concepts [LLL09]. This implementation is performed according to the business and application ArchiMate Layer by weaving java classes, corresponding to MO concepts, in the source code of the ArchiMate tooling.

The ArchiMO Design Tool is generated from the Archi design tool that is based on the java code of ArchiMO metamodel, see. Figure 5.9. ArchiMate is based on Eclipse Modeling Framework (EMF).

5.1.6.2 ArchiMO Concrete Syntax

For each extended concept or relationship, a graphical concrete syntax should be defined [CKRS14]. The concrete syntax is associated with a set of rules which defines the representation of the abstract syntax [BJKV06]. In order to have a graphical view for the added concepts, relationships of each ArchiMate layer. In addition, these metamodels elements are presented in graphical views such as the palettes in order to allow the specific designers to use them by dragging and dropping.

In relation with ArchiMO metamodel, the SN designers are able to define a model using concepts from ArchiMO metamodel. This model can be composed from several inter-related models. Each model can contain many different related elements from a specific viewpoint according to the concerned ArchiMate layer. ArchiMO is divided into three: (1) ArchiMO metamodel for business layer; (2) ArchiMO metamodel for
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Figure 5.9: Generated ArchiMO Design Tool after the Extension of ArchiMate

application layer; (3) IMS metamodel for technology layer [CAKR11]. Thereby, the elements of the defined models are composed of the three layers with their graphical syntax.

The concrete syntax that is associated with these added concepts and relationships can be implemented in the design tool such as ArchiMO Design Tool for our context. Our proposed concrete syntax is shown in the palettes of the business, in the red circles on the right of Figure. 5.10, and the application, in the red circles on the left of Figure. 5.10 layers. Also, the extended SmartSensor and DataFusion Relationship is shown in the red circle of Figure. 5.11. These palettes are coherent with MO specific concepts and relationships from which the designer can select and use to create MO models.

5.1.6.3 Constraint Implementation

During the model edition, all the constraints specified for the MO extension are checked: (1) prevent designer to associate two Smart Sensor elements together; (2) the designer is able to associate a Smart Sensor element to Data Fusion, Business Actor or other actors, see Figure. 5.12; (3) the assignment is only allowed from SmartSensor to the DataAcquisition function, see Figure. 5.12. Concerning the Data Fusion element: (1) the association between two Data Fusion elements is allowed; (2) the designer is able to associate Data Fusion element to Smart Sensor element, see Figure. 5.12; (3) the designer is able only to assign the Data Fusion to the Algorithm Selection, Data Transmission and Object Localization functions, see Figure. 5.12.

The constraint of the relationship between SmartSensor and DataFusion must be
Figure 5.10: Business and Application Layers (Palettes)

Figure 5.11: Extended SDR Relationship in Palette
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checked. It requires the designer to enter a proper value in order to associate a Smart Sensor to a Data Fusion using the SDR, see Fig. 5.13. For example, SDR reflects the marine cable during the modeling task, to connect a Smart Sensor to a Data Fusion Server. However, the length of this cable should be well defined by respecting the minimum and maximum length that could be entered by the designer. Otherwise, the designer is not able to associate a Data Fusion to a Smart Sensor using this SDR, see Fig. 5.14.

By extending SDR, we distinguish the following features: (1) generating the required MO concepts and relationships in the application layer; (2) generating the required ArchiMate concepts and relationships in the application layer. So, once the SDR constraint is checked and verified:

1. The required and necessary MO elements and relationships are generated in the application layer (Inform Server, Manage Resources, Coordinates Storage Handling, Compute Coordinates, Transmit Localization Data, Smart Sensor System, Data Fusion System). More specifically, in the application layer of the Figure. 5.15, Inform Server class is represented by Inform ServerA instance, Manage Resources class is represented by System Resources ReservationA instance, Compute Coordinates class is represented by Compute CoordinatesA instance, Coordinates Storage Handling class is represented by Storage CoordinatesA instance, Transmit Loc Data class is represented by Coordinates Transmission To B or Coordinates Transmission To C instance, Smart Sensor System class is represented by Smart Sensor SystemA instance, and Data Fusion System class is represented by Fusion SystemA instance.

2. The required ArchiMate elements and relationships are created in the application layer (triggering and Assignment are ArchiMate relationships). More specifically, in the application layer of the Figure. 5.15, triggering relation is represented by the different existing relation between the following instances of MO classes: Inform ServerA, System Resources ReservationA, Compute CoordinatesA, Storage CoordinatesA, Coordinates Transmission To B or Coordinates Transmission To C. Assignment relation is represented by the relation between the Smart Sensor SystemA and Inform ServerA instances, and between the Fusion SystemA with the rest of existing instances.

The constraint on the SDR enables the designer of the business layer to create automatically both MO specific and ArchiMate concepts in the viewpoint of the application layer. Once the designer of the business layer finishes the design of MO business layer, the designer of the application layer will get automatically his specific MO models/instances. For example, when the designer of the business layer connects two MO elements such as SmartSensor and DataFusion, the necessary corresponding MO elements such as Smart Sensor System Component, Inform Server Function. And relations are automatically created in the application layer, see Figure. 5.15.

Thereby, ArchiMO design tool helps the designers of each ArchiMate layer to model the system in a highly abstract way, by dragging and dropping the elements and relations from the palette. Also, it helps by avoiding syntax errors that may be made during the design phase.
Figure 5.12: Association and Assignment Relationships

Figure 5.13: Smart Sensor and Data Fusion Relationship is allowed
5.2 Generation of Simulation Code

Once the MO application models are transformed to be MO technology models, the consistent MO model is ready to be the input for the code generator XPAND that is developed by [All16]. Each model transformation depends on a set of rules that describes and controls the transformation process [Par12]. XPAND contains transformation similar to the previous transformation that transforms the architecture of multiple viewpoints of ArchiMate from high abstract MO design to the functions and actions of Networks simulators. The structure of this process is based on the object oriented approach, classes and operations concepts. In order to perform this transformation process, mapping rules are implemented through XPAND. Figure 5.16 illustrates the concepts of business and application viewpoints with their correspondences concepts in the network simulator. This figure indicates the concepts of viewpoints by a black text, and the concepts of network simulator by red arrows and text. Each business actor/role or application component is transformed to an object oriented class. For example, each Smart Sensor or Data Fusion in business and application layers become a C++ class. Each business or application function is transformed to an implemented function in a class. For example, the object localization function in the business layer become an operation in the C++ class. Each relationship that is specific to relate two ArchiMate layers, is transformed to an association relationship. Each trigger relationship is transformed to a call between two functions. The start business function is transformed to a start technology function.

This Model to Text transformation is formalized by relying and adopting the implemented mapping rules in XPAND [All16]. The red concepts in 5.16 are elements of a programming language code such as elements of C++ that can be executed and simulated to obtain specific results.
Figure 5.15: Generated MO concepts, Relationships and Constraints in the Application Layer after Entering a Proper Value
5.3 ARCHIMO AND ITERATIVE APPROACH

In order to have the two forms of consistency between the different created models according to the different ArchiMate layers, several specific elements are required to be inter-related through specific relationships. These elements and relationships can be predefined ones such as used by and business object. Or new extended ones such as SDR, smart sensor and data fusion. This is due to the specialization of predefined and new extended ArchiMate concepts and relationships, as each relationship can be used between set of specific predefined elements in ArchiMate metamodel, or set of new extended elements in ArchiMO. Thus, there are specific relationships to relate specific elements within the same model, and at the same time, each element can be located in a separate and different model. For example, the SDR is specialized to relate a Smart Sensor to a Data Fusion server within the same model which is the MO business layer model. And, the Realization relationship is specialized to relate a Business Object (from business layer model) to Data Object (from application layer model), and the Used by relationship is specialized to relate a Business Role (from business layer model) to an Application Interface (from application layer model), see. Figure 5.7.

Accordingly, to perform these forms of consistency, several SN Designers must be involved. These designers should cooperate and discuss together to select the proper relationships and elements that enable to establish the interoperability between their different created models. At this stage, the different concerned designers may discover
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architectural design errors in the created layers. For example, when the expert designer in the business layer discover that a Smart Sensor is connected to a Data Fusion server through a predefined association relationship, which is not acceptable as a Smart Sensor should be connected to a Data Fusion server through SDR. This may cause an error in the implementation, such as an imprecise length of the marine cable between a Smart Sensor and a Data Fusion server. Another example is when the designers decided to use the Realization relationship presented above in order to relate the business with the application layer, and they find that there is no Business Object in the business layer model, or a Data Object in the application layer model in order to establish the Realization relationship. This makes the interoperability between layers as an impossible operation to be performed by designers.

Therefore, in both examples, the proposed SN design process in chapter 4 should be blocked and re-considered the detected architectural design errors until taking appropriate actions that can unblock this process. These actions can be the possibility of iterating **Task 1 Modeling** many times until having no errors (cf. the red arrow issued from "Ensuring Consistency" task to "Modeling" task in Figure 4.1). Furthermore, the before mentioned deals with **Task 2 Ensuring Consistency** as the SN designers fix the detected architectural design errors in the model on each iteration according to their different viewpoints, which will minimize the number of detected errors in this task.

In order to validate the defined model that is composed of three separate inter-related models: business, application and technology. This model should be simulated to detect the technical performances errors that may be made by the SN Designers. At this stage, the different concerned designers may discover their architectural design errors in their defined separated models. For example, when the expert designer in the simulator discovers errors in the technical performances as the exchange of messages between terminals is not setup. In this case, the sources of these errors can be from the first two proposed tasks of SN design process, in chapter 4, **Task 1 Modeling** and/or **Task 2 Ensuring Consistency**. Thus, in case the source of technical errors is from **Task 1 Modeling**, it can be from business layer model and/or application layer model and/or technology layer model. The SN designers may make architectural design errors in the three inter-related models according to their different viewpoints. However, in case the source of technical errors is from **Task 2 Ensuring Consistency**, it can be from the relationships that are specific to relate business layer model to application layer model, and/or this latter to technology layer model.

Therefore, in the two cases, the proposed SN design process in chapter 4 should be blocked and re-considered the detected technical performances errors until taking appropriate actions. These actions can be the possibility of iterating **Task 1 Modeling** many times until having zero error (cf. the red arrow issued from "Validating" task to "Modeling" task in Figure 4.1). And/or the possibility of iterating **Task 2 Ensuring Consistency** many times until having zero error (cf. the red arrow issued from "Validating" task to "Ensuring Consistency" task in Figure 4.1).

Furthermore, the before mentioned deals with **Task 3 Validating** as the SN de-
signers fix the technical performances errors in the simulated model on each iteration according to their different viewpoints, which will minimize the number of detected errors in this task.

5.4 DISCUSSION

The ArchiMO design tool, and the iteration approach proposed in this chapter contribute towards fulfilling the requirements of SN Design mentioned in Chapter 1:

1. **Req 1 Improving Architectural Design**: the MO Domain Specific Modeling Languages, and the required and forbidden rules regarding to the SN domain provide a support to the designer of the system architecture. In addition, the iteration between the different process activities reduce the number of the architectural design troubles, as on each iteration the designers improve the model to build a new release in order to surpass the current one.

2. **Req 2 Multiple Viewpoints**: through the use of Enterprise Architecture, by extending an Enterprise Architecture Modeling Language, ArchiMate. The predefined automatic consistency between the different layers of ArchiMate provides the ability to work independently in a viewpoint, and to define a consistent model. The model includes at the three layers of ArchiMate from different designer’s viewpoint, and provides a unified, overall model of business, application and technological views.

3. **Req 3 Extensibility**: through the metamodel extension, and new design tool generation. This feature allows to add new MO elements and constraints to the design tool. Thus, ArchiMO extends an open, standard, and classical design tool.

4. **Req 4 Heterogeneity Supported**: by proposing different SN specific Domain Specific Modeling Languages. It provides the possibility of having different components and communication types that are related to our domain. Thus, the deployment of different physical components (Sensors and Servers), and logical components such as acquisition/localization algorithms is supported on a network infrastructure.

5. **Req 5 Validation Tools Supported**: by adopting existing network simulators. The created models are simulated as early as possible in the life cycle in order to prevent architectural design errors in the deployment phase. The simulation results are interpreted by specialists who formulate recommendations for changing the MO models.

We present the advantages of our contributions below:

- As ArchiMO DSML is based on the existing definition of ArchiMate, we reuse all the concept and relationship definitions of the ArchiMate metamodel, in order to inherit from the context of general purpose information systems. Thereby, this advantage fits **RQ 2 Modeling Language Specialization**.

- The generated ArchiMO Design tool considers different domains of experience, each domain expert works in his specific layer (Business, Application or Technology) as
a part of an overall model. This design tool prevents syntax and semantics inconsistencies that can be made during the design activity. Also, this design tool ensures the consistency between different layers due to the use of the relationship definition provided by ArchiMate. These advantages enhance and increase the consistency and unity of the design. ArchiMO provides facilities and support for the designer to build a consistent model. Thereby, these advantages fit RQ 2 Modeling Language Specialization.

- Relying on model transformation approach, we can extend Archi tool and generate automatically the ArchiMO design tool that contains the new MO elements, relationships and constraints. This advantage produces an efficient tooling support to achieve the main concerns of the design process. It provides a design tool to support the designer by performing the different tasks of the proposed design process. Thereby, this advantage fits RQ 3 Tool Building Process.

- The SDR extension provides a mapping approach between the different layers of EA to throw directly the needed components and relations to each domain expert. It reduces the time of the design phase for the two lower layers, application and technology. Thereby, this advantage fits RQ 2 Modeling Language Specialization.

- We can rapidly define a DSML and generate its corresponding design tool by extending TOGAF framework and ArchiMate modeling language. This extension allows to integrate in TOGAF new specific concepts, relationships and constraints which are displayed in the palettes of the design tool, and they are ready to be used by the designers. This is an advantage, as in case we adopt MDE to define a DSML and its corresponding design tool, we should perform a long and complex task to create them from the beginning. Thereby, this advantage fits RQ 3 Tool Building Process.

- We inspire from [Chi12] work, then we adopt the same extension approach to define our ArchiMO metamodels as they defined a metamodel for telecommunication domain. In our case, we extend the ArchiMate business layer and application layer metamodels. As we integrate our work in the same TOGAF framework, We inherit in our tooling of the previous extension and of course our MO extensions. The last layer allows us to generate an ArchiMO design tool that contains MO and IMS concepts, relationships and constraints. Thus, by using this generated tool, the SN designers are able to create a consistent model that is composed of different component from the three extended ArchiMate metamodels, and from different relationships. The IMS components and relationships that are in the consistent model, allow the exchange of information between physical components such as terminals. Therefore, our defined MO model in the application layer, is deployed on the technology layer by using its corresponding concepts and relationships in IMS. For example, the connection between a Smart Sensor System and a Data Fusion System component in the application layer is mapped to the technology model on two terminals that exchange messages.

At this stage, we can consider that the work that is performed by [Chi12]
and us is complementary and provide a powerful tooling. This is due to: (1) the returned benefits to both sides, [Chi12] and our side; (2) due to the non negative affection on the work of each other. For our contribution, once the application model is fully represented with the required concepts and relationships in the technology model, the consistent model is ready to be simulated as it satisfies the inputs constraints of the network simulator. However, for [Chi12] contribution, they are validating their extended IMS metamodel by ensuring the reusability of this metamodel in another case study and another domain, the MO. Thus, the utilization of the extended IMS metamodel is not limited for case studies in telecommunication domain.

- [All16] extended the design activity to introduce the early verification activity in its framework (DeVerTeS). They validated this activity by generating the code, then simulate it for a telecommunication service. In addition, [All16] integrates our ArchiMO metamodel in their work to be as another case study for their contribution. At the same time, we exploit their added activity by simulating our MO produced models in order to early validate in the design phase.

At this stage, we can consider that the work that is performed by [All16] and us is complementary. This is due to: (1) the returned benefits to both sides, [All16] and our side; (2) due to the non negative affection on the work of each other. For our contribution, we are able to perform the proposed Task 3 Validating in order to early validate our MO defined models by simulating them using the NS-3 network simulator. However, for [All16] contribution, they are validating their extended activity by ensuring its reusability in another case study and another domain which is MO. Thus, the utilization of this extended activity is not limited for case studies in telecommunication domain.
In this chapter, we extended ArchiMate modeling language in order to obtain two new SN specific DSMLs, one for the business layer and another for application layer. For the technology layer, we relied on the extended previously in [CAKR11], an IMS underlying platform. These DSMLs and the iteration approach serve the designer during the design phase by improving architectural design. Next, we generated ArchiMO design tool that contains all the extended MO concepts and restrictions in order to be used by the designers during the design process. An automatic consistency between the different designer’s viewpoints and at different abstract levels is proposed, which is provided by ArchiMate that is relying on Enterprise Architecture. This consistency allows to have an overall and consistent model that contains the three created models and viewpoints with inter-relations between them. Then, we proposed to apply the simulation on the created models using the network simulator NS-3. This simulation is executed on models that are created using the ArchiMo design tool in order to test and verify these models as early as possible in the SN life cycle. At the end, we discussed and analyzed the advantages of our contributions. Accordingly, we concluded that, as [Chi12] and [All16] are involved in the same domain and their work is complementary, therefore, our contribution satisfies and serve two research questions: RQ 2 Modeling Language Specialization and RQ 3 Tool Building Process. In order to test the usability and the effectiveness of the proposed contributions and especially the ArchiMO generated design tool, a consistent model will be created using DeVerTeS in the next chapter.
6 Application of the Proposed Sensor Networks Design Process to a Case Study

**Reminders and Objectives**

In this chapter, we illustrate the benefits of our proposed contributions detailed in the previous chapters. In order to approve and verify the usability and the efficiency of the proposed DSML and design tool (ArchiMO) for Marine Observatory (MO), we use an example of underwater moving objects localization based on Underwater Acoustic Sensor Networks. First, we model the MO under study on ArchiMate Business and Application layers using ArchiMO, and we model it on technology layer relying on the extended IMS metamodel in [Chi12]. Second, we illustrate how the proposed ensuring consistency ensures the interactions between the business and application layers in order to have one consistent model. Then, we validate the consistent model using the network simulator NS-3, in order to support the design phase of the SN life cycle by minimizing the architectural design errors.

6.1 **UNDERWATER OBJECT LOCALIZATION CASE STUDY**

Underwater Acoustic Sensor Networks (UW-ASNs) play in MO an essential role, that aims at environmental data acquisition and in the development of the future large data acquisition systems [SBT+08]. Ocean survey requires UW-ASNs, as they allow the data to be exchanged and processed between the different devices such as Data Fusion servers and Smart Sensors. An implementation of a distributed fusion architecture (DFA) [LLL09] is adopted for these devices. On all these devices, we can have software components to process and store the data in order to localize underwater moving objects. Thus, software components could be localization algorithms that are implemented on different specific devices of the UW-ASNs. For example, the trilateration algorithm is implemented on the different Data Fusion servers, and each server require at least three sensors (cf. section 1.3) that require a software component to be implemented on each one. This software component processes the data detected by transforming it to information in order to transfer it to the concerned Data Fusion server.

An example about MO is the project Marine e-Data Observatory Network (MeDON) [?]. MeDON is a seafloor observatory information system made of several sensors and a computing system aiming at detecting and localizing marine mammals through Passive Acoustic Monitoring [Zim11]. MeDON is an interesting example for the use of multiple
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In this context, the designer should be able to include \( N \) acoustic sensors or hydrophones that are connected to the \( Y \) fusion servers as shown in Figure 6.1. The acoustic data acquired by the hydrophones, are analyzed and processed by the Smart Sensors and Data Fusion servers, then diffused on the network. A database is used to store the data from the servers. Then, the processed and filtered data are provided by the Database server to the web server where the configuration of a web server is performed. Thus, the web server broadcasts to the web clients, the marine mammals acoustic sounds detected by the hydrophones.

We defined a model for a part of MeDON system that aims at localizing the dolphin underwater using ArchiMO design tool. In order to localize dolphins, we implemented the DFA and the required software components on each device as we presented at the beginning of this section. This defined model is composed of three views according to the layers of ArchiMate, see. Figure 6.2: Business, Application, and Technology. In Figure 6.2, we present parts of the large model that is created by using ArchiMO design tool. We illustrate the created MO model of each layer, and the relationships between layers, in the next sections.

Figure 6.1: Structure of MeDON - An Example: \( N=6, Y=3 \)
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6.2 Modeling a Marine Observatory Case Study Using ArchiMO DSML and Design Tool

This section illustrates the use of ArchiMO DSML and Design Tool, an extension of ArchiMate and Archi for MO is proposed in section 5.1.

In order to validate our proposed ArchiMO DSML and Design Tool, we use it to model an underwater object localization application using the new proposed MO concepts, relationships and constraints in section 6.2.

6.2.1 The Business Model Design

The business model aims to present the different required functions and actions to localize Dolphins underwater. As our case MeDON is constituted from six Smart Sensors and three Data Fusion servers, so we present the functions and actions that are performed by these sensors and servers.

The first action is performed by the Smart Sensors, which is the detection of the dolphin. Next, the detected data is transformed to information through the Smart Sensors. Then, this information is transferred to Data Fusion Servers. These servers fused the transferred information and applied the localization algorithm in order to identify the position of the dolphin.
The scenario presented above, is presented in a model that is created in the ArchiMate business layer, see. Figure 6.3. This model contains MO concepts such as all the components and SDR relationship that appear in Figure 6.3, and ArchiMate concepts such as all the other relationships that are established between the different components. This layer indicates that the Dolphin Detection function performs the different detections of Smart Sensors: 1A, 2A, 3A, 1B, 2B, C. These detections are performed according to the selected DFA. Thus, these detection functions are assigned to their proper Smart Sensors, and these Smart Sensors are associated with the different Data Fusion servers. Then, each Data Fusion server is assigned to select the proper Trilateration algorithm to localize the Dolphin. This Trilateration algorithm is executed by Data Fusion servers, and then the information is exchanged among Data Fusion servers through the Data Fusion Transmission to be estimated and determine the coordinates of the Dolphin.

![Figure 6.3: Model of a Dolphin Localization that is presented in the ArchiMate Business Layer](image)

### 6.2.2 The Application Model Design

The application model aims to describe the behaviors of each action that is created in the business layer to localize Dolphins underwater. The first action is performed by the Smart Sensors Systems, which is the Inform Server functions to transfer the information to System Resources Reservation functions. Next, these functions allow the Fusion Systems to perform the next functions which are Compute Coordinates and Store Coordinates. Then, these coordinates are transferred to the next Fusion Systems through the Coordinates Transmission functions.

The scenario presented above, is presented in a model that is created in the ArchiMate application layer, see. Figure 6.4. This model contains MO concepts such as all the components that appear in Figure 6.4, and ArchiMate concepts such as all the other relationships that are established between the different components. This exchange scenario continues until the coordinates are determined, taking into consideration the
6.2.3 The Technology Model Design

The technology model aims to describe the topology of the different existing nodes on the network. Also, it describes the functions that should be performed by each node and between nodes.

According to MeDON [?], the number of Smart Sensors and Data Fusion servers is high, and it could be increased according to the needs. For example, when we need to enlarge the area that detects and monitors the dolphin, the number of sensors and servers will increase. This is useful and possible as we are adopting DFA which allows to add sensors and servers as much as it is required. For this purpose, a large number of technology functions are required to ensure the communication between the different nodes, sensors and servers. These types of functions are provided by IMS platform that can be used for different contexts such as MO, Telecommunication.

Accordingly, in this layer we rely on IMS metamodel that is extended by [Chi12]. For example, the Send To function can send or forward messages from a node to another. More specifically, exchanging messages among terminals such as between cameras, hydrophones, smart sensors, data fusion servers. This function extends the ArchiMate technology function in the IMS metamodel [Chi12]. Thus, this model contains IMS concepts such as Send To and Create Invite functions, and ArchiMate concepts such as Nodes and Communication Path functions, see. Figure 6.5.

Consequently, we defined three separate MO models according to the three ArchiMate layers (business, application and technology) by using ArchiMO DSML and Design Tool. Therefore, ArchiMO handles Modeling Task 1.

6.3 Consistency between Model Layers

The MO designer of the business layer should use the extended ArchiMO metamodel of ArchiMate business layer (cf. section 5.1.3.1, Business Layer). Regarding the application
6.3. CONSISTENCY BETWEEN MODEL LAYERS

Figure 6.5: Model of a Dolphin Localization that is presented in the ArchiMate Technology Layer, from [All16]

In order to relate the different created models according to the different ArchiMate layers, this section illustrates the use of specific relationships such as Used by and Realization to ensure the interoperability between layers.

Figure 6.6 presents how the business layer inter-operate with application layer through the Used by relationship. The Dolphin Localization business functions inter-operate with System Resources Reservation, Compute Coordinates and Stores Coordinates applications functions, through the Used by relationship (cf. Figure 5.7, section 3.5.1). Also, Figure 6.2 presents how the business layer inter-operate with application layer and this last inter-operates with technology layer through the Realization relationship. The Dolphin Detections business functions inter-operate with Inform Server application functions, and these latter inter-operate with Create Invite technology functions, through the Realization relationship (cf. Figure 3.8, section 3.5.1). These relationships are presented by the red lines in Figures 6.6 and 6.2. These are examples of the use of the inter-relations between the proposed DSML for business and application layers within MO context.

Consequently, using these inter-relations between the different layers of ArchiMate allow the different concerned designers to have one consistent MO model from their separated created models: business model, application model and technology model. Therefore, these types of relationships handle Ensuring Consistency Task 2.
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6.4 SIMULATION CODE

In order to generate a code for simulation, we rely on the code generator that is proposed in [All16] (cf. section 5.2). The proposed ArchiMO design tool generates an XMI file that contains different ArchiMate and ArchiMO concepts and relationships. In order to get as output a generated simulation code, the XMI file is the input for the code generator XPAND.

Once the XMI file is ready to be the input for XPAND, the model transformation rules can be performed. These rules could allow to generate simulation code automatically and could also be integrated in model frameworks to migrate models [VKMB15] or to generate tooling [CBC+16]. This simulation code runs in a tool that is a standard and classical simulator in the networking domain [All16].

Several simulators are compared by [SH11], who points out that the most frequently used network simulators in scientific articles are NS-3 and OPNET. While NS-3 is open source, OPNET is commercial. We select the NS-3 as a network simulator, in order to simulate the MO created models.

NS-3 runs set of classes and functions as we previously presented in (cf. section 5.2). In relation with our MO models, the C++ classes and functions must be MO classes and functions. An example about the MO concepts and functions are illustrated in 6.7. This figure indicates the concepts and functions of MO by black text, and the concepts and functions of NS-3 by blue text and arrows. The Smart Sensor and Data Fusion concepts from the business layer are C++ classes. Also, the Smart Sensor System and Data Fusion System from the application layer are C++ classes. The Algorithm Selection, Data Transmission, Object Localization, Data Acquisition from the business layer are functions in C++ classes. The other MO functions in 6.7 are also functions in C++ classes.
6.5 Validation of Marine Observatory Model

The XPAND code generator provides C++ code that contains the transformed concepts as classes and methods to implement our model [All16], see Figure 6.7. After that, this model implementation is running through NS-3 platform and then the simulation results are provided in an animation file automatically generated by the NS-3 simulator [BRIH17].

Next, we import this animation file in the NetAnim tool in order to display the results of the simulation. The figure 6.8 is a snapshot from the Net Animator tool that represents the topology of the networks for the underwater object localization case study. More specifically, it represents the hardware concepts of the defined consistent MO model that are required to be defined in the technology layer after the definition of these concepts respectively in the business and application layers. This representation is illustrated by showing the messages that are exchanged between the different existing nodes on the network in Figure 6.8. An example about this exchange in Figure 6.8, is the blue line that relates the SmartSensor1A node to the PCSCF1 node. These messages indicate the traffic between the sensor and the physical node which supports the processing application specify at model level.

This figure 6.7 shows that the simulation results are conformed to the expected results, as we can verify that the main communication links between the different nodes are performed by the number of exchanged messages between the sensor and the first...
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application node responsible for the first step of the localization algorithm.

So, the obtained simulation results are the main artifacts to validate the application model regarding the deployment on the physical infrastructure. These results close the Task 3 Validating.

Figure 6.8: A part of the animation through NetAnim tool after running NS-3, from [All16]

6.6 ITERATION OF THE PROPOSED SENSOR NETWORKS DESIGN PROCESS

In order to test the entire proposed SN design process in chapter 4, we still need to show the usefulness of the iterative approach on the different proposed tasks or the whole process (cf. Figure 4.1). This usefulness can be shown only whenever errors are detected while using the model compiler that is developed by [All16]. In addition to the code generation, this model compiler contains an error part. It is used by taking the defined consistent MO model as input, in order to produce a generated simulation code that is ready for simulation (cf. section 5.2). For this purpose, we present an example of errors that can be detected before transforming the MO model that is defined previously in section 7.2 and section 7.3, to a simulation code.
6.6. ITERATION OF THE PROPOSED SENSOR NETWORKS DESIGN PROCESS

We have selected an example which contains an error just to illustrate the iterative process when we encounter an error. We selected an error in the communication between an interface of a smart sensor and P-CSCF1 node of IMS. This error is related to a conflict in IP addresses. We modify one of the network addresses of the P2P link (see. Figure 6.9). The model compiler generates a log file that contains explanation about this error [All16] (see. Figure 6.9). The following question can be asked here: How can these errors be detected by the model compiler?

In fact, some error detection rules are implemented through the template of XPAND code generator by [All16]. These rules precede the generation rules that are responsible to produce the simulation scenario. This method is responsible to generate a log file that contains the explanation about the detected errors in the design model (see. Figure 6.9). As this figure shows an error, we iterate the concerned task where the error is occurred to fix it and to build a new version of MO model to be simulated. Next, we iterate the validation task on the new version by using the model compiler and we get a result without architectural design errors. However, it is difficult to forecast how many iterations we need, in order to obtain a valid model.

Therefore, the cycle based on modeling, generating, simulating and analysing is useful to produce a coherent design model. Next, this model provides the input of the next task of the development process.

![Figure 6.9: An example of an error detection in design model of Marine Observatory system, from [All16]](image-url)
6.7 Discussion

Relying on the validation result of a Marine Observatory Model, and after ensuring the usefulness of the iterative approach, we conclude that the entire proposed SN design process improves the processes without the use of models and simulation.

Actually, our proposed process helps the SN designer by detecting the architectural design errors, and to fix them by adopting the iteration approach. Our approach is based on two main steps to validate the design task: first, the generated design tool ArchiMO, in chapter 5, helped the SN designers to build validated models by implementing some additional concepts and mainly domain constraints on relationships (cf. section 5.1.6); secondly, the simulation step provides a validation of the system model through the model compiler constraints and mainly the analysis of the simulation results.

So the SN designer has the ability to validate the defined models as early as possible in the adopted SN development life cycle. For this purpose, we keep this kind of simulator to satisfy the Requirement 5 Validation Tools Supported.

**Synthesis**

In this chapter, we defined a model for a part of MeDON system that aims at localizing the dolphin underwater using ArchiMO design tool. Then, we defined three separate MO models according to the three ArchiMate layers (business, application and technology) by using the proposed ArchiMO DSML and design tool in chapter 5. Next, we defined the ArchiMate inter-relations between the three defined models, and we built a consistent MO model. Later, we validated this model using the model compiler of [All16], and we obtained result which is the localization of a dolphin is displayed without errors. Then, we fixed a detected communication error between two nodes, by iterating the concerned task in this process. This is to show the usefulness of the iteration approach for our proposed SN design process. Finally, we pointed out the applicability of our SN Design Process as we defined a model for a marine observatory case study.
To conclude this document, we summarize our modeling approach for sensors networks, and we finish by some perspectives related to our work.

ANSWERING THE RESEARCH QUESTIONS

To achieve the observation and monitoring missions, complex operations are needed in the context of Marine Observatory. The sensor networks developed to accomplish these missions is considered as a complex system as it aggregates different types of software and hardware components. Multiple tasks are assigned to each component and different communication protocols are used. To face these challenges, we focus on the designer activities to improve the SN development and deployment phases, and we answer the three research questions listed below:

1. **RQ 1 Design Process:** To face the design complexity of SN applications, how can we provide an assistance to guide the design phase?

2. **RQ 2 Modeling Language Definition Specialization:** Is it relevant to use a domain specific language to enhance and increase the consistency and unity of the design?

3. **RQ 3 Tool Building Process:** How an efficient tooling support can be produced to achieve the main concerns of the design process?

The SN designers should perform several tasks. For each of the proposed tasks, we have proposed an approach based on an iterative design process, a DSML or an existing simulation tool.

To answer **RQ 1 Design Process**, we discussed several SN design processes, based on Enterprise Architecture frameworks and inspired from software development life cycles. We select an iterative process to provide early validation based on the use of system models. In order to enable the design process, SN designers should perform several tasks. We focused on three of them:

1. **Task 1 Modeling:** modeling the SN from the stakeholder’s point of view: business, application and technology viewpoints.

2. **Task 2 Ensuring Consistency:** inter-relating the different viewpoints in order to define a consistent model.

3. **Task 3 Validating:** validating the created model by a simulation approach.

In order to perform our proposed SN design process, we perform the three tasks listed above. This process is enough flexible to enable code generation using model transformations as it relies on model driven engineering (MDE) approach. The inputs of the code
generators tools are models in order to generate executable code as outputs, that is the input code for network simulators.

Once we perform the first two proposed tasks, **Task 1 Modeling** and **Task 2 Ensuring Consistency**, a consistent model is created by the designer. Then, in order to enable the designer to validate his defined model, we generate executable code from model, for network simulators. Simulation helps designers to detect troubles in early phases of software development life cycles. However, simulation is a validation approach that cannot guarantee that there are no errors in the model, but it can detect only architectural design errors.

Once we perform **Task 3 Validating**, and by adopting the iteration action, several iterations between the three adopted tasks are possible to build a consistent model. On each validation, some architectural design troubles are detected so the designer will re-perform **Task 1 Modeling** or **Task 2 Ensuring Consistency** or both of them. This iteration can repeat the same tasks until no errors are detected during the validation task.

The validated model is ready now, so the other phases of SN life cycle could be performed, such as the implementation phase. During the SN design phase, the validated models could help the SN designer to avoid the detection of the architectural design errors in later phases of the adopted SN life cycle. Thereby, by ensuring a support for the SN designer as the early validation, it will affect positively the SN design phase by minimizing the architectural design errors that may occur during this phase.

To answer **RQ 2 Modeling Language Specialization**, we have defined ArchiMO, Domain Specific Modeling Language (DSML) extending an existing Enterprise Architecture Modeling Language, ArchiMate. This extension is done for the different ArchiMate layers: business, application and technology. Also, we proposed to use predefined ArchiMate relationships to inter-relate separate models. This allows the interoperability between models. Then, we introduced this extended DSML into the SN development tool used by the designers.

By introducing DSML into the design tools, designers are able to prevent architectural design errors that can be made during the design phase. It supports **Task 1 Modeling** to model the SN from different points of view, and the designers use the new extended concepts and relationships of this DSML. Also, to support the ensuring consistency task **Task 2 Ensuring Consistency**, the use of predefined relationships that are specific to inter-relate two ArchiMate layers such as Used by and Realization, enable the designers to have one consistent model. Thereby, by ensuring a support for the designer in the modeling and ensuring consistency tasks, it will affect positively the SN design phase by preventing the architectural design errors and having a consistent model.

To answer **RQ 3 Tool Building Process**, we generated a design tool ArchiMO that contains the extended DSML, ArchiMO metamodel. In order to enable the designer to generate this design tool, we relied on MDE approach. This approach is based on
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models, metamodels and model transformations.

By generating ArchiMO design tool, the designers are able to build consistent models using the extended concepts and relationships by dragging and dropping model elements from palettes. This supports Task 1 Modeling and Task 2 Ensuring Consistency while applying the new added concepts, relationships and constraints in a less complex way.

We illustrated the proposed design process, domain specific modeling language and design tool, using a marine observatory case study. We presented a defined model for marine observatory showing their different views: business, application, and technology. These models are designed using our extended version of ArchiMO tool that is generated from the ArchiMate metamodel. Our proposed ArchiMO design tool relies completely on the metamodel that forms the origin of the modeling language and is used in every action of this design tool. Then, the resulting consistent model which is simulated using the NS-3 network simulator in order to validate the system model.

PERSPECTIVES

In order to develop and improve the results of this work, we suggest the following perspectives:

- We can extend the relevant requirements in the context of MO particularly environmental constraints, new sensors features or new processing node constraints. All these requirements must be taken into account during the development life cycle. And to satisfy these new requirements, we should need to extend the list of the concepts and relationships used to specify the business, the application and the constraints of SN should be made. In this case, we will include in our life cycle iteration of the extension of our MO language, and we will re-apply our methodology from the beginning. Thus, we consider that our ArchiMO metamodel definition should include the life cycle of the MO development.

- More error detection rules should be added to support the designer and facilitate the validation process. This should be done by domain experts who know the restrictions and constraints of the system components. The goal is to analyze what kind of properties that we can verify in the simulator and extend the modeling constraints related to these simulator properties.
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