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Chapter 1

Chemical reactions at aqueous
interfaces

1.1 General Introduction

The microscopic comprehension of chemical reactions that occur at the
boundary between water and other media represents an essential step in
chemical science for the development and conception of high yield reactions.
Recently, striking findings in the field of mass spectrometry showed reactions
on water aereosols[1, 2, 3, 4, 5, 6] to be accelerated by around six orders of
magnitude with respect to the corresponding ones in bulk water. This has
moved the attention of the scientific community on the catalytic roles played
by aqueous interfaces. The possibility to reproduce such reaction rates on a
larger industrial scale represents one promising pathway toward the chemistry
of the future. Chemical reactions at the boundary with liquid water and other
media have indeed huge applications in heterogeneous catalysis, in industrial
applications, geochemistry, chemical nanoscience, atmospheric chemistry as
well as prebiotic chemistry.

Beyond the acceleration of chemical reactions, the water interface has been
found to modulate each aspect of the chemistry by typically changing the re-
action mechanisms, the product selectivity and by altering the ionization
state of reactive species. This is especially the case in atmospheric chemistry
where the specific interfacial water hydrogen bond (H-Bond) network at the
surface of cloud aerosols has been shown to modulate the chemistry in the
troposphere. Hence, many reactions are found at interfaces with mechanisms
that are different from the ones in the gas phase, significantly impacting
the fate of the polluting agents in the atmosphere and on the atmosphere
composition[7, 8, 9, 10, 11, 12, 13].

Reactions at the surface of aqueous aerosols have been also envisaged in
prebiotic chemistry for which chemical environments in partially dehydrated
conditions are needed in order to rationalize the origin of biopolymers on the
primordial Earth. The formation of these polymers is strongly unfavoured in
bulk water[14]. For instance, Vaida et al.[15] have observed the formation of
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1 Chemical reactions at aqueous interfaces

polypeptides at the air-water interface, suggesting the surface of oceans and
water aerosols as suitable environments for the birth of life on the prebiotic
Earth.

As discussed more in detail in section 1.2, also mineral clay-water in-
terfaces have been found relevant in catalysing condensation reactions in
prebiotic chemistry and in protecting the biopolymers from water hydrol-
ysis. In this context a wide range of heterogeneous catalytic reactions (e.g.
Fischer-Tropsch, alkene epoxydation, glucose isomerization, peptides cycles,
Bayer-Villeger oxydation) at mineral[16, 17, 18, 19, 20, 21, 22, 23, 23] and at
metal[24, 25, 26, 27, 28, 29] surfaces have been found to be either significantly
promoted or inhibited by the presence of water either in the vapour-phase or
in the liquid-phase form. Stabilization of intermediates and/or transition
states, proton hopping mediation and promotion of the reactants adsorption
are the main roles attributed to the water along the reaction mechanisms.

The case of zeolites is really interesting. They are employed in the bio-
mass degradation, where the influence of the water is of paramount impor-
tance because of its production in stoichiometric quantities in the catalyst
active site during the bio-degradation cycles[17, 19, 30, 21, 22]. Recent works
have also shown that the use of zeolites as catalysts in liquid water is a vi-
able route for conversion of some biomass molecules on hydrophobic zeolite
crystallites[17, 18]. A transition state stabilization in the proton transfer
process along the zeolite-catalysed reactions has been ascribed to the water
molecules, however a molecular description of the effect associated to the spe-
cific water hydrogen bond network on the sub-nanometer pores of zeolites is
still lacking.

Computational works based on quantum static calculations and molec-
ular dynamics simulations (MD) (both classical and ab initio) are extremely
important in the field because they provide a description of the chemical en-
vironment at a microscopic level that is not often accessible by experiments.
For instance computational models for mesoporous silica materials[31, 32]
now allow MD and quantum static calculations on the role and behaviour of
water inside silica nanopores[33].

The astonishing development in the conception and fabrication of inor-
ganic [34, 35, 36] and bio-inspired[37] nano reactors have led many works
exploring the organization and properties of water in nano-confined environ-
ments in order to rationalize their effect on chemical reactions[38, 39, 40, 41,
42].

The work of Muñoz-Santiburcio et al.[43] has shown the effect of water
nano solvation in mackinawite (FeS) sheets on a prebiotic peptide cycle. Their
results highlight how the specific structure and properties of the water under
nano confinement stabilize much more the charged chemical species with re-
spect to bulk water, at the same temperature and pressure conditions. Such
effect has an impact on the energetic and mechanisms of the reaction in the
water confined environment.
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1.1 General Introduction

The specific structural organization and properties (thermodynamic and
electrochemical) of water at various interfaces can induce enormous changes in
the mechanisms and energetics of chemical and physical processes. However
the experimental difficulty in discerning the specific catalytic effect originating
from the specific interfacial water environment, especially at the boundaries
with a solid surface, makes the role of the interfacial water along the reaction
pathways still far to be understood. Such detailed molecular information can
only be provided by computational chemistry.

In the last decade, with the advance of the computational power and the
development of enhanced sampling techniques, molecular calculations have
shown to be ‘more than useful’ tools to characterize chemical reactions at
interfaces. For example computational studies of peptide bond reactions as-
sisted by mineral clays[44] have shed light on the unexplored catalytic role of
the substrates, while recent ab initio molecular dynamics simulations (AIMD)
on relevant atmospheric reactions find different reaction mechanisms at the
air-water interface with respect to the gas phase[45].

In this PhD thesis we have therefore investigated the reactivity of/at
aqueous interfaces by coupling DFT-MD (Density Functional Theory based
Molecular Dynamics) simulations (naturally taking into account chemical
reactions) with the enhanced sampling of biased DFT-molecular dynamics
techniques[46, 47]. The structural and spectroscopic properties of the inter-
faces considered in this work, have been investigated by coupling DFT-MD
simulations and theoretical SFG (Sum Frequency Generation) spectroscopy.

The first part of this manuscript is dedicated to the study of the chemical
reactions that lead to the peptide bond formation at the air-water interface
(chapters 3 and 4).

In particular the recent experimental findings by Vaida and coll.[15] on
the polypeptide formation at the air-water interface from amino acid esters
and Cu(II)-chloride salt have attracted our attention. In chapter 3 we provide
a full microscopical insight into this chemical route in order to understand
the interfacial factors that promote such reaction at the air-water interface.

In chapter 4 we consider another chemical route for the formation of
polypeptides on the primordial Earth: the condensation of amino acids at
the air-water interface in absence of an inorganic catalyst. In particular we
have characterized the reactivity of two amino acids at the air-water interface,
i.e. the alanine and the leucine.

The principal findings in these works are: 1) the identification of the
interfacial factors that modulate the substrate’s reactivity at the air-water
interface, 2) the assessment of the plausibility of such chemical routes as
sources of polypeptides on the primordial Earth.

Our general approach consists in providing a description at the molec-
ular level of the reaction processes at the air-water interface and compare
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1 Chemical reactions at aqueous interfaces

them with the ones occurring in bulk water. The comparison of the reaction
energetics and mechanisms at the interface and in bulk water, coupled with
a full characterization of the air-water interface previously achieved by our
group in recent works[48, 49] allow us to unveil the relationships between
reactivity and water structure at the hydrophobic air-water interface. For an
introduction on the peptide bond condensation reaction in prebiotic chem-
istry see section 1.2.

The study of reactions at aqueous interfaces continues in chapter 6 where
we investigate the chemistry of silica aqueous interfaces as a function of pH.
We have decided to focus on the reactivity of the amorphous silica-water in-
terface due to its relevance in geochemistry, biomedicine and many industrial
applications. Before being able to fully understand the reactivity of this in-
terface, chapter 5 provides a characterization of the molecular organization at
the boundary between amorphous silica and liquid water. For an introduction
on amorphous/silica water interfaces see section 1.3.

Part of my thesis work has also been dedicated to gas phase chemistry.
In the first part of my PhD I have indeed focused on the gas phase reactiv-
ity of small organic and inorganic compounds of astrochemical interest. The
principal objective of this project was to explore the possible chemical routes
leading to the formation of Urea in the interstellar medium (ISM). This work
has been done under the supervision of Dr. Riccardo Spezia (now at Sor-
bonne University, Paris), my thesis advisor during the first 8 months of my
PhD. At page 311 in the Appendix A the published paper[50] associated to
this project is reported.

After the departure of Dr. Riccardo Spezia from the LAMBE laboratory
(Laboratory of Analyses and Modelling for Biology and Environment) at the
University of Evry, I have made the choice to change thesis advisor, starting a
new PhD topic on the reactivity of aqueous interfaces, under the supervision
of Prof. Marie-Pierre Gaigeot (this topic is therefore the central goal of this
manuscript).

Beyond the work on the reactivity at aqueous interfaces, I have also con-
tributed to a research project which main objective has been the structural
characterization of Cesium water clusters by theory and spectroscopy in the
gas phase. This work has been performed under the supervision of Prof.
M.P. Gaigeot, in collaboration with the experimental group of Prof. J.M. Lisy
(University of Illinois at Urbana-Champaign, USA). The associated published
paper[51] is reported in the Appendix B at page 327.
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1.2 Condensation reactions at aqueous interfaces in prebiotic chemistry

1.2 Condensation reactions at aqueous inter-

faces in prebiotic chemistry

The emergence of proteins in the early ages of the Earth originating from
the condensation of small organic compounds in the ”primordial soup” is a
fascinating unresolved question in prebiotic chemistry. The transition from
small organic compounds to complex self-replicating organisms represents a
mysterious time-laps in the origin of life science whose sophisticated chemistry
in abiotic conditions (i.e. in absence of enzymes) is still not clear.

The issue in prebiotic chemistry arises from the uncertainty on the Earth
conditions more than 3.5 billion years ago (the first fossil remainder of a cell-
like structure[52] dates back to ∼ 3.5 billion years ago). The temperature
of the primitive Earth is unknown. Cold and hot scenarios are thus both
considered plausible for the origin of life together with fluctuating temper-
ature conditions around the boiling point of water during the hydrosphere
formation[53, 54]. Also the composition of the primordial atmosphere is de-
bated: a wide spectrum of gas mixtures, ranging from reducing (i.e. which
contain actively reducing gases), e.g. CH4 + N2 + NH3 or CO2 + H2 +
N2[55], to neutral (i.e. which contain mainly inert gases) e.g. CO2 + N2 +
H2O ones, have been proposed. Both reducing and neutral atmospheres, when
exposed to electrical discharges mimicking those occurring in thunderstorms,
have been shown to produce amino acids and simple organic molecules[55].

Conversely, there is a general consensus on the presence of water as well
as on the large abundance of amino acids and other small bio-organic com-
pounds. These latter were being either delivered by meteorites (Murchison
meteorite for instance[56, 57, 58, 59]) or formed directly on the primitive
Earth[55, 60]. All the ingredients of life were thus present on the early Earth.

However, the condensation of amino acids into oligopeptides (Fig. 1.1)
in absence of enzymes is known to be hindered by both thermodynamic and
kinetic reasons in bulk water at ambient conditions[14]. The condensation

Figure 1.1: Scheme of the peptide bond condensation reaction from two amino acids. In the
scheme ’R’ stands for the residue of the amino acid. The reaction leads to the formation
of a dipeptide and one water molecule. The OH from the C-terminal of one amino acid
reacts with one hydrogen atom from the N-terminal of the other amino acid, to produce
one dipeptide and one water molecule (blue).

reaction between two amino acids indeed requires a water removal that is
strongly unfavoured in bulk water by chemical equilibrium. The large ex-
cess of water and the positive free reaction energy difference ∆Gr (Gproducts-
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1 Chemical reactions at aqueous interfaces

Greactants) of ∼17 kJ/mol per peptide bond keeps the reaction far on the side
of the hydrolysis[14], i.e. the reaction in Fig. 1.1 is energetically favoured to
go from the right to the left side, hence favouring the hydrolysis reaction.

Figure 1.2: On the left and on the right sides are depicted the amino acid leucine structures
respectively in the neutral and zwitterionic form. The amine and carboxyl groups, which
protonation states distinguish the amino acid neutral form from the zwitterionic one, are
highlighted in bold. A legend with chemical nomenclatures is reported on the top-right.

Furthermore the predominance of the amino acid zwitterionic form over
the neutral one (see Fig. 1.2) in liquid water kinetically disfavours the forma-
tion of the peptide bond (i.e. high activation energy). For instance, during
the peptide bond formation reaction, the amine (-NH2) nitrogen of one amino
acid approaches with its lone pair (pair of valence electrons) the carboxyl car-
bon (COOH) of the other amino acid (this is a nucleophilic attack) leading to
the formation of a new covalent N−C bond. When in the zwitterionic form,
the protonation states of both the protonated amine and of the carboxylate
group (-NH+

3 and -COO− on the right side of Fig. 1.2) respectively reduce the
nucleophilicity (the capacity of a chemical species to donate electrons) and
the electrophilicity (the capacity of a chemical species to receive electrons) of
the nitrogen and of the carbon atoms involved in the nucleophilic attack. This
factor leads to a high energetic barrier for the nucleophilic attack, hindering
the peptide bond condensation reaction to occur in bulk water at ambient
conditions.

In order to overcome such thermodynamic and kinetic issues, it is nec-
essary to move away from bulk water. ”Plausible” prebiotic scenarios for the
peptide bond condensation thus take into account ”partially dehydrated” con-
ditions. Many chemical routes in partially dehydrated conditions have been
proposed by the scientific community, including wet and dry cycles[53, 61]
(i.e. wet and dry conditions are alternated during the reaction), reaction on
mineral clays[62, 63, 20], heating with an inorganic catalyst[64, 65], reactions
at the air-water interface[15].

Mineral-water interfaces have gained importance in prebiotic chemistry for
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1.2 Condensation reactions at aqueous interfaces in prebiotic chemistry

their possible catalytic roles in the biopolymer formation on the early Earth.
Recent and past works in the literature[66, 67, 68, 69] have highlighted the
mineral/water interfaces capacities in favouring the condensation reaction by
: 1) concentrating and ”crowding” the species in space, simply by offering
a confined environment, 2) stabilizing the reaction species and substrates in
molecular proximity and in favourable orientations, 3) preventing biomolecu-
lar degradation, e.g. hydrolysis of ribose[70, 71, 72] and oligopeptides[54, 62].

Mineral-water interfaces have been envisaged in many plausible prebiotic
scenarios, varying the chemical physical conditions from hydrothermal vents
(fissure on the seafloor from which geothermally heated water issues) at ex-
treme temperatures and pressures to coastal volcanic environment, where the
oligopeptide formation is supposed to start in the high temperature condi-
tions of hot lava to then terminate in the cooler volcanic-hosted rock pools
(where water and basaltic rocks are present)[73, 74, 75, 76].

In particular Marx et al.[20] in their theoretical work have investigated
the peptide formation at the pyrite-water interface in extreme thermody-
namic conditions in order to reproduce the chemistry that would exist at
the deep see hydrothermal vents, proposed as a suitable environment for the
peptide synthesis[77, 78]. This work pointed out the capability of a pyrite
surface in decreasing many of the energy barriers of reactions by especially
reducing the entropy of the reactants when adsorbed on the surface and by
stabilizing transition states. Furthermore, the pyrite surface was found to
protect the oligopeptide from hydrolysis thanks to its ability to screen the
adsorbed products from water. When the peptide is anchored to the pyrite
surface the water molecules can perform a nucleophilic attack on the carbon
that will be involved in the peptide bond (CO-NH in Fig. 1.1) only from
certain angles, while in bulk the water is free to approach the peptide from
all the sides.

Silica SiO2 is the most abundant mineral on the Earth crust and many
attention has been put on its possible catalytic role in relevant prebiotic
reactions[79, 44, 80, 81, 63]. In particular Rimola et al.[81, 82] have focused
on the silica surface catalytic role in the peptide bond formation, by coupling
IR spectroscopy on different heat-treated silica surfaces and static quantum
chemistry calculations. By their synergistic approach they managed to reveal
the catalytic role of the Si-O strained rings and of the weakly interacting
isolated silanols in the peptide bond formation.

In this context Saladino et al.[83] have shown how formamide, a simple
organic molecule which existence is highly plausible on the primordial Earth,
is at the origin of the formation of nucleobases, amino acids and condensing
agents when reacting at the interface of a SiO2 based material in water at
high temperature (80◦). Following such interesting results, Signorile et al.[84]
have provided a microscopic picture of the formamide adsorption on a dry
amorphous silica surface with a low degree of hydroxylation by combining
FTIR spectroscopy and computer modelling techniques.

Generally speaking, the formation of polypeptides has been obtained by
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1 Chemical reactions at aqueous interfaces

reactions at the boundary between liquid water and mineral clay surfaces
(silica, alumina, montmorillonite, pyrite) in various pressure and tempera-
ture conditions, but only in low yields[63, 85, 68, 86, 87, 88]. However the
capacity of mineral clays in favouring the chain elongation and in stabilizing
olygopeptides against hydrolysis (see Fig.1.1), reported in many computa-
tional and experimental studies, could have played a fundamental role in the
polypeptides evolution.

One of the simplest way to get high yields of production of polypeptides in
liquid water under plausible prebiotic conditions is given by the ”salt-induced
peptide bond formation” (SIPF)[64, 65, 89, 90]. In this reaction, done at
high temperature, a pivotal role is played by the formation of a monochloride
copper(II)-amino acid reaction complex (see Fig .1.3 left). In this complex two
amino acids, two water molecules and one Cl− counter ion are coordinated
to Cu2+ in an octahedral geometry. The specific geometry of the complex
(Fig .1.3 right) has been predicted by gas phase ab initio calculations[64]. A
high concentration of NaCl is used as dehydrating agent in liquid water in or-
der to reduce the thermodynamic barriers of the peptide bond condensation
reaction (i.e. decrease of the ∆G of reaction). It is important to mention
here that an essential component of the reaction is the coordination of the
Cl− to the Cu2+ in the complex[89]. The presence of the Cl− within the
reaction complex is indicated by the color of the active solution, i.e. green
color instead of blue color if the solution contained only copper-amino acid
complexes[91]. In absence of such coordination (other anions than Cl− are
used in the experiments) a dramatic decrease in the polypeptide production
is obtained. However a mechanistic insight into this reaction, able to disen-
tangle all the complex microscopic factors governing the rate of reaction, was
lacking at the time and only a dehydration effect has been ascribed to the
Cl−.

Water 

Figure 1.3: Supposed pre-reaction complex of the SIPF (salt induced peptide bond
formation)[65, 54, 89]. Figure reproduced with permission from ref.[88]

The SIPF reaction has been combined experimentally with wet-dry cycles,
in order to reproduce the possible fluctuating conditions of the primordial
Earth. This was leading to higher reaction efficiency[92]. It is interesting to
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1.2 Condensation reactions at aqueous interfaces in prebiotic chemistry

know that in presence of mineral clays the SIPF reaction brings to the forma-
tion of longer oligopeptides[54], presumably thanks to the mineral capacity
in preventing the hydrolysis of the formed peptides. In particular, Rode et
al.[54] experimentally combined the SIPF reaction with wet and dry cycles
at the surface of many mineral clays in order to discern which solid surfaces
could have catalysed best the peptide bond formation in temperature fluc-
tuating conditions. The rates of the reaction reveal silica and alumina to
be the only surfaces to play a catalytic role in the peptides oligomerization
under these conditions. Other important features of the SIPF reaction are its
applicability to all amino acids and its low racemization rate (i.e. L-amino
acids lead to reaction yields around 6.5 times higher than the D-amino acids).
As a drawback, high temperatures and high concentrations of reactants are
needed to make such reaction occur, doubtful conditions in a cold prebiotic
scenario.

Vaida et al.[15] have recently experimentally observed the formation of
polypeptides at room temperature in dilute conditions from amino acid es-
ters and Copper- chloride salt at the air-water interface, suggesting the surface
of oceans and marine aerosols as suitable environments for the birth of life
on the prebiotic Earth[93, 94, 95, 96, 97].

Figure 1.4: Panel A: Chemical structures of the leucine-ethyl-ester (left) and of the leucine
(right) amino acids. In red we have highlighted the atoms that distinguish the ester group
from the carboxylic one. On the top right of the figure is reported a legend with chemi-
cal nomenclatures. Panel B: Scheme of the peptide bond condensation reaction observed
experimentally at the air-water interface for leucine ethyl ester amino acids.

In such reaction, two leucine ethyl ester amino acids (the structure is re-
ported in Panel A of Fig. 1.4) condense and lead to the production of one
leucine-leucine dipeptide plus one ethanol molecule (see Panel B of Fig. 1.4
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1 Chemical reactions at aqueous interfaces

for the reaction). The CuCl2 salt is used as a catalyst for the reaction in the
experiment since the well-known ability of the Copper cation Cu2+ in forming
coordination complexes with amino acids and peptides[90, 65]. For instance,
spectroscopic evidences[15] indicate the formation of a reaction complex be-
tween the Cu2+ cation and the amino acid esters, that promote the peptide
bond condensation reaction at the air-water interface. From these experi-
ments, it is not known whether the Cl− ion stays bonded to the Cu2+ in
the reaction complex at the air-water interface and whether it has a catalytic
role along the reaction. Leucine-ethyl ester, a short amino acid ester plausibly
present on the primordial Earth, is used as reactant in order to prevent the
zwitterionic form of the amino acid that is known to kinetically unfavour the
peptide bond formation in liquid water (see discussion page 8). Moreover this
condensation reaction produces ethanol, that is a better leaving group than
water, and shifts the chemical equilibrium of the reaction toward the side of
the products. This reaction, done at the air/water interface, is compatible
with geochemical conditions of the primitive Earth where air-water interfaces
were ubiquitous during and after the hydrosphere formation in early oceans
and salty water droplets. The presence of copper ions in the early ocean
is also indicated by the presence of green pre-cambrian zones (rocks rich in
copper that date back to 4.5 billion years ago)[98, 68].

Among the chemical routes leading to the formation of polypeptides in
plausible prebiotic scenarios described above, we have decided to provide a
microscopical insight into the peptide bond formation reaction at the air-
water interface in order to shed light on the interfacial factors that make the
reaction performed by Vaida′s group[15] possible at the air-water interface.

Many capabilities have been ascribed to the air-water interface in accel-
erating organic reactions, among which the ability to concentrate reactants,
the alignment of biochemical precursors, the shift of pKas, and the partial
dehydration of the reactants[99, 100, 101].

However the specific role of the air-water interface during the peptide bond
condensation reaction and the reasons for which this reaction occurs at the in-
terface and not in bulk water are still unclear. In particular, experiments have
been performed on the same condensation reaction from leucine-ethyl esters
catalyzed by copper-chloride salt in aqueous solution, yielding no polypep-
tides production[102].

The formation of a chelated complex in bulk water, where one of the two
leucine-ethyl esters is bonded with both the ester and the amine groups to
the Copper Cu2+ cation (see Panel B of Fig. 1.5), leads experimentally to
a high degree of hydrolysis of the ester group, thus hampering the peptide
condensation reaction in bulk water[102]. With the coordination of the ester
group to the Cu2+, in bulk water, there is a flux of positive charge (δ+) to
the ester carbon that in turn becomes more prone to the nucleophilic attack
from water (see Fig. 1.6 for the reaction scheme). The nucleophilic attack
of the water on the ester carbon leads to the loss of the ester group with
the production of a carboxyl group in the amino acid and a leaving ethanol
molecule. With the loss of the ester activating group the peptide bond con-
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1.2 Condensation reactions at aqueous interfaces in prebiotic chemistry

Figure 1.5: Panel A: Structure of the Cu(II)-Cl bis-leucine-ethyl esters complex observed
by spectroscopy techniques at the air-water interface[15]. Panel B: Cu(II)-Cl-bis-leucine-
ethyl ester complex observed experimentally in bulk water[102]. Beware, for both complexes,
there are not direct evidences whether the Cl− counter ion (depicted in orange in the figure)
is covalently bonded to the Cu2+ (air-water interface and bulk water alike).

densation reaction cannot occur in bulk water.

Figure 1.6: Bulk water: Reaction scheme of the hydrolysis of the ester group belong-
ing to the amino acid leucine ethyl ester observed in the Cu(II)-Cl-bis-leucine-ethyl ester
complex[102].

Differently, IRRAS spectroscopic experiments[15] find a reactive complex
at the air-water interface (see Panel A Fig. 1.5), conformationally different
from the non-reactive one observed in bulk water. In this reactive complex
the two leucine ethyl esters are coordinated to the Cu2+ cation by the two
amine groups, there is no coordination of any ester group (-COOCH2CH3) to
the Cu2+. The absence of the ester direct coordination to the Cu2+ in the
complex at the air-water interface thus prevents the ester hydrolysis and now
allows the peptide bond condensation reaction to proceed. The experimental
evidence of two different complex structures at the air-water interface versus
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1 Chemical reactions at aqueous interfaces

bulk water highlights a direct role of the interface in the peptide condensation
chemistry that goes beyond already well-known catalytic interfacial factors
(e.g. concentration of reactants, aligning bio-molecules, pKa shifts, partial
desolvation of reactants).

It is therefore obvious that a microscopic characterization of the air-water
interface structure together with a deep insight into the mechanisms and en-
ergetics of the reaction at the interface versus in bulk water is needed, in
order to rationalize the success of the polypeptide formation at the air-water
interface. To achieve this objective we provide in chapter 3 a deep molecular
insight into the peptide bond condensation reaction at the air-water interface
by means of DFT-MD and biased DFT-MD techniques. The characterization
of the interfacial water network[103, 104, 105], coupled with the comparison
between energetics and reaction mechanisms observed at the air-water inter-
face versus bulk water allows us to reveal the key factors that promote the
reaction in heterogeneous conditions.

Our data point to novel catalytic roles of the air-water interface which are
essential in making the reaction occur (see chapter 3). We especially identify
why the solvation properties of the reactive species at the interface are of
utmost importance in catalyzing the peptide bond condensation reaction.

1.3 The amorphous silica-water interface, an

elusive chemical environment

In the previous section we have mentioned the importance of mineral clay-
water interfaces in prebiotic chemistry. We have seen some reasons why these
interfaces offer a unique chemical environment to the reaction species, being
able at the same time to catalyse condensation reactions and to protect the
resulting products from hydrolysis (see again Figs. 1.1 and 1.6). A particular
emphasis has been put on the role of SiO2 since its high abundance on Earth.
The amorphous silica-water interface has especially been shown capable in
catalysing many relevant prebiotic reactions under various physical-chemical
conditions[63, 71, 54, 83, 44].

Beyond the importance in prebiotic chemistry, the understanding of re-
actions at the boundary between silica and water represents a fundamental
step toward the development of new technologies in many domains ranging
from liquid chromatography to biomedicine. Hydrophobic and hydrophilic
interactions between silica surfaces and aqueous solutions at the molecular
level are typically of particular importance in order to rationalize the water-
mediated catalysis[106] of organic reactions and phase separation processes in
applications ranging from liquid chromatography to mineral froth partition-
ing of hydrophobic and hydrophilic particles[107]. Amorphous silica-water
interfaces have also attracted an increased recent attention by the scientific
community since the possible employment of silica based materials as drug
delivery systems in the body[108, 109, 110, 111, 110].
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1.3 The amorphous silica-water interface, an elusive chemical environment

Figure 1.7: Snapshot of the most stable glycine adsorption configuration on a silica sur-
face at the interface with liquid water from DFT-MD simulations. The oxygen atoms are
coloured in red, the nitrogen atom in dark blue, the carbon atoms in cyan and the hydrogen
atoms in yellow. Figure adapted with permission from ref.[112]

Costa et al.[112] for instance have studied the adsorption of glycine on a
hydrophilic amorphous silica surface in presence of liquid water molecules by
means of DFT-MD simulations. The competition between water and glycine
for the adsorption on the exposed silanols induces the emergence of stable
adsorption configurations where the amine group of the glycine does not in-
teract directly with the silica surface (see Fig.1.7). In particular, the most
stable configuration is characterized by the glycine oriented parallel to the sil-
ica surface with the carboxyl group H-Bonded to the silica surface, while the
amine group interacts with water molecules that are then in turn H-Bonded
to the silica surface (see Fig.1.7).

Similar results are obtained by Delle Piane et al.[109] who studied the
adsorption of ibuprofen on a hydrophobic amorphous silica surface in a mi-
crosolvated environment by means of DFT-MD simulations. They found that
the most stable adsorption configuration of ibuprofen on silica is through the
ibuprofen’s polar group which interacts with two water molecules (W1 and
W3 in Fig. 1.8) that are then in turn H-Bonded to the silica surface (see
Fig. 1.8). Such water mediation in the biomolecule interaction with the silica
surface is found to strongly alter the thermodynamics of the adsorption with
respect to the one observed in absence of water molecules.

Folliet et al.[113] investigated the adsorption of liposils (liposome) on silica
in presence of water molecules by means of solid state NMR experiments com-
bined with classical MD and quantum static calculations. Such synergistic
approach revealed that the presence of interfacial H-Bonded water molecules
located in between the head groups of the phospholipid and the silica surface
play an essential role in the stabilization of the liposils at the silica surface.

All the above mentioned works highlight how the water, mediating the
interactions between the adsorbate and the silica surface, strongly affects the
nature of the adsorption processes and alters in turn the adsorbate reactivity
at the interface.

However another fundamental aspect is how the specific water restricted
environment offered by the silica-water interface could affect the structure
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1 Chemical reactions at aqueous interfaces

Figure 1.8: Optimized local view for the most stable microsolvated ibuprofen−silica config-
uration. The water molecules located in between the ibuprofen polar groups and the silanol
groups are labelled W1 and W3. The silicon atoms are coloured in yellow and labelled
S1 and S2, the oxygen atoms of the ibuprofen polar group and of the water molecules are
coloured in red, the carbon atoms are coloured in blue and the hydrogen atoms in white.
Figure reproduced with permission from ref.[109]

and ionization states of the reactive species. It is fair to think that also this
effect will impact the thermodynamic and kinetic properties of chemical re-
actions. Such crucial aspect is highlighted in chapter 3 of this PhD thesis,
where we show the specific interfacial water organization to strongly affect
the compositions, structures and stabilities of the reaction complexes at the
aqueous air-water interface with respect to bulk liquid water, thereby chang-
ing the energetics of the peptide bond formation reaction.

Since the proven sensibility of chemical reactions toward the water specific
H-Bond network organization[16, 62, 43, 42], there is a need in the character-
ization of the water structure at aqueous interfaces.

Therefore following the global works done in the Gaigeot group for re-
vealing solid-water and air-water interfacial structures, one objective in my
PhD work has also been to characterize the silica-water interface as a pre-
requisite knowledge for chemistry occurring at this interface. We have thus
studied the interfacial water organization as a function of the silica surface
degree of hydroxylation, morphology and electrolytes concentration. This is
presented in chapter 5.

In a second step we have moved our attention to the silica surface in
itself. After characterizing the surface groups structure and organization in
contact with liquid water as a function of the surface degree of hydroxylation
we have considered the silica surface reconstruction and reorganization when
exposed to increasing pH conditions, see chapter 6.
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1.4 Outlines of this manuscript

Chapter 2 of this manuscript is dedicated to a general introduction on
the principles of molecular dynamics simulations (MD), biased molecular dy-
namics and Sum Frequency Generation (SFG) spectroscopy (which will be
an experimental probe used in this work). A more detailed discussion will
be dedicated to Density Functional Theory (DFT) based MD simulations as
they represent the principal theoretical method used to characterize reac-
tivity, structural and spectroscopic properties of the interfaces in this work.
Regarding SFG spectroscopy, a general introduction on the technique will be
provided, with a brief description of the method developed and used in the
Gaigeot Group to calculate theoretical SFG spectra from MD simulations.

In chapter 3, we present the full computational characterization of the
formation of polypeptides at the air-water interface. The first section 3.1 in-
troduces the reader into the chemistry at air-water interfaces by an overview
on recent works. Special emphasis will be put on the interfacial factors, known
up to now, to catalyse reactions at the air-water interface.

The second section 3.2 reports a detailed description of the in situ peptide
bond formation reaction at the air-water interface performed experimentally
by Vaida’s group[15] in the USA. We will focus on the main pending questions
regarding the catalytic roles of the interface in the peptide bond formation,
to which we will provide answers by our computational approach in the next
section 3.3.

Our theoretical work starts in section 3.3. After assessing the location,
structure and composition of the reaction complexes formed at the air-water
interface, we will simulate the peptide bond formation reaction at the air-
water interface by various DFT-based biased molecular dynamics simulations.
In each biased DFT-MD simulation we will take into account a different con-
dition, in terms of structure composition and solvation state, to which is
exposed the pre-reaction complex at the air-water interface in order to quan-
tify one by one the effect of the interfacial factors on the chemical reaction.

The study of the prebiotic peptide bond condensation continues in chapter
4 where we envisage another chemical route for the synthesis of polypeptides:
the peptide bond condensation reaction now starts at the air-water interface
in absence of any inorganic catalyst. Our main interest is to evaluate the
capability of the air-water interface in shifting the ionization state of the
amino acids toward their neutral form, an effect that would strongly reduce
the kinetic limit on the peptide bond formation at the interface. We will
consider the stability and reactivity of two amino acids, i.e. the alanine and
the leucine at the air-water interface. We will simulate the interconversion
between the neutral and zwitterionic forms of these two amino acids at the
air-water interface versus in bulk water, by biased DFT-MD. We will compare
the results obtained by the metadynamics scheme in the light of a detailed
analysis of the water environment of the amino acids in the two media.

In chapter 5 we move our attention to the structural characterization of the
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1 Chemical reactions at aqueous interfaces

amorphous silica-water interface. Section 5.1 is a state-of-the-art presentation
of computational and experimental works on silica-water interfaces where the
main controversies and results are reported. The recent improvements in the
knowledge of the water organization at the boundary with silica as a function
of the surface degree of hydroxylation and electrolytes concentration from
experimental and computational works are described and commented.

We put the basis of our spectroscopic and structural investigations in sec-
tion 5.5 by theoretically deconvolving the theoretical SFG spectrum of the
most common amorphous silica surface, with a density of surface silanols of
4.5 OH/nm2, in contact with liquid water, into solid-water and water-water
SFG signatures. Such approach allows us to obtain useful SFG marker bands
of the solid-water and water-water interactions that govern the organization
of the amorphous silica-water interface.

In section 5.6 we identify the presence of two interface water popula-
tions for this amorphous aqueous silica interface, respectively located above
the hydrophobic (silanols poor) and hydrophilic (silanols rich) microscopic
patches of the amorphous silica surface. We find that the hydrophobic and
hydrophilic patches template the water’s organization in the BIL (Binding
Interfacial Layer[114]). We have characterized the specific water organization
above the hydrophilic and hydrophobic patches, and we have identified the
SFG spectroscopic marker bands for the hydrophobicity of water by moni-
toring the evolution of the SFG water-solid marker bands as a function of
the spatial extension of hydrophobic and hydrophilic patches over the silica
surface.

In section 5.7 we characterize the structural organization of water at the
interface with silica as a function of the silica surface degree of hydroxyla-
tion. By tuning the degree of hydroxylation of the amorphous model surface
we play with the patches’s size and we observe the outcome on the interfa-
cial water organization, and provide explanations in terms of solid-water and
water-water interactions.

After gaining the information on the local water organization above the
amorphous surface, we analyse the chemical properties and reorganization
of the surface silanols when exposed to water at different pH conditions in
chapter 6. The combination between simulations and SFG experiments al-
lows us to detect the microscopic reorganization and reconstruction processes
at the silica-water interface as a function of pH conditions and to make the
relationships with the spectroscopic marker bands.

The most relevant results from this PhD work are summarized in chapter
7 and put in perspective with possible future directions in the research field
dedicated to the characterization of aqueous interfaces.

The list of publications related to this PhD work is provided in page
1 of this manuscript. These papers include published works as well as papers
submitted or in preparation. They are also reported in the various chapters,
at the exception of two papers. These latter publications are not described
in the manuscript and are reported in the appendix, starting at page 311.
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Chapter 2

Theoretical Methods

I have decided to write in this chapter only the basic elements of Density
Functional Theory based Molecular Dynamics (DFT-MD) simulations and
of the SFG (sum frequency generation) spectroscopy, employed in this the-
sis work. More detailed information are reported in other PhD manuscripts
from the Gaigeot group (see for instance the thesis of Dr. Jerome Mahé,
NNT: 2017SACLE043 and Dr. Simone Pezzotti NNT:2019SACLE008).

2.1 Molecular dynamics (MD)

Molecular Dynamics (MD) simulations are a powerful tool in order to
provide microscopical insights into the organization of inhomogeneous and
complex systems, like the ones investigated in this work.

MD simulations provide the theoretical prediction of the nuclei/atomic
motions of a target molecular system over a given interval of time (from ps to
ns and beyond depending on the level of representation of the forces). Most
of the ab initio MD simulations are based on the Born-Oppenheimer approx-
imation where the motion of the nuclei and electrons are treated separately.
In the works presented here the motion of the nuclei will be described classi-
cally. The motions of the nuclei can then be predicted by solving the Newton’s
equations of motions, step-by-step at discrete intervals of time (time-step),
for each nuclei i of the system:

mi
∂2~ri
∂t2

= ~Fi ∀ i (2.1)

where ~ri is the position vector (in cartesian coordinates) of each nucleus i

of the system and mi is its mass. ~Fi is the total force acting on nucleus i,
calculated as the negative of the potential energy gradient:

~Fi = −∂V
∂~ri

∀ i (2.2)
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where V is the potential energy of the system.
The way V is modelled is different between ab initio and classical MD

simulations. In Born-Oppenheimer ab initio MD simulations the electrons
are treated explicitly and V is obtained by solving the time-independent elec-
tronic Schrödinger equation (see eq. 2.10). This approach represents the most
computationally costly but also the most accurate one. It follows that ab ini-
tio simulations are limited in time-scale and size, to usually systems contain-
ing hundreds, thousands of atoms for tens of picoseconds trajectories. When
dealing with larger systems and/or longer time-scales ab initio simulations
cannot be used anymore. Classical MD simulations using an approximate
estimation of the potential V are then used. The electrons are not explicitly
treated anymore and V is approximated via parametrized analytical functions
called force fields. This allows reduce the computational cost and afford the
sizes and time-scales needed.

2.1.1 Numerical integration of the Newton’s equations
of motion

The dynamical behaviour of the simulated system is obtained by integrat-
ing numerically the Newton’s equations of motions. In order to propagate
both the positions and velocities of the atoms of the system a discretization
of the time in small time intervals is needed: this is the time-step δt in any
MD simulation. Many propagation algorithms based on the Taylor expansion
of the nuclei positions around the positions and velocities at a certain instant
t (i.e. at each MD step) have been developed. The most commonly used
propagation method derives from the seminal work of Verlet[115]: this is the
Verlet algorithm based on two Taylor expansions one for positive and one for
negative times respectively:

~r(t+ δt) = ~r(t) + ~v(t)δt+
~F (t)

2m
δt2 +O(δt3) + · · · (2.3)

~r(t− δt) = ~r(t)− ~v(t)δt+
~F (t)

2m
δt2 −O(δt3) + · · · (2.4)

Summing these two equations, we obtain:

~r(t+ δt) = 2~r(t)− ~r(t− δt) +
~F (t)

m
δt2 +O(δt4) (2.5)

which provides the estimate of the new position of any atom at time t + δt,
based on positions and forces only. It contains an error of the order of δt4,
where δt is the time step. Note that this algorithm does not use the velocity
to compute the new position. However, one can derive the velocity at time t
from the knowledge of the positions at times t− δt and t+ δt :

~v(t) =
~r(t+ δt)− ~r(t− δt)

2δt
(2.6)
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It is also possible to compute positions and velocities at the same time t+ δt,
by making use of the velocity Verlet algorithm:

~r(t+ δt) = ~r(t) + ~v(t)δt+
~F (t)

2m
δt2 (2.7)

~v(t+ δt) = ~v(t) +
δt

2

(
~F (t)

2m
δt+

~F (t+ δt)

2m
δt

)
(2.8)

Note that all Verlet algorithms are symplectic, meaning that they are ca-
pable to conserve the total energy of the system. Therefore an MD simulation
performed with symplectic algorithms will naturally provide the time evolu-
tion of the simulated system in the NVE (microcanonical) ensemble. How-
ever, other ensembles can be exploited (like the NVT, and NPT ensembles),
by making use of specific algorithms accounting for a thermostat/barostat in
order to fix temperature/pressure in the MD simulations. Such algorithms
are briefly discussed in the following section.

2.1.2 Temperature control

In the NVT ensemble, the temperature is fixed while the total energy of
the system is free to fluctuate. In the NPT ensemble the pressure is fixed while
the volume V of the system is free to fluctuate. One intensive quantity (T or
P) has thus to be kept constant along the simulation time when performing a
MD simulation in another ensemble than the microcanonical one (NVE). The
thermostat/barostat algorithms modify the Newtonian MD scheme in order
to generate a thermodynamical ensemble at constant temperature/pressure.
Several algorithms have been developed in the literature to that end.

Temperature can be controlled by the use of a thermostat. This implies the
definition of an instantaneous temperature at each time-step of the MD, that
will be systematically compared to the reference temperature T0 of the heat
bath coupled to the system. Following the equipartition theorem, the kinetic
energy of a system at any time is related to its macroscopic temperature T
through the following equation:

Ekin(t) =
N∑

i=1

1

2
mi~v

2
i (t) =

1

2
(3N − 6)kBT (t) (2.9)

where kB is the Boltzmann’s constant and (3N − 6) is the number of inter-
nal degrees of freedom of the system with N the number of nuclei/atoms of
the system. T(t) is the instantaneous temperature, i.e. the temperature of
the system at time t. Since the instantaneous temperature is related to the
atomic velocities, a control on the rate of change of velocities is required in
order to maintain the temperature constant in MD simulations. The ther-
mostat keeps the average temperature of the system constant by typically
rescaling the atomic velocities in a way that maintains the NVT ensemble
defined. The same principle is true for a barostat.
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It is important to mention here that if the average distribution of veloci-
ties obtained from NVT MD simulations is correct with respect to the target
temperature, the time evolution of the atomic velocities is not, as it is affected
by the coupling with the thermostat. Therefore, when MD simulations are
employed to investigate properties that are dependent on the time evolution
of velocities, as vibrational spectroscopic properties of interest to us in these
works, the microcanonical NVE ensemble has to be chosen. For these reasons
when calculating Sum Frequency Generation (SFG) spectra of silica-water
interfaces in chapters 5 and 6 of this thesis, all simulations have been con-
ducted in the NVE ensemble.

2.1.3 Initial conditions and time step

When starting an MD simulation, initial coordinates and velocities have
to be assigned to each particle of the system. Even if a MD trajectory is in-
dependent on the initial configuration (after proper equilibration), the initial
set of atomic positions and velocities is important, especially for DFT-MD,
where the equilibration time-scale is limited. The initial velocities of the sys-
tem are generated by a Maxwell-Boltzmann distribution of velocities at the
targeted simulation average temperature. This distribution is generated from
random numbers, according to the following equation:

p(~vi) =

√
mi

2πkBT
exp
(
− miv

2
i

2kBT

)

where p(~vi) is the probability of the i particle to have the ~vi velocity, mi is
the mass of this particle, T is the temperature of the system.

Another important choice for a simulation is the time step δt that we saw
in Verlet algorithms (eqs 2.5-2.8). The maximum value of the time step that
can be chosen is dictated by the fastest process in the system, i.e. typically
an order of magnitude smaller than the fastest process. Since the molecu-
lar rotations and vibrations occur with frequencies in the range 1011-1014s−1,
the time step has to be chosen in the order of fs (10−15s) or less in order to
model such motions with sufficient accuracy. In our molecular systems, the
fast vibrational motion is the OH-stretching vibration that requires a time
step between 0.1-0.5 fs to be correctly modelled. Beyond that, ab initio MD
requires δt of this order of magnitude in the NVE ensemble for a proper con-
servation of the total energy. As a correct description of the OH-stretching
motion and vibration is mandatory in order to reproduce the properties in-
vestigated along this thesis, a time step of 0.4 fs is systematically chosen for
all the MD simulations discussed in the manuscript.

2.1.4 Periodic boundary conditions

The modelling of continuous systems, like solids and liquids, requires the
use of periodic boundary conditions (PBC). The atoms of the system are
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placed in a box, generally cubic or parallelepipedic, that is replicated in the
three directions of space. If an atom leaves the central box through the right
wall for instance, its image will enter the box through the left wall from the
neighbouring box. The result is a quasi-periodic model, with a periodicity
equal to the box dimensions. It is important to keep in mind that the im-
posed artificial periodicity could cause errors for properties that are affected
by long-range correlations, such as for charged and dipolar systems. Correc-
tions for the finite size of MD simulations are also necessary when evaluating
long-range collective properties.

2.2 Born-Oppenheimer BOMD in the DFT

electronic framework (DFT-MD)

In Born-Oppenheimer BOMD simulations, the motions of the nuclei and
electrons are treated separately and the time independent electronic Schrödin-
ger equation is solved at each time step of the dynamics in order to obtain
the electronic energy of the system Ee:

HeΨe({~r}) = EeΨe({~r}) (2.10)

where Ψe({~r}) is the electronic wavefunction of the system, a function of
the 3N cartesian coordinates of the N electrons in the system (labelled here
{~r}={~ri,~rj,..., ~rN}), and He is the electronic Hamiltonian, which for a system
composed of M nuclei and N electrons is defined as:

He({~r}, {~R}) = Te + Vee + VNe (2.11)

where Te is the operator that describes the electronic kinetic energy of the
system, Vee and VNe are respectively the potential energies for the electron-
electron and nuclei-electron interactions. In this equation {~R} = { ~R1, · · · , ~RN}
is the ensemble of positions of the nuclei. The He hamiltonian is thus indi-
rectly dependent on these positions, and directly dependent on the positions
of electrons.

Once solving the time independent electronic Schrödinger equation, the
electronic energy of the system Ee is obtained and the total potential energy
of the system Epot can be calculated by adding the potential energy of the

nuclei-nuclei interaction to Ee (VNN = 1
2

∑M
A

∑M
B 6=A

ZAZBe
2

|RAB
|, where RAB is

the distance between nuclei A and B and ZA/B their atomic number).
However, an analytic solution to eq. 2.10 is solely obtained for mono-

electronic species, like the hydrogen atom and any hydrogenoid atom as well
as for the H+

2 molecule. The reason for that lies in the Vee complex term, not
present when dealing with only one electron, which is a N-body term, prevent-
ing an easy solution of eq. 2.10. Also, the kinetic energy of one given electron
system depends on all other electrons, which increases the complexity in the
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evaluation of the Te term. In practice, the introduction of approximations is
needed in order to estimate the electronic wavefunction and energy. Several
approximations have been proposed, starting from the seminal Hartree and
Hartree-Fock approaches. The methods differ in the level of accuracy in the
estimation of Ee, which is inversely proportional to the computational cost.
The challenge thus becomes to find the better compromise between accuracy
and computer cost for a given system. Despite the differences between the
various approaches, most of them are based on the writing of the electronic
wavefunction of the system in terms of mono-electronic wavefunctions, via one
Slater determinant (needed to antisymmetrize the electronic wavefunction, as
invoked by the Pauli principle), so that:

Ψ({~r}) =
1√
N




ψ1(~r1) ψ2(~r1) ... ψj(~r1) ... ψN(~r1)
ψ1(~r2) ψ2(~r2) ... ψj(~r2) ... ψN(~r2)
... ... ... ... ... ...

ψ1(~ri) ψ2(~ri) ... ψj(~ri) ... ψN(~ri)
... ... ... ... ... ...

ψ1( ~rN) ψ2( ~rN) ... ψj( ~rN) ... ψN( ~rN)




(2.12)

where ψi(~rj) is the i-th spinorbital (mono-electronic wavefunction) pop-
ulated by the j-th electron. We do not report the notations related to spins
for simplicity of writing. The spinorbitals are then expressed on a basis set,
which can be either based on plane-waves or gaussian functions.

Among the different approximated solutions existing for the time-indepen-
dent Schrödinger equation, the Density Functional Theory (DFT) approach
is certainly the most used methodology adopted in the literature especially
for ab initio MD simulations. It usually represents the best level of accuracy
affordable at a reasonable computational cost for complex molecular systems.
The computational cost is ”low enough” to perform MD simulations typically
for 100-1000 atoms over 10-100 ps. These are the typical size- and time-scales
of DFT-MD simulations. Note here that multi-determinant methods exist,
but they are still not affordable for MD simulations.

2.2.1 Density Functional Theory

Let us now describe the DFT method. The Density Functional Theory
(DFT) was introduced in Hohenberg and Kohn’s work published in 1964,
with the original objective to remove the N-body electronic wave function
that depends on 3N spatial coordinates and replace it by a density function
that depends only on three spatial coordinates ~r:

ρ(~r) = N

∫
...

∫
|ψ(~r1, ..., ~rN)|2 ~dr2... ~drN (2.13)

Such approach reduces the dimensionality of the problem (i.e. eq. 2.10)
from the 3N electronic degrees of freedom to 3 degrees of freedom (x,y,z) of
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the electronic density ρ(~r).
Two Hohenberg and Kohn theorems[116] are at the basis of the Density

Functional Theory.

1st. For any interacting many-body electronic system immersed in an
external potential Vext(r) (which is the potential arising from the nuclei and
from any other force applied on the system), Vext(r) is uniquely determined,
upon the addition of a constant, by the electronic density ρ(~r) of the system
in its ground state.

The most important consequence of the 1st HK theorem is that all the prop-
erties of the system can be calculated as soon as the electronic density ρ(~r)
is known.

2nd. There is a universal energy called EHK [ρ], functional of the density
(thus the [ρ] notation), whatever the external potential Vext(r). For each
Vext(r), the ground-state energy of the electronic system is obtained via the
variational principle applied to the energy functional: the obtained density
corresponds to the exact ground-state density.

The 2nd HK theorem introduces the notion of energy functional and estab-
lishes the validity of the variational principle applied to the energy functional
in order to obtain the ground state density ρ0(~r).

The total electronic energy is thus a functional of the density, written
as:

E[ρ] = EHK [ρ] + Eext[ρ]

E[ρ] = T [ρ] + Vee[ρ] + Eext[ρ]
(2.14)

with EHK [ρ] = T [ρ] + Vee[ρ], where T [ρ] is the kinetic energy functional and
Vee[ρ] is the electron-electron interaction energy functional. Eext[ρ] is the en-
ergy functional related to the external potential, i.e. arising from the nuclei,
so that Eext[ρ] =

∫
ρ(~r)Vext(~r)d~r.

Following the 2nd HK theorem, the ground-state density ρ0(~r) could be in
principle obtained with a variational approach as the density that minimizes
EHK [ρ].

However, the exact analytical expression of the kinetic energy T [ρ] and
electron-electron energy Vee[ρ] functional is not known for interacting elec-
tronic systems. However, it is exactly known for non-interacting electronic
systems. The modern theory of Kohn-Sham thus makes use of such knowl-
edge by associating to the real system (i.e. with interacting electrons) a model
system made of free non-interacting electrons, stating that there is always a
non interacting system that has the exact same density as the one of the
interacting system.

The fictitious non-interacting system has an electronic density equal to
the one generated by the real interacting system.
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By reintroducing the mono-electronic wave-functions ψi(~ri) we can now
calculate the kinetic energy term T [ρ] for the system. The density of the
non-interacting system is simply expressed as ρ(~r) =

∑N
i |ψi(~r)|2, and the

total kinetic energy of the non interacting system Ts[ρ] can thus be written
as:

Ts[ρ] = −1

2

N∑

i

〈ψi(~r)|∇2|ψi(~r)〉 (2.15)

However, the correlation between the electrons (i.e. the fact that they in
reality are not independent) will have to be reintroduced at some point in
eq. 2.15. If the electrons were classical particles instead of quantum particles,
then the coulomb electron-electron interaction energy functional is known
simply as the Hartree energy EH [ρ]:

EH [ρ] =
1

2

∫ ∫
ρ(~r)ρ(~r′)

| ~r − ~r′ |
d~rd~r′ (2.16)

However, EH [ρ] represents only a part of the total electron-electron interac-
tion energy (Vee[ρ]) of the real system, as this latter also includes the con-
tribution from electronic correlations (i.e. interactions) and quantum effects
known as exchange interactions between electrons.

The total electronic energy of the real interacting system (eq. 2.14) can be
written in terms of the known energy terms for the non-interacting electronic
system and of unknown terms that take into account the fact that electrons
do interact:

E[ρ] = T [ρ] + Vee[ρ] + Eext[ρ]

E[ρ] = T [ρ]− Ts[ρ] + Ts[ρ] + Vee[ρ]− EH [ρ] + EH [ρ] + Eext[ρ]

E[ρ] = Ts[ρ] + Eext[ρ] + EH [ρ] + (T [ρ]− Ts[ρ]) + (Vee[ρ]− EH [ρ])

E[ρ] = Ts[ρ] + Eext[ρ] + EH [ρ] + EHK
XC [ρ]

(2.17)

where Ts[ρ], Eext[ρ] and EH [ρ] are the known terms for the non interacting
electrons and the unknown terms for the correlation interaction between elec-
trons is put in a term EHK

XC [ρ] for the exchange (quantum nature of electrons)
and correlation (interactions) between electrons. All is now in EHK

XC [ρ], which
is called the DFT functional.

The EHK
XC [ρ] term can be generally expressed as:

EHK
XC [ρ] =

∫
d~r z(ρ(~r), ∇ρ(~r), ∇2ρ(~r), · · · ) (2.18)
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where z is a functional written as a Taylor expansion of the electronic density
ρ(~r), its first gradient ∇ρ(~r), its second gradient ∇2ρ(~r) and etc.

Many DFT functionals have been proposed by the scientific community
in order to describe the EHK

XC [ρ] term. Four main families of DFT-functionals
have been developed up-to-now: the Local Density Approximation (LDA),
the Generalized Gradient Approximation (GGA), the Hybrids and the meta-
GGA. They differ by the order term of the Taylor expansion (see eq. 2.18)
in which the electron density ρ(~r) is expanded: LDA (ρ(~r)), GGA (ρ(~r) and
∇ρ(~r)), meta-GGA (ρ(~r), ∇ρ(~r) and ∇2ρ(~r)), and by the inclusion of a part
of the Hartree exchange in the case of Hybrid functionals.

Local Density Approximation (LDA)

The Local Density Approximation (LDA) is the first and simplest class
of approximations of the exchange and correlation functionals. This class of
functionals is generally based on the homogeneous electron gas (HEG) model
where the electron density is uniformly distributed over the space. EHK

XC [ρ] is
thus a simple functional of the density that depends solely upon the value of
the electronic density at each point in space (i.e. independent on the density
gradient). Since the HEG approximation is appropriate for metals but not for
molecules, where the electron density has maxima between covalently bonded
atoms and the density gradient is non negligible, LDA functionals generally
provide good energy estimations for metals but not for molecular systems.
They are thus non appropriate in order to describe the aqueous interfaces
investigated in this thesis work.

Generalized Gradient Approximation (GGA)

Generalized Gradient Approximation (GGA) functionals were developed
from LDA functionals in order to provide a less local approximation of the
exchange-correlation energy EHK

XC [ρ]. For instance GGA functionals take into
account the dependence of EHK

XC [ρ] not only on the density but also on its
gradient. Generally GGA functionals provide a good balance between com-
putational cost and accuracy of covalent bonds description. It makes this
second generation of functionals a more suitable choice for the modelling of
molecular systems with respect to LDA functionals. Therefore, we have cho-
sen GGA functionals to perform the DFT-MD simulations reported in this
PhD manuscript.

A weak point of GGA fuctionals, and of other DFT approaches based on
a local description of the exchange-correlation energy, is the poor description
of van der Waals (vdW) interactions. For instance, DFT neglects long-range
dispersion because the exchange-correlation term is a functional of the lo-
cal electron density (LDA), or of the electron density gradient (GGA). This
means that only local contributions to the electron correlation are included.
Therefore LDA and GGA functionals neglect the long-range dispersion. Many
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corrections have been thus developed to overcome such issue, as for example
the Grimme D2 correction[117] employed in our simulations, which is a semi-
empirical vdW correction to DFT functionals where the dispersion energy is
included as an additive term to the Kohn-Sham energy. The van der Waals
interactions are described via a simple pair-wise force field, that does not
depend on the electron density but only on the atomic coordinates.

Hybrid Functionals

Hybrid functionals have been developed because of the failure of GGA
functionals in correctly describing the exchange interaction term. In the
Hybrid functional scheme, elements of the exchange-correlation from LDA
or GGA functionals are combined with a fraction of exact exchange from
the Hartree-Fock theory. Despite the improved accuracy reached on average
with this third generation of functionals, the higher computational cost of
such hybrid functionals makes them often too computationally expensive for
DFT-MD simulations. Using hybrid functionals, roughly costs 40 times more
computational time than GGA functionals.

2.3 The CP2K software and the computational

set-up chosen for the DFT-MD simula-

tions in this thesis

All the DFT-MD simulations in this thesis have been carried out using
the CP2K package[118, 119] where the system wave-function is described as
a combination of dual Plane Wave and Gaussian basis sets. In particular, the
DVZP-MOLOPT-SR basis set, augmented with a 400 Ry plane wave basis
set has been used (possible different choices for the plane-wave cut-off are
indicated in the manuscript). The nuclei displacements have been predicted
using the classical Newton’s equations of motion integrated through the veloc-
ity verlet algorithm (see eq. 2.5). The BLYP[120][121] functional augmented
with the Grimme D2[122] correction for van der Waals interactions have been
adopted for the electronic representation. GTH pseudo-potentials[123] have
been adopted for all atoms.

Box-sizes, ranging from 13x13x35 Å3 for the smallest simulated systems
to 24.2x24.2x45 Å3 for the biggest ones, have been chosen in our DFT-MD
simulations in order to reproduce the density of bulk water (liquid water com-
posed by 120 to 512 water molecules) and periodic boundary conditions have
been applied in all three directions of space.
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2.4 Metadynamics

As already reported in the introduction of the manuscript one objective of
this PhD thesis is to understand the reactivity of/at aqueous interfaces. The
characterization of reactions by MD requires an efficient sampling of the phase
space of the molecular system over the simulation time. The fluctuations in
the system during the MD simulations can in principle lead the system to
escape from one local minimum on the free energy surface (FES) to another,
allowing for instance the sampling of chemical events. In practice, the rather
too small time scale accessible in DFT-MD simulations (of the order of tens of
ps) prevents rare events such as chemical reactions to occur, which time scale
can actually range from few fs to hours and days. The free energy surface
(FES) is characterized by minima often separated by high energy barriers
that are rarely crossed at room temperature over the affordable time of the
dynamics, especially in DFT-MD dynamics.

DFT-MD enhanced sampling techniques, that can promote the exit of
the system from one minimum of the FES to another minimum, are thus
mandatory to apply in order to model chemical reactions. In these techniques,
an ”a priori” choice of the coordinates over which the FES exploration is done,
is needed, i.e variables whose fluctuations are critical in order to cross the free-
energy barriers underlying the chemical reaction of interest. These critical
coordinates are called ”reaction coordinates”. The reaction coordinates Si
are usually functions of the atomic coordinates of the system R:

{S1(R), S2(R)....SN(R)} (2.19)

where N is the number of reaction coordinates adopted to describe the
reaction event. Examples of reaction coordinates are inter-atomic distances,
angles, coordination numbers and combinations of these variables.

The metadynamics is an enhanced sampling technique introduced for the
first time by Alessandro Laio and Michele Parrinello 20 years ago[46]. In
metadynamics the sampling is accelerated by introducing in the hamiltonian
of the system a history-dependent bias potential VG(S, t) constructed in the
space of the reaction coordinates {S1(R), S2(R)....SN(R)}. The history de-
pendent potential VG(S, t) can be expressed as the sum of Gaussian hills
deposited along the time of the simulation on the space of the reaction coor-
dinates. In particular, at time t for a certain disposition in space of the nuclei
R the history dependent potential VG(S, t) acting on the system is written:

VG(S, t) =

∫ t

0

dt
′W

τg
exp

(
−

N∑

i=1

(Si(R)− Si(R(t
′
))2

2σ2
i

)
(2.20)

where W is the heigth of the Gaussian hills (kJ/mol), τg the Gaussian
deposition stride (fs), Si is the ith reaction coordinate and σi is the half width
of the deposited Gaussian hill along the ith reaction coordinate.

At the top of Fig. 2.1 is reported the evolution with time of the history
dependent bias potential V(x) as a function of the reaction coordinate x,
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Figure 2.1: On the top: Bias potential accumulated along a metadynamics simulation.
At the bottom: Free energy profile filled by the bias potential. Figure reproduced with
permission from ref.[124]

while at the bottom we show the corresponding free energy profile F(x), for a
model made of one dimensional free energy profile characterized by two wells.
The simulation starts with the system trapped in the local minimum B and
intermittently along the dynamics a Gaussian hill is added at the instanta-
neous position x. As the bias potential increases, the probability of visiting
configurations already explored (history dependent potential) decreases and
the system is ultimately promoted to explore another local minimum. When
t = 30 the bias potential completely fills the well B (Panel at the bottom
of Fig. 2.1) inducing the system to explore the new accessible well A. The
Gaussian hills deposition continues until the local minimum A is completely
filled at t=70. After that, the metadynamics is at convergence, the free en-
ergy surface is flattened and the system will walk randomly between the two
minima A and B, without exploring any other potentials.

To summarize, in metadynamics the exploration of the FES is reached by
discouraging the system to visit the configurations already sampled along the
dynamics. This is achieved by the introduction of a history dependent bias
potential expressed as a sum of cumulative Gaussian hills that are deposited
along the reaction coordinates. When the metadynamics reaches convergence,
the free energy surface is fully filled by the bias potential. It follows that at
convergence the free energy F(S) is equal to −VG(S). Indeed, a central as-

32



2.4 Metadynamics

sumption of metadynamics is:

lim
t→∞

Vg(S, t) ' −F (S) + const. (2.21)

Figure 2.2: Free energy landscape with the minimum energy path (MEP in black circles)
obtained for a reaction described by two coordinates of reaction.

Another advantage of metadynamics is that in the case of multidimen-
sional reactions it does not require an ”a priori” knowledge of the free energy
surface with respect to other enhanced sampling techniques such as Umbrella
Sampling and thermodynamic integration. See for example in Fig. 2.2 the
free energy landscape associated to a chemical reaction described by two reac-
tion coordinates. As one can see, different reaction pathways can be thought
in order to convert the reactants (R) into the products (P). Given a mean-
ingful choice of the coordinates of reaction and a slow addition of energy
to the system (in terms of Gaussian hills), metadynamics explores first the
low free energy zones and then explores the interconversion/transition state
zones. The use of algorithms known as chain of states methods (e.g. nudged
elastic band [125]) allows to identify the minimum energy path (MEP) con-
necting the two wells (R and P) on this free energy landscape and to obtain
the energetics of reaction. That is what we have done in this work.

2.4.1 Set up for metadynamics

In order to obtain the free energy curves underlying the reactions of in-
terest in my work (see chapters 3, 4 and 6) the metadynamics technique has
been used. We use the CP2K software package[118] to that end.

33



2 Theoretical Methods

Our computational approach for the metadynamics is similar to the one
successfully adopted in previous works[62, 20, 126]. The adopted reaction
coordinate c(A-B) is the coordination number[127] between an atom A with
respect to a set of atoms B, defined as:

c(A−B) =
∑

I∈B

1− (RAI/R
0
AB)6

1− (RAI/R0
AB)12

(2.22)

where RAI is the distance between the atom A and atom I belonging to the set
of B atoms and R0

AB is a fixed cutoff parameter based on the bond distance
between A and B.

The heigth of the Gaussian hills added along the biased dynamics has
been chosen to be systematically 0.8 kJ/mol. The width of the Gaussian hills
(δs) is chosen to be 0.05.

In order to avoid the ”hill-surfing”, as discussed in ref.[43, 62, 20, 126], a
Gaussian hill is added every time the dynamics explores a spot on the reaction
coordinate at a distance 3/2δs from the spot where the previous Gaussian Hill
was deposited, which means:

|s(t)− s(ti)| = 3

2
δs (2.23)

where s(t) is the position along the reaction coordinate considered and
s(ti) is the position on the reaction coordinate where the previous Gaussian
Hill was deposited.

In chapter 3 we have used multiple interacting metadynamics simulations,
called walkers, for exploring and reconstructing the free energy surface for the
peptide bond condensation reaction. This is the multiple walker scheme[128].
We have systematically located the walkers in different minima of the free
energy surface, e.g. the reactant and intermediate/product minima, in order
to speed up the free energy sampling. For the peptide bond condensation re-
action, the structures of the reactant/intermediate/product are known from
the literature [129, 15], which allows us to easily apply the multiple walker
scheme.

In order to show the free-energy convergence criterion used in this work
we report in Fig. 2.3 the time evolution of the free energy profile for the
chemical reaction of interest. Once the two energy basins along the reaction
coordinate have been explored, the free energy surface is flattened and we
reach convergence (purple curve in Fig. 2.3).

In order to further assess the convergence of our metadynamics we con-
tinue sampling the flat free energy surface till we recover the converged free
energy surface (after 7 ps).

The same principle is applied to the 2D FES with the exception that
once observing the double crossing of the energetic barrier backward and for-
ward along the same reaction coordinate we report directly the free energy
associated to the barrier.
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Figure 2.3: Time evolution of the free energy profile during a metadynamics simulation.
Once the two basins have been mapped, we continue sampling the flat free energy surface
till we recover the converged free energy surface.

2.5 Thermodynamic integration

A fast sampling of the reaction space during the metadynamics can pos-
sibly lead to inaccurate estimations of the energetics of reaction. For this
reason in chapter 3 we make use of thermodynamic integration in order to
refine the energetics along the MEP (minimum energy path) of the reactions
revealed by the metadynamics.

The thermodynamic integration is a method that allows evaluate the free
energy differences between two states with different spatial coordinates and
potential energies (UA and UB). The free energy difference is calculated by
integrating the derivative of the potential energy along a thermodynamic path
linking the two states. The thermodynamic path can be either a chemical pro-
cess or an alchemical one (as in the case of the ”reversible proton-insertion”
method[130]).

The free energy F depends on the partition function Q of the system and
the free energy difference between two states ∆F cannot be calculated di-
rectly from the system potential energy U. The following formulations show
how differences in the free energy ∆F can be calculated by integrating the
average derivative of the potential energy U 〈dUx

dx
〉 along a chosen reaction

coordinate.
We consider two systems with potential energy UA and UB connected by a

reaction coordinate x varying from 0 to 1 (it takes the value of zero for U=UA

and 1 for U=UB). We can express the potential energy U of the system as a
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function of x.
U(x) = (1− x)UA − x UB (2.24)

The partition function of the system Q in the canonical ensemble can be
expressed as:

Q(N, V, T, x) =
∑

s

exp−Us(x)

kBT
(2.25)

where s are the states of the thermodynamic ensemble with a specific value
of the reaction coordinate x, kB is the Boltzmann constant and T the tem-
perature of the system.

The free energy depends on the partition function as follows:

F = −kBT lnQ(N, V, T, x) (2.26)

We now consider the difference in free energy between states A and B:

∆F =

∫ 1

0

dF (x)

dx
dx = −

∫ 1

0

kBT

Q

dQ(x)

dx
dx

=

∫ 1

0

kBT

Q

∑

s

exp〈−Us(x)
kBT
〉

kBT

dUs(x)

dx
dx =

∫ 1

0

〈dU(x)

dx
〉dx (2.27)

One can thus compute the free energy difference between states A and B
from the integral of the ensemble averaged derivative of the potential energy
over the reaction coordinate x.

In practice, a constrained MD simulation for each point along the thermo-
dynamic path connecting A and B is performed, with the reaction coordinate
x kept constant along the simulation time. Such approach allows evaluate
the ensemble averaged derivative of the potential energy dU(x)

dx
with respect

to the reaction coordinate x at each point of the thermodynamic pathway.
This is done by the Lagrangian multiplier method.

Finally, computing the integral over the potential energy ensemble aver-
aged derivatives (either by trapezoidal or Simpson’s Rule integration) one
obtains the free energy difference ∆F between states A and B.

2.6 SFG spectra calculations in DFT-MD

Sum Frequency Generation (SFG) spectroscopy is of great interest for
our work because of its capability to probe non centro-symmetric media
such as aqueous interfaces, which properties are investigated along this PhD
manuscript (see chapters 5 and 6). SFG is a second-order nonlinear optical
process, where two incident beams of frequencies ω1 and ω2 generate an emit-
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Figure 2.4: Schematic illustration of a standard SFG experimental geometry, where the two
incoming IR (red) and visible (blue) beams, as well as the outcoming SFG beam (green) are
shown at the air-water interface. The interfacial water layer probed in SFG experiments
is also highlighted in green and the instantaneous water surface is marked in blue. Figure
reproduced with permission from ref.[131]

ted field at the sum of the two input frequencies ωSFG = ω1+ω2 (see Fig. 2.4).
The SFG beam is recorded and reveals the vibrational response of the interfa-
cial molecules. We will focus in the frequency range of resonance of the O-H
stretching motions between 2800-4000 cm−1 (see chapter 5), where the vibra-
tional response of the H-Bond network can be probed at non centrosymmetric
solid/liquid interfaces. The recorded SFG intensity (ISFG) is proportional to
the square of the second order dipole susceptibility |χ(2),res(ω)|2 that can be
theoretically calculated from MD simulations by the Fourier transform of the
correlation function of the total dipole moment (M) and polarizability ten-

sor (A) of the system, following the time-dependent method introduced by
Morita et al.[132, 133]:

χ
(2)
PQR(ω) =

iω

kBT

∫ ∞

0

dt exp(iωt)〈APQ(t)MR(0)〉 (2.28)

where (P,Q,R) are any x, y, z direction in the laboratory frame, and kB and T
are the Boltzmann constant and temperature of the system. 〈· · · 〉 is a time-
correlation function, ω is the frequency, APQ(t) and MR(0) are respectively

the PQ component of the total polarizability tensor A and the R component
of the total dipole moment M of the system. However, to unveil the molec-
ular contribution to the SFG spectra eq. 2.28 is rewritten as the sum of the
contributions from each molecular species:

χ
(2)
PQR(ω) =

iω

kBT

N∑

i=1

∫ ∞

0

dt exp(iωt)〈αiPQ(t)µiz(0)〉 (2.29)

where N is the number of molecules that belongs to the interfacial layer,
αiPQ(t) and µiR(0) now refer to the PQ and R components of the individual
polarizability and dipole of the i-th molecule. We do not consider in this
equation the cross correlation terms 〈αjPQ(t)µiz(0)〉 arising from the vibra-
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tional intermolecular couplings.
The high computational cost of extracting ab initio dipole moments and

polarizability tensors for each atom/molecule of the system at each time-
step and the slow convergence of the dipole-polarizability correlation function
makes the use of equation 2.29 for the calculation of theoretical SFG spec-
tra from DFT-MD unsuccessful. In order to overcome such limitations we
rewrite eq. 2.29 in terms of the velocity-velocity correlation function, which
is trivial to calculate and fast to converge (few ps typically). As presented

in refs.[114, 48], χ
(2)
PQR(ω) arising from the water is thus calculated by the

following equation:

χ
(2)
PQR(ω) =

M∑

mol=l

2∑

OH1=1

2∑

OH2=1

i

kbTω

∫
dt exp−iωt

〈(
3∑

i

3∑

j

Dmol
P l (t)Dmol

Qm(t)
dαmolij

drOH1

)
vmolOH1(t)v

mol
OH2(0)

(
3∑

k

Dmol
Rn (0)

dµk
drOH2

)〉

(2.30)

where (P,Q,R) are any x, y, z direction in the laboratory frame, and kB and
T are respectively the Boltzmann constant and temperature of the simulated
system. 〈· · · 〉 is a time-correlation function,

dαij

drOH
and dµk

drOH
are respectively

the individual O-H bond contributions to the Raman tensor and Atomic Po-
lar Tensor of the water molecules or (silanol groups if surface silanols are
included in the calculation). M is the number of water molecules and OH1,2
are the two O-H oscillators/water. D is the matrix that projects the molec-
ular frame onto the laboratory frame. The D matrix and the projection of
the velocities on the O-H bond axis are obtained from DFT-MD trajectories
while

dαij

drOH
and dµk

drOH
terms have been parameterized. Parameterization for

water is taken from ref.[134]. A similar equation can be obtained for hydroxyl
(O-H) surface groups (see S.I. of ref.[135]).

A more detailed description of the mathematical procedures to go from
equation 2.29 to equation 2.30 can be found in the PhD manuscript of Dr.
Simone Pezzotti[131].

The |χ(2)(ω)|2 spectra measured by the SFG experimental set-up as well
as calculated via theoretical SFG spectroscopy through eqs. 2.30 and 2.29,
provide direct information on the vibrational motions of interfacial water.

The first |χ(2)(ω)|2 experimental spectrum was recorded by Shen and
coworkers more than 20 years ago[136], while the first heterodyne detected
HD-SFG spectrum, i.e. that allows a separation of the real and imaginary
components of χ(2)(ω), was published by the same group 12 years ago[137],
leading to the direct knowledge of the average orientation of the water molecu-
les and surface groups at the interface [138, 139].

The Imaginary =(χ(2)(ω))) component is the relevant one for the inter-
pretation of HD-SFG spectra.
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2.6 SFG spectra calculations in DFT-MD

Theoretically, =(χ(2)(ω)) and <(χ(2)(ω)) are readily calculated consider-
ing the cosine and sine parts in eqs. 2.28 and 2.30. The Mz component of the
dipole moment determines the sign of the =(χ(2)(ω)) spectra. The =(χ(2)(ω))
signal can thus be either positive or negative depending on the orientation of
the interfacial species. By convention in the SFG community, if the interface
molecular species has a net ”up” orientation (i.e. dipole pointing along the
normal to the surface which is directed from the aqueous phase to the other
phase), then Mz is positive and =(χ(2)(ω)) is also positive, while if the molec-
ular species has the opposite ”down” orientation, Mz and hence =(χ(2)(ω))
have negative sign.
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Chapter 3

Peptide bond formation at the
air-water interface

In this chapter are presented the results for the peptide bond formation
at the air-water interface. As already discussed, one of the main objective
of this PhD thesis is to provide a microscopical insight into the interfacial
factors governing the polypeptides formation at the air-water interface.

In the first section of this chapter we propose a general introduction on the
reactions at the air-water interface, focusing in particular on the interfacial
factors shown in the literature to affect the mechanisms and the energetics of
reaction processes.

We then move the attention in section 3.2 to the targeted reaction of our
computational study: the peptide bond condensation at the air-water inter-
face. At this stage our objectives are to provide to the reader the knowledge
on the peptide bond condensation reaction at the air-water interface gained
in Prof. Vaida’s experiments[15] and to present the main pending questions
arising from such pioneering work.

We then proceed to a general presentation of our computational results
on the peptide bond formation reaction at the air/interface by a top-down
approach in section 3.3. We first characterize the mechanisms and energetics
of the peptide bond formation at the air-water interface by DFT-MD meta-
dynamics and thermodynamic integration DFT-MD techniques. In a second
step we focus on the interfacial factors that govern the reaction at the air-
water interface, which are absent in bulk water.

Our results point to two specific catalytic roles of the air-water interface,
that are able to affect the structure and the composition of the reaction com-
plexes thereby decreasing the reaction barriers with respect to bulk water
conditions.
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3 Peptide bond formation at the air-water interface

3.1 Factors governing reactions at the air-water

interface

Many works in the literature have shown how the air-water interface pro-
vides a unique chemical environment to organic and inorganic reactions, in-
ducing changes in the mechanisms and energetics observed in bulk water and
in the gas phase[7, 9, 8, 10, 12, 140, 141, 142, 143, 144, 145, 100, 146, 147] .
In this respect many efforts have been spent in studying relevant atmospheric
reactions at the surface of aerosols in order to understand how air-water in-
terfaces can modify the chemical composition of the atmosphere.

In particular, computational studies have focused on the reactivity of the
Criegee intermediates at the air-water interface, a class of oxydating agents
(e.g. CH2OO, syn- and anti-CH3CHOO in Fig. 3.1) recently proposed to
play a relevant role in atmospheric chemistry[7, 9].

Figure 3.1: Criegee intermediates with varying degree of hydrophilicity whose reactivity on
cloud surface aereosols have been studied in ref.[12]

Figure 3.2: Snapshot of the CH2OO Criegee intermediate on the surface of an aereosol.
Figures reproduced with permission from ref.[8]

One example is the work of Zhu et al.[8] that explored by quantum me-
chanics/molecular mechanics (QM/MM) dynamics simulations the chemistry
of the simplest Criegee intermediate CH2OO on the surface of a water droplet,
comparing its reactivity to the one in the gas phase (Fig. 3.2). As schemat-
ically reported in Fig. 3.3 the hydration reaction of the CH2OO Criegee
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3.1 Factors governing reactions at the air-water interface

Figure 3.3: Scheme of the Criegee intermediate CH2OO− hydration reaction

Figure 3.4: Panel A: Snapshot of the structures obtained from the simulations of the con-
certed mechanism reaction of CH2OO with water. Panel B: Snapshots of the structures
obtained from the simulations of the two-step reaction of CH2OO with water. Figure re-
produced with permission from ref.[8]

intermediate is characterized by the hydrolysis of a water molecule and the
formation of C−OH and O−H bonds that lead to the production of the
HOCH2OOH species.

In the gas phase, the CH2OO reaction with water is driven by a concerted
mechanism mediated by a water dimer[10]. In this mechanism of reaction
(see Panel A of Fig. 3.4) the OH fragment of one water molecule binds to
the carbon of the Criegee intermediate, while the remnant hydrogen atom of
the same water molecule is simultaneously donated to the terminal Criegee
oxygen through a proton transfer mediated by a water. Interestingly, at the
air-water interface more channels of reaction become possible for the CH2OO
hydration reaction. For instance, different concerted mechanisms mediated by
a variable number of water molecules (2-4) and a two-step reaction mechanism
have been identified[8]. As one can see in Panel B of Fig. 3.4 the first stage of
the two-step reaction mechanism is characterized by the nucleophilic attack
of the water oxygen on the Criegee carbon with the simultaneous formation
of a H3O

+ species and of a C-OH bond. The second stage is characterized by
the proton transfer from the H3O

+ to the terminal Criegee oxygen with the
consequent formation of HOCH2OOH.

The reaction at the air-water interface is also found to be 2-3 orders of
magnitude faster than in the gas phase. Such acceleration is ascribed to the
capability of interfacial water molecules in stabilizing the intermediates of
reaction and in inducing the presence of more reaction channels with respect
to the gas phase.
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3 Peptide bond formation at the air-water interface

Another interesting aspect is how the affinity of molecular species with
the air-water interface can modulate the reaction rates. In their work, Zhong
et al.[12] have simulated Criegee intermediates (see Fig. 3.1) that differ by
their degree of hydrophilicity for the surface of cloud aereosols. They find in-
teresting trends in the hydration reactivity. As mentioned above the simplest
Criegee intermediate, CH2OO (Fig. 3.1), is reactive at the interfacial water;
conversely more hydrophobic Criegee intermediates, carrying non-polar sub-
stitutes (syn- and anti-CH3CHOO in Fig. 3.1) are found to be chemically
inert at interfacial water. The observed phenomena is explained by Zhong
et al.[12] with the presence of the CH3 hydrophobic group in larger Criegee
intermediates that perturbs the interconnectivity of the solvation shell of the
Criegee intermediate, thereby reducing the interfacial water proton-transfer
ability that is necessary for the hydration reaction to occur.

Such results point to the water capability in modulating the reactivity
of substrates at the air-water interface as a function of their affinity with
interfacial water.

In chapter 4 we will investigate more in details such aspect, by comparing
the changes between bulk and the air-water interface in substrates’ reactivity
as a function of their degree of hydrophilicity. We will especially study the
interconversion reaction from the zwitterionic to the neutral form of different
hydrophobic amino acids at the air-water interface that we will compare to
bulk water. We find an enhanced reaction sensitivity to the substrates chem-
ical nature at the air-water interface with respect to bulk water that we will
try to put into the light of shifts in pKa values at the interface.

The pKa shift of polar groups represents an essential feature of the species
reactivity at the air-water interface. Many works have indeed highlighted the
capability of the air-water interface in shifting the pKa values of polar groups
with respect to bulk water[140, 141, 142, 143, 144, 145, 100, 146, 147]. How-
ever there is not a general consensus on the intensity and on the direction
of such shift. For example, Vibrational Sum Frequency Generation Spec-
troscopy (SFG) has shown a significant shift toward the neutral form of long
chain acids at the air-water interface (increase of the pKa of COOH groups)
when compared to bulk solutions[140, 141, 147]. A recent work[143], combin-
ing SFG and Attenuated Total Reflection (ATR) spectroscopies, has revealed
the cationic L-proline and L-alanine residues to be favoured over the zwitte-
rionic species at the air-water interface in certain pH ranges (3-7).

A different conclusion has been reached by the group of Prof. Vaida, in-
vestigating the ionization state of phenylalanine at the air-water interface by
Infra-Red Reflection Adsorption Spectroscopy (IRRAS)[146]. They indeed
found that the air-water interface increases the acidity of both the phenylala-
nine polar groups (decrease of both NH2 and COOH pKa values) with respect
to bulk water. As can be seen in Table 3.1, where the ionization states of the
phenylalanine at the air-water interface as a function of the pH conditions
are compared with the ones found in bulk water, the polar groups of the
molecules residing at the interface get deprotonated at lower pH than in the
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3.1 Factors governing reactions at the air-water interface

bulk. For instance the COOH function starts to get deprotonated in the pH
range 1−2 at the interface vs 2−6 in the bulk, while the NH+

3 function gets
deprotonated in the pH range 6−11 at the interface vs 11−13 in the bulk (see
Table 3.1). These results indicate a shift of the chemical equilibrium toward
the phenylalanine anion species at the air-water interface.

Table 3.1: Ionization states of L-phenylalanine molecules at an aqueous surface and in bulk
water from IRRAS and solid-state infrared spectra. Table reproduced with permission from
ref.[146]

pH surface ionization state bulk ionization state

1 cation cation
2 cation and zwitterion cation
6 zwitterion zwitterion
11 anion zwitterion
13 anion zwitterion

The interfacial factors proposed to be responsible for the shifts in the ob-
served ionization states are: 1) the pH of the bare air-water interface, known
to differ from the one of bulk water[148, 149, 150, 151, 152, 153, 154, 155, 156]
and 2) the different water environment experienced by the chemical species
at the air-water interface with respect to bulk water[143, 140, 141, 147]. The
latter effect is related to the connectivity and properties of the water in the
solvation shell of the species that can be strongly influenced by the presence
and location of the hydrophilic/hydrophobic species groups at the interface.
Such effect could represent a possible explanation for the discrepancies in the
direction of the pKa’s shifts observed for different amino acids at the air-water
interface[143, 142]. In chapter 4 we will analyse in details such possibility.

Many experimental works in the field of Mass Spectrometry have shown
how organic reactions occurring in aereosols produced by Electron Spray Ion-
ization Processes (ESI) are accelerated as compared to the corresponding
reactions in bulk water[157, 158, 159, 160, 161]. The partial droplet evapo-
ration between the ionization source and the mass inlet, which leads to the
increase in concentration of the reactants in the droplet and the significant
solution pH decrease induced by the ESI process have been ascribed as pos-
sibly explaining the accelerations in the reactions.

However, for small droplets, the air-water interface has been demonstrated
to be an important catalytic factor for the acceleration of the reaction[1, 2].
An aspect to consider when dealing with reactions at the air-water surface
is the transition from a 3D distribution of reagents into a 2D distribution,
that increases the reagent concentration and proximity. It has been pro-
posed in the literature that such effect can result in a favourable orientation
of the molecules residing at the interface, thereby increasing the reaction
rate[5, 97, 4]. In section 3.3 we will observe such effect along the peptide
bond formation at the air-water interface, surprisingly induced by the enrich-
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3 Peptide bond formation at the air-water interface

Figure 3.5: Energetics associated with incomplete solvation that highlight acceleration of
reactions at the air-water interface. The bulk solution (green line) reaction has a substantial
energy barrier; droplet occurs (red line) at an accelerated rate compared to bulk. The
reaction in the gas phase (blue line) occurs at every collision, thereby increasing the rate
of reaction.

ment in the counter-ion Cl− concentration within the reaction complex at the
air-water interface.

Another interfacial factor that has been proposed as an explanation in
the acceleration of reactions at the surface of small droplets is the partial de-
solvation of species at the interface as compared to bulk water[6]. Chemical
species residing at the interface indeed present smaller or incomplete solvation
shells as compared to the ones in bulk water, implying a reduced desolvation
energy[6]. It follows that, if a desolvation process occurs along a reaction,
the activation energy of the reaction at the interface will benefit from a lower
desolvation energy with respect to bulk water, thus leading to an acceleration
of the reaction as schematically presented in Figure 3.5. Despite the partial
dehydration of all the polar and non polar groups of the chemical species at
the air-water interface studied along my PhD work, such effect did not seem
to impact the energetics and mechanisms of the reactions explored.
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3.2 In situ observation of the peptide bond formation

3.2 In situ observation of the peptide bond

formation

Figure 3.6: Scheme of the peptide bond condensation reaction observed experimentally at
the air-water interface[15]. The chemical groups involved in the reaction are highlighted by
coloured circles, respectively: blue for the amine, red for the ester group and yellow for the
peptide bond.

In this section we provide a short summary of the published paper ”In situ
observation of peptide bond formation at the water-air interface”[15] where
the condensation of leucine-ethyl ester amino acids catalyzed by Cu2+ at the
air-water interface has been experimentally characterized. In particular, we
will focus on the mechanistic insights into the reaction at the interface ob-
tained by IRRAS spectroscopy. For a detailed description of the peptide bond
condensation reaction, which is the main subject of study in this chapter, see
pages 11-14 of this manuscript. The experimental findings of this work[15]
are the starting points of our theoretical investigation, reported in section 3.3
of this chapter.

As already mentioned in the previous sections, Prof. Vaida’s group[15]
has proposed a new prebiotic route for the formation of polypeptides at the
air-water interface, capable of circumventing the thermodynamic and kinetic
limits of the peptide bond formation as they exist in bulk water at neutral
pH. In this experiment the amino acid leucine-ethyl ester is used as reactant
(see Fig. 3.6) because it prevents the formation of the zwitterion and provides
a better leaving group than water (see section 1.2 for more details).
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3 Peptide bond formation at the air-water interface

Figure 3.7: Proposed structure of the reactive complex (R) characterized at the air-water
interface (see ref.[15]). The structure of the non reactive complex (NR) observed in bulk
water is from ref.[102].

The CuCl2 salt, which presence in the early oceans is indicated by green
pre-cambrian zones[68], is used as a catalyst for the reaction at the air-water
interface. The Cu2+ cation is found to form complexes with the amino acid
esters (see the structures of the complexes in Fig. 3.7 as inferred from the
experimental data in ref.[15]) in solution, that depending on their specific
conformations can either promote or hinder the peptide bond condensation
reaction. For instance, the formation of a non reactive chelated complex (NR
complex in Fig. 3.7) characterized by the coordination of both the ester and
amine groups of one leucine ethyl ester to the Cu2+ hinders the reaction in
bulk water[102]. The coordination of the ester group to the Cu2+ leads to
the hydrolysis of the ester group. The loss of the ester activating group leads
to the formation of the carboxylate anion that hinders the reaction in bulk
water (see Fig. 1.6 in section 1.2).

Therefore the structure of the reaction complex formed between the Cu2+

and the leucine-ethyl esters at the air-water interface is of crucial importance.
In this regard, Vaida’s group has followed in situ, the formation of the reac-
tion complex at the air-water interface by coupling IRRAS spectroscopy and
Langmuir-film trough techniques. In Fig. 3.8A the black line represents the
IRRAS spectrum of the leucine-ethyl ester at the air-water interface in ab-
sence of copper Cu2+ in solution. The most prominent band in the spectrum
at 1726 cm−1 is assigned to the leucine ester C=O stretching mode. The red,
blue and green curves in Fig. 3.8A report the time evolution of the IRRAS
spectra of the leucine-ethyl ester solution in presence of CuCl2 salt with com-
pression of the surface film by the Langmuir-trough technique. The evolution
of the spectra as a function of time is characterized by the enhancement of
the IRRAS band at 1200 cm−1 associated to amine group (-NH2) modes.
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3.2 In situ observation of the peptide bond formation

Figure 3.8: IRRAS spectra showing Cu2+ coordinated to the amine group of leucine ethyl
ester over time, with compression. Extracted with permission from ref.[15]. (A) Leucine
ethyl ester: (black) in the absence of Cu2+ ions in the solution; (red) in the presence of Cu2+

ions immediately after beginning constant pressure of 15 mN/m; (blue) after 30 min of
constant pressure; and (green) after 60 min of constant pressure. (B) Subtraction spectrum
(gray) of uncoordinated leucine ethyl ester (black) from the Cu2+ coordinated leucine ethyl
ester IRRAS spectrum (green) showing the peaks enhanced through coordination to Cu2+

only.

The amine band enhancement indicates the formation of a complex at the
air-water interface in which there is the coordination of the amine side of the
leucine-ethyl ester to Cu2+ (see R structure in Fig. 3.7). The band associated
to the C=O stretching at 1726 cm−1 remains over the compression, hence ex-
cluding a coordination of the ester side of the leucine-ethyl ester to the Cu2+

as would be observed for the non reactive complex (NR) in bulk water. This
can be easily appreciated by the difference spectrum in Fig. 3.8B where the
IRRAS spectrum of leucine-ethyl ester in absence of Cu2+ (black line in Fig.
3.8A) is subtracted from the leucine ester/Cu2+ spectrum (green line in Fig.
3.8A).

Such results unveil the formation of a reactive complex at the air-water
interface characterized by the coordination of the amine side of the leucine-
ethyl ester to the Cu2+. The supposed structure of the reactive complex (R)
is reported in Fig. 3.7. The formation of the R complex at the air-water
interface avoids the ester hydrolysis and thus prevents the protonation of the
amine group (NH2) by water, therefore allowing the peptide bond formation
to occur.

Subsequent to the formation of the R complex, the reaction at the air-
water interface proceeds over time and shows the appearance of a band at
1625 cm−1 in the IRRAS spectrum (Fig. 3.9A-B). Such band is assigned to
the amide group of the peptide product. The position of the amide band
provides useful information on the coordination of the oligopeptide products
to the copper Cu2+. In particular the amide band position at 1625 cm−1 indi-
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3 Peptide bond formation at the air-water interface

Figure 3.9: IRRAS spectra of (A) leucine-ethyl ester complexed with Cu2+ ions, and (B)
the peptide product formed at the air-water (red dotted line indicates a new Amide I band
due to the peptide bond formed. Extracted with permission from ref.[15])

cates that the oligopeptide product is still covalently coordinated to the Cu2+

(it means that the R complex is not broken after the oligopeptide produc-
tion), because the non coordinated oligopeptide amide band would be located
at the higher frequency of 1675 cm−1.

The microscopical reasons for the presence of a reactive complex (R) at
the air-water interface structurally different from the non reactive one (NR)
observed in bulk water are still missing in ref.[15]. In section 3.3.2 we will
shed light on a novel interfacial factor governing the stabilization of the R
complex at the air-water interface with respect to bulk water.
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3.3 The catalytic roles of the air-water inter-

face in the prebiotic peptide bond forma-

tion

The results presented hereafter refer to the computational side of the work
reported at the end of this section, that is planed to be submitted soon to Na-
ture Chemistry.

3.3.1 Peptide bond formation at the air-water inter-
face: mechanisms and energetics

Figure 3.10: a) Scheme of the mechanisms of the reactions obtained by DFT-MD metady-
namics for the peptide bond condensation at the air/water interface. The reactive groups
are reported in color for both reactions steps. b) Free-energy landscapes and the MEP as-
sociated to respectively the tetrahedral intermediate formation (Step 1) and the dipeptide
production (Step 2). c) Scheme of the energetics of the reactions along the MEP obtained
from the metadynamics (red) and from thermodynamic integration (in black). The error
bars are relative to the metadynamics energetics calculated by using the method of ref.[162]

We have dissected the condensation reaction between two leucine ethyl
esters catalysed by the CuCl2 salt at the air/water interface by means of
DFT based enhanced sampling metadynamics. The reactive complex at the
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3 Peptide bond formation at the air-water interface

air/water interface (R in Fig. 3.7) experimentally inferred by IRRAS spec-
troscopy [15] has two leucine ethyl esters covalently bonded by their amine
groups (-NH2) to one copper Cu2+. The choice on the coordinates of reac-
tion for the metadynamics has been based on the following considerations.
From the literature the peptide bond condensation in solution is expected
to be a nucleophilic acyl substitution reaction characterized by a two step
mechanism[129]. The first step (Step 1 in Fig. 3.10a) is the nucleophilic at-
tack of the amine group nitrogen (blue -NH2 in structure R of Fig. 3.10a)
of one amino acid ester onto the ester carbon (-COOCH2CH3, red carbon in
structure R of Fig. 3.10a) of the other amino acid ester, with the formation of
a tetrahedral intermediate (I in Fig. 3.10a). The tetrahedral intermediate (I)
is characterized by one carbon atom (red carbon in structure I of Fig. 3.10)
tetrahedrally coordinated to the nitrogen of a amine group (black), the oxygen
of a OH group (green), the oxygen of a ethoxy group (blue) and one carbon
atom. The second step (Step 2 in Fig. 3.10a) is the release of one ethanol
molecule (CH3CH2OH) from the carbon at the center of the tetrahedral inter-
mediate (red carbon in structure I), giving rise to the dipeptide production
(P). We have thus performed two separate metadynamics, for respectively
the tetrahedral intermediate formation (Step 1) and for the dipeptide (P)
production with ethanol release (Step 2).
Since CuCl2 salt is used in the experiment, we have included the Cl− counter
ion within the reaction complex (R) in our calculations (Cl− in orange in all
structures of Fig. 3.10a). In section 3.3.3 we will justify such choice by re-
vealing the higher affinity between the Cl− and the Cu2+ ions at the air-water
interface than in bulk water.

In Fig. 3.10b the free energy landscapes for steps 1 and 2 obtained from
the metadynamics are depicted together with their relative minimum free
energy paths (MEP). The energetics obtained by the metadynamics are re-
ported in red in Fig. 3.10c. The energetics of the reactions at the air/water
interface have been refined by thermodynamic integration [47] (blue moon
ensemble black values in Fig. 3.10c) by selecting the MEP points revealed by
the metadynamics. This is similar to the strategy adopted in refs.[163, 16]

Our metadynamics reveal both the formation of the tetrahedral interme-
diate (Step 1) and the dipetide production with ethanol release (Step 2) to
be characterized by double step mechanisms. The energetics of the reactions
either calculated from the metadynamics or from thermodynamic integration
(see Fig.3.10c) show good agreements and both indicate that the intermolec-
ular nucleophilic attack of the nitrogen onto the carbon site (R→A in Fig.
3.10b) is the energetically bottleneck step of the reaction. For this R→A
step, the free energy barrier is respectively 105 kJ/mol from thermodynamic
integration and 135 kJ/mol from metadynamics.

As discussed more in details in the S.I. of the paper reported at the end
of this section, the convergence of the metadynamics is assessed by observ-
ing the double crossing of the energetic barriers backward and forward along
the same reaction coordinate. Since the large size of the system (256 wa-
ter molecules), the high dimensionality of the reaction and the small height
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(0.8 kJ/mol) of the Gaussian Hills used to accurately sample the reaction
space of interest (see S.I. and method section for the computational details),
only one recrossing event for free energy barrier has been simulated in the
case of the peptide bond condensation reaction. This could have lead to an
overestimation of the free energy barriers. However the strong reduction in
the free energy barriers due to the catalytic effects of the air-water interface
(presented in the next sections), the refining of the reaction energetics along
the MEP by thermodynamic integration and the small sizes of the gaussian
Hills deposited along the metadynamics simulations (see the Computational
details of the paper for more details) ensure the good quality of our results.
The estimation of the error in the metadynamics free energies (reported in
Fig. 5.10c) have been calculated by the formula in ref.[162] where the error
is expressed as a function of the gaussian hills parameters (deposition time,
height and width) and few parameters characterizing the physical system. It
is important to mention here that such formula is meant to work in ideal
cases (fast transverse degrees of freedom, parallel growth with many recross-
ings etc.).

Now that the mechanisms and energetics of the peptide bond conden-
sation reaction at the air/water interface have been revealed, we now focus
on the molecular factors that promote the reaction at the air/water interface.
As described in details in the next sections, we have identified two catalytic
roles of the air/water interface: (i) a net stabilization of the reactive complex
conformation (R) directly modulated by the air/water interface, and (ii) a
strong catalytic role of the Cl− ion, which presence in the reaction complex
is enhanced at the air/water interface.

The details on the mechanisms of reaction and the choice of the reaction
coordinates for the metadynamics are found in the first section of the paper
included at the end of this section.

3.3.2 Stabilization of the reactive complex (R) at the
air-water interface

We start by considering the structure of the aqueous Cu(II)-Cl− bis-
leucine-ethyl esters complex at the air/water interface (R in Fig. 3.11a),
which structure has been found to differ from the one observed in bulk water.
As already mentioned in the previous sections, IRRAS spectroscopy at the
air/water interface indicates the formation of a reactive complex (R in Fig.
3.11a) characterized by the two leucine ethyl esters being simultaneously co-
valently bonded to the copper by the amine groups only. Conversely, in bulk
water the formation of a non reactive chelated complex is observed [102] (de-
noted hereafter NR, see Fig. 3.11a) where one of the two leucine ethyl esters
is covalently bonded to the Cu2+ by both its amine and its ester groups, while
the second leucine ester is covalently bonded to the Cu2+ via its amine group.
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3 Peptide bond formation at the air-water interface

Figure 3.11: a) Schemes of the reactive complex (R) / non reactive complex (NR) re-
spectively at the air/water interface and in liquid water. b) Free energy profile for the
inter-conversion between R and NR complexes in bulk water (red line) and at the air/water
interface (black line), choosing the C=O· · ·Cu2+ coordination number as reaction coor-
dinate. c) Scheme for the variation in water-water H-bonds during the inter-conversion
between the R/NR complexes, comparing the air/water interface and bulk liquid water en-
vironments.

In order to shed light on these experimental evidences the relative free en-
ergy between the two complexes R and NR along the C=O· · ·Cu2+ coordina-
tion number, chosen as reaction coordinate for the DFT-MD metadynamics,
has been quantified for the two aqueous environments. Our metadynamics
unveil (Fig. 3.11b) a roughly 50 kJ/mol higher free energy barrier for the
inter-conversion from R towards NR at the air/water interface (black line in
Fig. 3.11b) with respect to bulk water (red line in Fig. 3.11b): the R complex
is thus three times more stable at the air/water interface than in bulk water.

The stabilization of the R complex is one (however not the only one)
of the necessary ingredients to make the peptide bond condensation reaction
possible at the air/water interface. For instance, experiments [102] have re-
vealed the coordination of the ester group to the copper Cu2+ ion in the NR
complex to induce a high degree of hydrolysis of the ester group in bulk wa-
ter (enhanced by 106 by the metal). The loss of the ester activating group
(following the ester group hydrolysis) hinders the peptide bond formation in
liquid water. Conversely the stabilization of the R complex at the air/water
interface, in which ester groups are not coordinated to the Cu2+, prevents the
ester hydrolysis at the interface, thus allowing the peptide bond condensation
to proceed.

Coupling our simulations with previous published in situ experiments
from Vaida’s group [15], we have hence unambiguously characterized the for-
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mation of a complex at the air/water interface (R) that is structurally and
chemically different in structure from the one observed in bulk water (NR).

We have then investigated the microscopic reasons behind the R complex
stabilization at the air/water interface. As described in detail in the sec-
ond section of the paper reported at the end of this section, the reason for
the reactive complex (R) stabilization is in the under-coordinated nature of
the interfacial water molecules that enhances the water affinity to the solute,
thus altering the chemical equilibrium between the reactive (R) /non reactive
(NR) complexes at the interface when compared to bulk water.

3.3.3 The Catalytic Role of the Cl− anion

A second issue that needs to be considered is the possible modulation of
the affinity between the Cu2+ cation and the counter anion Cl− in the reac-
tion complex R induced by the air/water interface, when compared to bulk
water. Many works have indeed pointed to an enhanced ion pairing as well
as enrichment of Cl− at the air/water interface. Therefore the presence of
the counter-ion within the R complex at the air/water interface cannot be
excluded. We have therefore analyzed the CuCl− dissociation curve at the
air-water interface and in bulk water, by the thermodynamic integration tech-
nique. The resulting potential of mean force (PMF) reports a stabilization
by 15 kJ/mol for the Contact Ion Pair (CIP) at the air/water interface with
respect to bulk water. Therefore the probability to find the Cl− bonded to
the Cu2+ within the reactive complex (R) is larger at the air-water than in
the bulk.

In the light of this result, corroborated by several experimental and the-
oretical observations in the literature [164, 165], [166] we have decided to
study the peptide bond condensation reaction with and without Cl− in the
reactive complex (R). When the Cl− is replaced by one water molecule in the
reactive complex R, a more than two-times increase in the free energy barrier
of the bottleneck step (Step 1, R→A) is obtained. Such finding thus reveals
a strong catalytic effect of the Cl− anion in the rate-determining step of the
condensation reaction during the nucleophilic attack of the amine nitrogen
onto the ester carbon (R→A in Fig. 3.10a).

We have identified two microscopic reasons for such Cl− catalytic effect:
1) the proximity of the amino acid esters reactive groups, and the energetic
stabilization of the transition state (TS) structure associated to the bottle-
neck step.

3.3.4 The peptide condensation in bulk liquid water

In order to investigate if the two effects revealed in the previous sections
(stabilization of the R complex and Cl− catalytic role) are the major fac-
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3 Peptide bond formation at the air-water interface

tors for the peptide bond condensation formation at the air/water interface,
or if a prominent role is also played e.g. by the ‘reactants dehydration’ at
the interface, we now turn our attention to bulk water. We have performed
metadynamics simulations of the peptide bond condensation reaction in bulk
water, imposing the same conditions that we now know to promote the re-
action at the air/water interface. For instance, we have used the R complex
(which is not the most stable one in bulk water, see again Fig. 3.11), we
have included the Cl− within it (despite the CIP is more easily broken in the
bulk than at the interface). We remind the reader that such conditions are
unrealistic in bulk water, but such theoretical approach allows us to directly
compare the effects of the two aqueous environments on the mechanisms and
energetics of the condensation reaction.

Under these conditions, we find that the reaction occurs in bulk water
with the same mechanisms and similar energetics as the reaction occurring
at the air/water interface. Such result confirms the stabilization of the R
complex and the counter ion Cl− as the two most relevant ingredients that
indeed the air-water interface can provide.

The details of this investigation have been presented in the paper
that can be found in the next pages. This paper is planned to be
submitted soon to Nature Chemistry.
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Abstract

Introduction

The understanding of the formation of biopolymers in the early ages of the Earth is crucial

to fully rationalize the origin of life on our planet. In which conditions and how organic com-

pounds polymerized in the primordial soup, before the emergence of the enzymes, remains a

fascinating unresolved question in prebiotic chemistry. In particular, the �rst peptide bond

condensation reaction is a highly debated and controversial topic. The peptide bond forma-

tion is known to be unfavoured in bulk water for both thermodynamic and kinetic reasons,1

and many chemical routes in partially dehydrated conditions have been proposed by the

scienti�c community, including wet and dry cycles2,3 reaction on mineral clays4 5 6, heating

with an inorganic catalyst.7,8

These works shed light on the speci�c catalytic e�ects o�ered by partially dehydrated en-

vironments, e.g. "crowding" of the reactive species, pkas shift, stabilization of the oly-

gopeptides against hydrolysis. As a drawback, high temperatures and high concentrations

of reactants were required in order to make the reaction occur. Gri�th et al.9 have recently

experimentally observed the formation of polypeptides at room temperature in dilute condi-

tions from amino acid esters and CuCl2 salt at the air-water interface (Fig. 1a), suggesting

the surface of oceans and marine aerosols as suitable environments for the birth of life on

the prebiotic Earth.10 11 12 13 14

CuCl2 salt is used as a catalyst because of the well known ability of the copper cation

Cu2+ in forming coordination complexes with amino acids and peptides.8,15 The presence

of copper in the early oceans is plausible, as indicated by green pre-cambrian zones16,17

(rocks rich in copper that date back to 4.5 billion years ago). Leucine ethyl ester, a short
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Figure 1: Panel a) Scheme of the peptide bond condensation reaction at the air/water.
Experimentally CuCl2 salt is used as catalyst. Panel b) Structure of the Reactive complex
(R) at the air/water interface inferred experimentally by IRRAS spectroscopy.9 The atoms
of the reactive groups are depicted respectively in blue for the amine group and in red for the
carboxyl ester group.

amino-acido ester, plausibly present on the primordial Earth, was used as reactant in order

to prevent the formation of the zwitterionic form that is known to kinetically unfavour the

peptide bond formation in water.1

In particular, the ester group (-COOCH2CH3) protects the carboxyl side of the leucine-

ethyl ester preventing the formation of a carboxylate anion (COO−) and shifts the pKa of

the amine group by two units toward the neutral form,18,19 thus hampering the formation of

the non-reactive protonated amine (R-NH+
3 ). Moreover the reaction produces ethanol that

is a better leaving group than water and thus shifts the chemical equilibrium of the reaction

toward the side of the products. This reaction, done at the air/water interface, is compatible

with geochemical conditions of the primitive Earth where air-water interfaces were ubiqui-

tous during and after the hydrosphere formation in early oceans and salty water droplets.

More generally, the role of the air/water interface in catalysing reactions is crucial in under-

standing phenomena in various domains, ranging e.g. from atmospheric chemistry20 21 22 23 24 25

to mass spectrometry.26 27 28 The air-water interface has been found able to accelerate organic
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reactions, and reasons for that have been ascribed to its ability to concentrate reagents, to

align the biochemical precursors, to shift pKas, and to partially dehydrate the reactants.29�32

However the speci�c role of the air-water interface during the peptide bond condensation

reaction and the reasons for which this reaction occurs at the interface and not in bulk

water are still unclear. In particular, experiments have also been performed for the same

condensation reaction from leucine-ethyl esters, also catalyzed by CuCl2 salt, in aqueous

solution, yielding no production of polypeptides.33 The formation of a chelated complex be-

tween two amino acid esters and the copper Cu2+ cation has been found to lead to a high

degree of hydrolysis of the ester group, thus hampering the peptide condensation reaction

in bulk water. On the contrary, IRRAS spectroscopic experiments9 �nd a reactive complex

at the air-water interface (R in Fig. 1b), conformationally di�erent from the non-reactive

(NR) one that is observed in bulk water. The experimental evidence for two di�erent com-

plex structures with to two distinct reactivities at the air-water interface and in bulk liquid

water highlights the direct role of the interface in the peptide condensation chemistry that

goes beyond already well-known catalytic interfacial factors (e.g. concentration of reactants,

aligning bio-molecules, pKa shifts, partial desolvation of reactants).

In the last decade, with the advance of the computational power and the development of

enhanced MD sampling techniques, molecular simulations have shown to be more than useful

tools to characterize chemical reactions at interfaces. For example computational studies of

peptide bond reactions assisted by mineral clays34 have shed light on the unexplored cat-

alytic role of the substrates, while recent ab initio molecular dynamics simulations (AIMD)

on relevant atmospheric reactions reveal di�erent reaction mechanisms at the air-water in-

terface with respect to the gas phase.35

Herein we provide a deep molecular insight into the peptide bond condensation reaction

at the air/water interface by coupling DFT-MD (Density Functional Theory based Molec-

ular Dynamics) simulations (naturally taking into account chemical reactions) with the en-

hanced sampling of biased DFT-MD techniques.36,37 The comparison of the reaction ener-
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getics and mechanisms at the air/water interface versus in bulk water coupled with a full

structural characterization of the air-water interface previously achieved by our group in

recent works38,39 allows us weight the possible factors that modulate the reaction.

Our data point to novel catalytic roles of the air/water interface in the reaction mechanisms.

We speci�cally �nd the presence of the salt counter ion Cl− within the reactive complex

(R) at the air/water interface to be a necessary ingredient for the peptide bond formation

reaction to occur, as well as the special 2D-H-Bond network of the air-water interface38 to

be an essential element in the reactivity.

Results

Peptide bond formation at the air/water interface

We have dissected the condensation reaction between two leucine ethyl esters catalysed by

the CuCl2 salt at the air/water interface by means of DFT based enhanced sampling meta-

dynamics. The reactive complex at the air/water interface (R in Fig. 1b) experimentally

inferred by IRRAS spectroscopy9 has two leucine ethyl esters covalently bonded by their

amine groups (-NH2 depicted in blue in Fig. 1b) to one copper Cu2+. The choice for the

coordinates of reaction for the metadynamics method has been based on the following con-

siderations. From the literature, the peptide bond condensation in solution is expected to be

a nucleophilic acyl substitution reaction characterized by a two-step mechanism.40 The �rst

step (Step 1 in Fig. 2a) is the nucleophilic attack of the amine group nitrogen (blue -NH2

in structure R of Fig. 2a) of one amino acid ester onto the ester carbon (-COOCH2CH3,

red carbon in structure R) of the other amino acid ester, with the formation of a tetrahe-

dral intermediate (I in Fig. 2a). The tetrahedral intermediate (I) is characterized by one

carbon atom (red carbon in structure I of Fig. 2) tetrahedrally coordinated respectively to

the nitrogen of a amine group (black), the oxygen of a OH group (green), the oxygen of a

ethoxy group (blue) and one carbon atom. The second step (Step 2 in Fig. 2a) is the release
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of one ethanol molecule (CH3CH2OH) from the carbon at the center of the tetrahedral in-

termediate (red carbon in structure I) giving rise to the dipeptide production (P). We have

thus performed two separate metadynamics, for respectively the tetrahedral intermediate

formation (Step 1) and for the dipeptide production with ethanol release (Step 2).

In order to span the relevant phase space, the following choices of reaction coordinates have

been made. For Step 1: the coordination number of the nitrogen atom of one leucine ethyl

ester amino acid (blue nitrogen atom in structure R of Fig. 2a) with respect to all non

aliphatic hydrogen atoms in the system (it is called N-H coordinate in the rest of the text),

and the coordination number of the same nitrogen with respect to the ester carbon (red

carbon in structure R of Fig. 2a) of the other leucine ethyl ester (it is called N-C coordinate

in the rest of the text). Since CuCl2 salt is used in the experiment, we have included the

Cl− counter ion within the reaction complex (R) in our calculations.

In section "The Catalytic Role of the Cl−" we will justify such choice by revealing the

a�nity between the Cl− and the Cu2+ ions at the air/water interface. For Step 2, choice is

made to use both the coordination number of the alcohol group oxygen atom (-OH depicted

in green in structure I of Fig. 2a) that belongs to the tetrahedral intermediate with respect

to all water hydrogen atoms in the system (O-H coordinate in the rest of the text) and the

coordination number of the carbon at the center of the tetrahedral intermediate (red carbon

in structure I of Fig. 2a) with respect to the oxygen of the alcoxy group (-OCH2CH3, blue

oxygen in structure I of Fig. 2a).

In Fig. 2b the free energy landscapes for steps 1 and 2 obtained from the metadynamics

are depicted together with their relative minimum free energy paths (MEP). The energetics

obtained by the metadynamics are reported in red in Fig. 2c. The energetics of the reac-

tions at the air/water interface have been re�ned by thermodynamic integration(blue moon

ensemble approach, black values in Fig. 2c) by selecting the MEP points revealed by the
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Figure 2: a) Scheme of the mechanisms of the reactions obtained by DFT-MD metadynam-
ics for the peptide bond condensation at the air/water interface. The reactive groups are
reported in color for both reactions steps. b) Free-energy landscapes and the MEP associated
to respectively the tetrahedral intermediate formation (Step 1) and the dipeptide production
(Step 2). c) Scheme of the energetics of the reactions along the MEP obtained from the meta-
dynamics (red) and from thermodynamic integration (in black). The error bars are relative
to the metadynamics energetics calculated by using the method of ref.41

metadynamics. This is similar to the strategy adopted in refs.42,43

The formation of the tetrahedral intermediate (Step 1 in Fig. 2a) starts with the inter-

molecular nucleophilic attack (R →A) of the amine nitrogen onto the ester carbon atom

(the reactive groups are reported in color in Fig. 2a). The formation of the metastable

tetrahedral adduct (A) has a high free energy barrier of 135 kJ/mol (red values Fig. 2c).
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The reaction then proceeds perpendicularly along the N-H coordinate (A→I) with a pro-

ton transfer from the amine (NH+
2 , blue) to the alcoxyde group (C-O−, green) mediated

by surrounding hydrogen bonded water chains. Such process leads to the formation of

the tetrahedral intermediate (I) with a small free energy barrier of 18 kJ/mol. This �rst

metadynamics shows a MEP characterized by a double step mechanism for the tetrahedral

intermediate formation (I), where the two chosen coordinates of reaction are independent

(orthogonal) from each other.

As shown from the free energy landscape in Fig. 2b, the formation of the dipeptide from

the tetrahedral intermediate (I) also proceeds through a two-step mechanism. It starts (I→

A') with the deprotonation of the oxygen atom (blue) of the alcohol group (C-OH) and the

spontaneous protonation of the alcoxy group (that now becomes a good "leaving group") by

water. This leads to the formation of the metastable intermediate A'. The process has an

energy barrier of 46 kJ/mol. In a second step (A'→P), the molecular rearrangement of A'

causes the expulsion of ethanol and the formation of the dipeptide (P) with an energy barrier

of 25 kJ/mol. The dipeptide (P) remains coordinated to the copper along all the simulation

time in agreement with the IR band Amide shift observed experimentally.9 We have not

assessed the exothermic/endothermic character of the reaction because that would require a

much longer time-scale for a full exploration of the free energy basin of the product P, i.e.

we have not carried out the metadynamics of step 2 until full convergence (the �nal value of

the free energy of 139 kJ/mol for the products P is not the ultimate one, convergence would

decrease this value).

The energetics of all the reactions either calculated from the metadynamics or from ther-

modynamic integration (see Fig.2b) show good agreements (for details see S.I.) and both

indicate that the intermolecular nucleophilic attack of the nitrogen onto the carbon site

(R→A in Fig. 2b) is the energetically bottleneck step of the reaction. For this R→A step,

the free energy barrier is respectively 105 kJ/mol from thermodynamic integration and 135

kJ/mol from metadynamics.

8



As discussed more in details in the S.I. the convergence of the metadynamics is assessed

by observing the double crossing of the energetic barriers backward and forward along the

same reaction coordinate. Since the large size of the system (256 water molecules), the high

dimensionality of the reaction and the small height (0.8 kJ/mol) of the Gaussian Hills used to

accurately sample the reaction space of interest (see S.I. and method section for the compu-

tational details), only one recrossing event for free energy barrier has been simulated in the

case of the peptide bond condensation reaction. This could have lead to an overestimation

of the free energy barriers. However the strong reduction in the free energy barriers due to

the catalytic e�ects of the air-water interface (presented in the next sections), the re�ning of

the reaction energetics along the MEP by thermodynamic integration and the small sizes of

the gaussian Hills deposited along the metadynamics simulations ensure the good quality of

our results. The estimation of the error in the metadynamics free energies (reported in Fig.

2c) have been calculated by the formula in ref.41 where the error is expressed as a function

of the gaussian hills parameters (deposition time, height and width) and few parameters

characterizing the physical system. It is important to mention here that such formula is

meant to work in ideal cases (fast transverse degrees of freedom, parallel growth with many

recrossings etc.).

Now that the mechanisms and energetics of the peptide bond condensation reaction at the

air/water interface have been revealed, we now focus on the molecular factors that promote

the reaction at the air/water interface. To that end, we have compared the structures and

solvation properties of the reactants and of all the reaction intermediates when they are

formed at the air/water interface versus when they are formed in bulk liquid water. We

have quanti�ed their impact on the energetics and reaction mechanisms in the two aqueous

media. As described in details in the next section, we have identi�ed two catalytic roles

of the air/water interface: (i) a net stabilization of the reactive complex conformation (R)

directly modulated by the air/water interface, and (ii) a strong catalytic role of the Cl− ion,
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which presence in the reaction complex is enhanced at the air/water interface.

The direct role of the air/water interface

We start by considering the structure of the aqueous Cu(II)-Cl− bis-leucine-ethyl esters com-

plex at the air/water interface, which structure has been found to di�er from the one in bulk

water. As already mentioned in the previous sections, IRRAS spectroscopy at the air/water

interface indicates the formation of a reactive complex (R in Fig. 3a) characterized by the

two leucine ethyl esters being simultaneously covalently bonded to the copper by the amine

groups only. Conversely, in bulk water the formation of a non reactive chelated complex is

observed33 (denoted hereafter NR, see Fig. 3a) where one of the two leucine ethyl esters

is covalently bonded to the Cu2+ by both its amine and its ester groups, while the second

leucine ester is covalently bonded to the Cu2+ via its amino group.

In order to shed light on these experimental evidences the relative free energy between the

two complexes R and NR along the C=O· · ·Cu2+ coordination number, chosen as reaction

coordinate for the DFT-MD metadynamics, has been quanti�ed for the two aqueous environ-

ments. Our metadynamics unveil (Fig. 3b) a roughly 50 kJ/mol higher free energy barrier

for the inter-conversion from R towards NR at the air/water interface (black line in Fig. 3b)

with respect to bulk water (red line in Fig. 3b): the R complex is thus three times more

stable at the air/water interface than in bulk water. Note also that the free energy pro�les

in Fig. 3 show a slightly broader well for the R complex at the air/water interface. This

indicates that also entropic e�ects play a role in the stabilization of the R complex at the

air/water interface.

The stabilization of the R complex is one (however not the only one) of the necessary ingre-

dients to make the peptide bond condensation reaction possible at the air/water interface.

For instance, experiments33,44 have revealed the coordination of the ester group to the cop-

per Cu2+ ion in the NR complex to induce a high degree of hydrolysis of the ester group in
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Figure 3: a) Schemes of the reactive complex (R) / non reactive complex (NR) respectively
at the air/water interface and in liquid water. b) Free energy pro�le for the inter-conversion
between R and NR complexes in bulk water (red line) and at the air/water interface (black
line), choosing the C=O· · ·Cu2+ coordination number as reaction coordinate. c) Scheme
for the variation in water-water H-bonds during the inter-conversion between the R/NR
complexes, comparing the air/water interface and liquid water environments.

bulk water (enhanced by 106 by the metal). The loss of the ester activating group (following

the ester group hydrolysis) hinders the peptide bond formation in liquid water. Conversely

the stabilization of the R complex at the air/water interface, in which ester groups are not

coordinated to the Cu2+, prevents the ester hydrolysis at the interface, thus allowing the

peptide bond condensation to proceed.

Coupling our simulations with previous published in situ experiments from Vaida's group,9

we have hence unambiguously characterized the formation of a complex at the air/water

interface (R) that is structurally and chemically di�erent in structure from the one observed

in bulk water (NR).

We have then investigated the microscopic reasons behind the R complex stabilization at

the air/water interface. We have �rst investigated if the structures of the two complexes (R
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and NR) with respect to the copper cation di�er in the two aqueous media. When simulated

at the air/water interface, both R and NR complexes keep their 5-fold coordinated square

pyramidal geometry around the copper cation, as it is observed along our DFT-MD simula-

tions in bulk water. We thus exclude this factor to play a role on the R stabilization at the

aqueous interface.

Two other possible explanations can be thought: di�erence in the number of solute-water

interactions and/or water-water hydrogen-bonds between the R and NR complexes at the

air/water interface and in the bulk.

We observe a partial depletion of the �rst solvation shell (Table 1) of the R and NR

complexes when they are located at the air/water interface, caused not only by the amino

acid esters non polar tails facing the vacuum but also by a partial dehydration of the po-

lar groups that are found `sur�ng' over the under-coordinated 2D interfacial water network

(2D-HB-network characterized in our previous works38,45,46). The "sur�ng" of a series of

amphiphile organic compounds at the air-water interface has been previously identi�ed and

characterized by biased classical molecular dynamics simulations47 (see S.I. for details). De-

spite the partial dehydration of the polar groups at the interface, the same variations in

the number of solute-water H-Bonds have been detected when going from the NR to the R

complexes, whether these complexes are located in bulk water or at the air/water interface

(∆NW−S in Table 1). Therefore the variation of solute-water interactions is not responsible

for the higher stability of the R complex at the air/water interface.

If we now consider the variations in water-water interactions within the systems when going

Table 1: Number of Water-Solute interactions

Media NR complex R complex R-NR R-NR
NW−S NW−S ∆NW−S ∆NW−W

Bulk water 7.0 8.6 1.6 -3.0
Air/water interface 6.3 7.9 1.6 0.0

from NR to R complex, no change in water-water H-Bonds are detected at the air/water

interface, while a decrease by three water-water H-Bonds is systematically observed in the
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bulk (∆Nw−w in Table 1). As shown in Fig. 3c the evolution from the NR complex to the R

complex in bulk water involves at least three `bulky' water molecules to enter into the larger

�rst solvation shell of the R complex, resulting in the cleavage of one existing water-water

H-bond for each entering water molecule. This causes in total the loss of three H-Bonds

in bulk water when the R complex is formed. On the contrary water molecules are under-

coordinated (on average 2.7 water-water H-Bonds per molecule at the interface vs 3.4 in

bulk water) at the air/water interface. As a consequence, when an interfacial water molecule

gets into the �rst solvation shell of the R complex, it can now complete its coordination

sphere without requiring any breaking of water-water H-bonds. The cleavage of the three

H-Bonds, needed to form the R complex in the bulk liquid water, are thus not required at

the air/water interface.

These �ndings reveal water-water interactions as the driving force for the R complex sta-

bilisation at the air/water interface. Such water under coordination e�ect of the air/water

interface is a novel factor in chemistry that can be possibly extended to other reactions oc-

curring in water restricted environments.

The Catalytic Role of the Cl− anion.

A second issue that needs to be considered is the possible modulation of the a�nity be-

tween the Cu2+ cation and the counter anion Cl− in the reaction complex R induced by

the air/water interface, when compared to bulk water. Many works have indeed pointed to

an enhanced ion pairing as well as enrichment of Cl− at the air/water interface, therefore

the presence of the counter-ion within the R complex at the air/water interface cannot be

excluded.

We have analyzed the CuCl− dissociation curve in the two environments by thermodynamic

integration and the resulting potential of mean force (PMF) reports a stabilization by 15

kJ/mol for the contact ion pair (CIP) at the air/water interface with respect to bulk wa-
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Figure 4: Peptide bond formation pathway and energetics along the MEP found by biased
metadynamics DFT-MD simulations at the air/water interface. Energies are given for the
simulation without Cl− (black) and with Cl− (red, same values as in Fig. 2c) for the R
(reactive) complex at the air/water interface.

ter. Furthermore a solvent separated ion pair (SSIP) con�guration exists at the interface

(∆ G (GSSIP − GCIP ) = 30 kJ/mol) while it is absent in bulk. The presence of the SSIP

increases the probability that the dissociated ionic couple forms back at the interface (see

S.I. for PMF curves). Such results, together with several experimental and theoretical obser-

vations in the literature,48,49 50 made us consider that the Cl− anion is a partner within the

reaction complex R at the air/water interface, and made us consider its possible role during

the peptide bond formation. Interestingly the presence of the Cl− in the reactive complex

does not a�ect the stabilization of the R complex conformation at the air/water interface as

demonstrated by the free energy curves that are presented in the S.I.

We have therefore studied the role of the Cl− along the peptide bond condensation reaction

at the air/water interface. When the Cl− is replaced by one water molecule in the reactive
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complex R, a more than two-times increase in the free energy barrier of the bottleneck step

(Step 1, R→A) is obtained (Fig. 4: see the scheme of the free energy path respectively

reporting in black and in red the energetics from the metadynamics without and with the

Cl− included in the complex). Such �nding thus reveals a strong catalytic e�ect of the Cl−

anion in the rate-determining step of the condensation reaction during the nucleophilic at-

tack of the amine nitrogen onto the ester carbon (R→A in Fig. 2a). We have identi�ed

two microscopic reasons for such Cl− catalytic e�ect: 1) the proximity of the amino acid

esters reactive groups, and the energetic stabilization of the transition state (TS) structure

associated to the bottleneck step.

As regard proximity, the presence of the Cl− stabilizes a conformation of the R complex

where the leucine ethyl esters amine and carboxyl ester groups are in proximity to each

other and are optimally oriented for the nucleophilic attack (R→A). When replacing the

Cl− by a water molecule in the equilibrium geometry of the R complex, we observe a drastic

conformational change (after few ps in all the 6 dynamics performed) that leads the amine

and ester groups to be located at a long distance (∼6Å) and with a wrong orientation for the

nucleophilic attack. In the top of Fig. 5a are shown the two stable R complex conformations

observed along our simulations with (left) and without (right) the Cl−. The amine nitrogen

and the ester oxygen are depicted in pale blue and red balls in the Figure.

In order to show the stability of the two complex conformations we report at the bottom of

Fig. 5 their associated free energy pro�les along the amine nitrogen-ester carbon intermolec-

ular distance (N-C) and along the C=O· · ·Cu2+ coordination number. The two complex

conformations di�er for the N-C intermolecular distance, i.e. a shift in the minima position

along the N-C distance when the Cl− is included (4 Å) or not (6 Å) in the complex is observed

in the free energy landscapes. This result is also con�rmed by gas-phase optimizations of

the reaction complexes at higher levels of theory (B3LYP51 52, PBE053 and MP2,54 see S.I.

for details).

A charge population analysis (CHELP,55CHELPG,56 MK57 see S.I.) sheds light on the ori-
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Figure 5: Panel a) The R complex conformations predicted at the air/water interface by
DFT-MD simulations in presence of Cl− (on the left) and without Cl− (on the right). Cu2+

in green, Cl− in yellow, oxygen in red, nitrogen in pale blue. Variations in the charge values
obtained by CHELPG analysis between the two complexes and the related �ux of charge
induced by the Cl − are depicted. At the bottom of the panel, free energy minima along the
N-C intermolecular distance (N-C) obtained by metadynamics for the two R complexes with
and without the Cl− in the complex. Panel b) TS structure of the rate determining step of
the reaction captured by enhanced sampling DFT based MD simulations. The hydrogen bond
between the Cl− and the nitrogen stabilizes the TS.

gin of such e�ect: the amine nitrogen (pale blue ball in Fig. 5a) and the oxygen of the ester

group (red ball in Fig. 5a), both strongly negatively charged (δ-), repel each other, leading to

the increase in the N-C distance when the Cl− is not included in the R complex. Conversely,

when the Cl− (yellow ball in Fig. 5a) is within the R complex, it induces a strong �ux of

negative charge (grey arrow in Fig. 5 a) to the Cu2+ ion (green ball), which in turn causes a

decrease on the bonded nitrogen negative charge (pale blue arrow). The charge drop (-0.5 e)

on the nitrogen hence allows the ester and the amine groups to be in close proximity (4 Å)

and with the optimal orientation for the nucleophilic attack. Such proximity e�ect driven

by the presence of Cl− leads to a strong decrease of the barrier in the bottleneck step of the

condensation reaction (R→A in Fig. 2) favouring the peptide bond formation.
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The second identi�ed catalytic e�ect is the energetic stabilization of the TS for the bottleneck

step of reaction (Fig. 5b). We observe that the amine, during the nucleophilic attack on the

ester carbon (R→A), points its N-H (nitrogen in blue) to the Cl− (yellow ball), forming an

H-Bond along our enhanced sampling DFT-MD simulations. The strong H-Bond between

the amine and the Cl− (Fig. 5b), absent in the reactive complex, stabilizes the TS. Such

H-Bond is not replaced by a water H-Bond when the Cl− is not in the reactive complex (R)

along our simulations.

It is important to mention here that past experimental works58 using copper and amino

acids in partially dehydrated conditions with high concentration of sodium chloride (5M)

have found the coordination of the Cl− to the Cu(II) in the reaction complex to be an es-

sential feature to make the peptide bond condensation occur. However a mechanistic insight

on the reaction was lacking at that time and only a dehydration e�ect was ascribed to the

Cl− to play a role in such reaction.

In the light of our �ndings it could be an intriguing hypothesis to test a similar role of the

Cl− in the bulk of anhydrous solvent where the same peptide bond reaction as studied in

this work leads to high yields of polypeptides44. In such reactions, the Cl− is assumed to

be bonded to the copper ion in the reaction complex, due to the higher stability of CIP

in anhydrous solvents with respect to bulk water (lower capacity of anhydrous solvents in

separating the ions when they are in a CIP conformation).

The peptide condensation in bulk liquid water

In order to investigate if the two e�ects revealed in the previous sections (stabilization of the

R complex and Cl− catalytic role) are the major factors for the peptide bond condensation

formation at the air/water interface, or if a prominent role is also played e.g. by the `reactants

dehydration' at the interface, we now turn our attention to bulk water. We have performed

metadynamics simulations of the peptide bond condensation reaction in bulk water, imposing

the same conditions that we now know to promote the reaction at the air/water interface
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Figure 6: a) Scheme of the mechanisms of reactions obtained by metadynamics for the pep-
tide bond condensation in liquid water. The reactive groups are reported in color for both
reactions steps. b) Free energy landscapes and MEPs associated to respectively the tetrahe-
dral intermediate formation (Step 1) and the dipeptide production (Step 2) in bulk water. c)
Schemes of the energetics of the reactions obtained by metadynamics for the peptide bond
condensation at the air/water interface (red) and in bulk water (blue). The error bars are
relative to the metadynamics energetics calculated by using the method of ref.41.

(Fig. 6). For instance, we have used the R complex (which is not the most stable one

in bulk water, see again Fig. 3), we have included the Cl− within it (despite the CIP is

more easily broken in the bulk than at the interface). We remind the reader that such

conditions are unrealistic in bulk water, but such theoretical approach allows us to directly

compare the e�ects of the two aqueous environments on the mechanisms and energetics of the

condensation reaction. In bulk water, a clear positive shift of the position of the minimum

for the reactants along the N-H coordination number (Fig. 6a) with respect to the minimum

position at the air/interface is observed (Fig. 2a), indicating a larger �rst solvation shell of
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the amine group in bulk water. Nevertheless, we �nd that the reaction occurs in bulk water

with the same mechanisms and similar energetics as the reaction occurring at the air/water

interface (the energetics obtained for the reaction in bulk water and at the air/water interface

are reported respectively in blue and in red in Fig. 6c). Such result con�rms the stabilization

of the R complex and the counter ion Cl− as the two most relevant ingredients provided that

the speci�c interfacial environment provides to synthesize polypeptides.

Conclusions and outlooks

We have provided mechanistic views of the peptide bond condensation reaction at the

air/water interface by means of DFT-MD and enhanced sampling DFT-MD simulations,

and hence shed light on the interfacial factors that govern the synthesis of polypeptides

in a water restricted environment. Comparing the energetics, mechanisms of the reaction,

compositions and structures of the reactants at the air/water interface when compared to

bulk water, we have identi�ed novel catalytic e�ects at the interface which are essential in

making the reaction occur. We especially �nd that the air/water interface is stabilizing by a

factor of three a reactive complex (R) conformation over a non reactive one (NR), known to

be the more stable in bulk water. The reason of the reactive complex stabilization is in the

under-cordinated nature of the interfacial water molecules, that enhances the water a�nity

for the solute, and thus alters the chemical equilibrium between the reactive/non reactive

complex at the interface with respect to bulk water.

We have further shown that the catalytic role of the Cl− counter ion catalytic role is at the

heart of the peptide bond condensation reaction at the air/water interface. The presence

of the Cl− in the R complex reduces by a factor of two the barrier of the bottleneck step,

hence speeding up the peptide bond condensation reaction. This is achieved in two ways, (I)

proximity and good orientation of the substrates for the nucleophilic attack that is in play

in the rate determining step, (II) energetic stabilization of the transition state in the slow
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step of the reaction because of the formation of a strong H-Bond between the Cl− and the

substrate.

The results presented here highlight the microscopic reasons for the production of polypep-

tides at the air/water interface and con�rm the high feasibility of such reaction at the surface

of salty water droplets in oceans in the primitive Earth. The air/water interface provides a

unique chemical under-coordinated environment where the peptide bond formation can take

place.

An aspect not to be under-evaluated is the possible bridge that the catalytic role of the Cl−

could establish between the peptide bond condensation at the air/water interface, presented

in this work, and the "salt induced peptide formation" (SIPF)15 reaction known in the lit-

erature. The SIPF is a chemical route that produces high yields of polypeptides in simple

prebiotic-compatible conditions using copper Cu2+ and amino acids in a partially dehydrated

aqueous environment with high concentrations of NaCl (5M). In this high temperature re-

action, a pivotal role is played by the formation of a monochloride copper(II)-amino acid

complex, where two amino acids, two water molecules and one Cl− counter ion are found

coordinated in an octahedral geometry around Cu2+. For instance, an essential component

of the reaction is the coordination of the Cl− to the Cu2+ in the complex58. The presence

of the Cl− within the reactive complex is experimentally indicated by the color of the active

solution, i.e. green instead of blue if it contained only copper-amino acid complexes.59 In ab-

sence of such coordination (other anions than Cl− were used in the experiments) a dramatic

decrease in the polypeptide production is obtained experimentally. However a mechanistic

insight into this reaction, able to disentangle all the complex microscopic factors governing

the rate of the reaction, was lacking at the time and only a dehydration e�ect was ascribed

to Cl−.

Our �ndings can possibly be extended to other water restricted environment chemical pro-

cesses. For instance, the stabilization of the transition state and the proximity of reactants

observed along the peptide formation reaction at the air/water interface in our work, are
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two main catalytic e�ects that have been hypothesized to play a crucial role in the synthesis

of polypeptide in the Ribosome Active site60.

Methods

All the DFT-MD and the enhanced sampling DFT-MD simulations have been carried out

using the CP2K package61 at the BLYP51 62 electronic level of representation and including

Grimme D263 corrections for van der Waals interactions. A combination of GTH pseudo-

potentials64 and Gaussian Plane Waves basis sets65 are used. The DVZP-MOLOPT-SR

basis set, augmented with a 400 Ry plane wave basis set are used. The nuclei displacements

have been predicted using the classical Newton's equations of motion integrated through

the velocity verlet algorithm. The DFT-MD simulations of the reactants, intermediates

and product of the peptide bond condensation reaction are done in the NVE ensemble for

25 ps, after a proper equilibration in the NVT ensemble. The liquid Phase is modelled

with 554 water molecules and the box dimensions are 24.2 x 24.2 x 45.0 Å3. In order

to calculate free energy curves, DFT-MD metadynamics and thermodynamic integration

(blue moon ensemble approach)37 methods have been used as implemented in CP2K. The

enhanced sampling DFT-MD simulations have been run in the NVT ensemble with a CSVR

thermostat66 at the target temperature of 300 K. The heigth (W) and the width of the

gaussian hills added along the biased metadynamics are respectively 0.8 kJ/mol and 0.05

(δs). The ratio between the gaussian width δs and the size S of the reaction space explored

δs/S is systematically lower then 0.1 for all the metadynamics, as recommended by ref.41 in

order to provide an accurate description of the FES features. In order to avoid the ”hill-

sur�ng”, as discussed in ref.,67 a Gaussian hill is added every time the dynamics explores

a spot on the reaction coordinate at a distance 3/2δs from the spot where the previous
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Gaussian hill was deposited, which means:

|s(t)− s(ti)| = 3

2
δs (1)

where s(t) is the position along the reaction coordinate considered and s(ti) is the position

on the reaction coordinate where the previous Gaussian hill was deposited. It is important

to mention that in ref.67 the free energy pro�les obtained by metadynamics with di�erent

protocols against hill sur�ng are compared with the results obtained by Umbrella Sampling.

The best agreement is obtained when using a spatial criteria of 3/2δs for the hills deposition,

the same criteria adopted in this work. For all the reactive systems (in bulk water and at

the interface) we have used multiple interacting metadynamics simulations, called walkers,

for exploring and reconstructing the free energy surface for the peptide bond condensation

reaction. This is the multiple walker scheme.69 See the S.I. for all details.

Our set-up is similar to the one successfully adopted in refs.4,6 for the study of peptide bond

formation reactions in aqueous solutions under various physical and chemical conditions.

The convergence of the metadynamics was tested with two di�erent methods, respectively

for the 1D and 2D free energy pro�les (see S.I. for details). The metadynamics were applied

on a model system where one leucine ethyl ester is replaced by a methylamine in the reaction

complex, so that a smaller box is used (256 water molecules) and thus reduce the compu-

tational cost (see S.I. for details). Thermodynamic integration on the "real system" was

performed using the points obtained and identi�ed along the minimum energy path (MEP)

in the metadynamics in order to re�ne the energetics of the reaction. The minimum energy

path (MEP) on the free energy surface obtained from the metadynamics was identi�ed by the

nudged elastic band method.68 Seventeen points along the MEP were used for the reaction

path discretization in the themodynamic integration. Ensemble averages were performed at

T = 300 K from production runs of 15 ps subsequent to 5 ps of equilibration.

The gas phase calculations made on the complexes and on the substrates to obtain ge-
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ometries, energies and atomic charges have been performed with the Gaussian 16 software

package.70
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Computational approach

Figure 1: Top: the model reaction with the relative free energy pro�les and the minimum
energy path (MEP) extrapolated by the free energy surfaces obtained by metadynamics tech-
nique. Bottom: of the �gure the peptide bond reaction mechanism of the real system simulated
by thermodynamic integration( blue moon ensemble1) technique using the points of the MEP
(minimum energy path) extrapolated by the metadynamics on the model system reaction.

All the reactions studied in this work have been simulated by metadynamics on model

systems, where one of the two leucine-ethyl esters bounded to the Cu2+ have been replaced

by a methylamine, CH3NH2. The metadynamics at the air/water interface were performed

in a simulation box of dimensions 19.735 x 19.735 x 35.0 Å3 composed of 256 water molecules

where the air is approximated by 10Å vacuum. The reactions in bulk water were simulated

in a simulation box of dimensions 19.735 x 19.735 x 19.735 Å3 with 256 water molecules,

without vacuum. The PMF (Potential of Mean Force) of the peptide bond condensation

reaction at the air/water interface was calculated on the real system (composed by two leu-

ethyl esters coordinated to the Cu2+ in a aqueous complex) by thermodynamic integration

(blue moon ensemble1) along the minimum energy path (MEP) extrapolated by the free

energy surfaces obtained by metadynamics on the model system reaction, as schematically

represented in Fig. 1. For these latter simulations a big simulation box (24.2 X 24.2 X 45Å3)

composed by 554 water molecules plus 15 Å of vacuum has been used.

All the reactants and intermedia of the reactions considered in this work, have been previ-

ously equilibrated in the canonical ensemble NVT for 10 ps with a CSVR thermostat2 with
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a time constant of 50 fs.

All the DFT-MD and enhanced sampling DFT-MD simulations have been carried out using

the CP2K package3 at the BLYP4 5 electronic level of representation and including Grimme

D26 corrections for van der Waals interactions. A combination of GTH pseudo-potentials7

and Gaussian Plane Waves basis sets8 are used. The DVZP-MOLOPT-SR basis set, aug-

mented with a 400 Ry plane wave basis set are used. The nuclei displacements have been

predicted using the classical Newton's equations of motion integrated through the velocity

verlet algorithm.

Metadynamics

In order to obtain the free energy surfaces underlying the reactions of interest, in solution

and at the air/water interface, metadynamics technique has been used as implemented on

CP2K software package.3

Our computational approach for the metadynamics is similar to the one successfully adopted

in previous works on the study of the peptide bond formation in aqueous media.9�11 The

adopted reaction coordinate c(A-B) is the coordination number12 between an atom A with

respect to a set of atoms B, de�ned as:

c(A−B) =
∑

I∈B

1− (RAI/R
0
AB)6

1− (RAI/R0
AB)12

(1)

where RAI is the distance between the atom A and atom I belonging to the set of B atoms

and R0
AB is a �xed cuto� parameter based on the bond distance between A and B.

The heigth of the Gaussian hills added along the biased dynamics has been chosen to be

systematically 0.8 kJ/mol. The width of the Gaussian Hills (δs) is chosen to be 0.05.

In order to avoid the ”hill-sur�ng”, as discussed in ref.,9�11,13,14 a Gaussian hill is added every

time the dynamics explores a spot on the reaction coordinate at a distance 3/2δs from the
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spot where the previous Gaussian hill was deposited, which means:

|s(t)− s(ti)| = 3

2
δs (2)

where s(t) is the position along the reaction coordinate considered and s(ti) is the position

on the reaction coordinate where the previous Gaussian hill was deposited. It is important

to mention that in ref.13 the free energy pro�les obtained by metadynamics with di�erent

protocols against hill sur�ng are compared with the results obtained by Umbrella Sampling.

The best agreement is obtained when using a spatial criteria of 3/2δs for the hills deposition,

the same criteria adopted in this work.

For all the reactive systems (in bulk water and at the interface) we have used multiple

interacting metadynamics simulations, called walkers, for exploring and reconstructing the

free energy surface for the peptide bond condensation reaction. This is the multiple walker

scheme,15 which scaling is linear with the number of walkers. This allows to use many pro-

cessors in a massively parallel fashion in order to speed up the free energy sampling. We

have systematically located the walkers in di�erent minima of the free energy surface, e.g.

the reactant and intermediate/product minima. The walkers were not allowed to sample

contemporary the same regions of the free energy surface, once a crossing of the free barrier

was observed along the simulation, the metadynamics associated to the walker was stopped.

The walkers were allowed to share the biasing potential in each time step of the dynam-

ics. In the case of the tetrahedral intermediate formation (Step 1, Fig.2 in the main text)

three multiple walkers have been used, each one located in a minimum of the free energy

surface. In the case of the dipeptide and ethanol production (Step 2, Fig.2 in the main text)

two multiple walkers, located respectively in the reactant and product minima have been

used. The multiple walker scheme was not adopted in the Reactive-Non Reactive complex

interconversion reaction (Fig.3 in the main text).

Moreover one wall potential was used in the metadynamics for the �rst step of the peptide
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bond formation reaction (tetrahedral intermediate formation R→A in Fig. 2-A of the main

text): the wall potential acts for c(Nmetylamine −H) > 1.9 in order to prevent the formation

of the CH3NH+
3 species.

In order to show the free-energy convergence criteria adopted in this work, in Fig. 2 we

report the time evolution of the free energy pro�le underlying the interconversion reaction at

the air/water interface between the reactive (R) and the non reactive (NR) complex. Once

the two energy basins along the reaction coordinates have been explored, the free energy

surface is �attened and we reach convergence (purple curve in Fig. 2). In order to further

assess the convergence of our metadynamics we continue sampling the �at free energy surface

till we recover after 7 ps the converged free energy surface, i.e. the same energy free energy

barrier of the converged FES are obtained (75 kJ/mol, see blue curve in Fig. 2).

Because of the higher dimensionality of the system the same principle is applied to the 2D

FES with the exception that once observing the double crossing of the energetic barrier

backward and forward along the same reaction coordinate we report directly the free-energy

associated to the barrier.

PMF sampling

In order to re�ne the energetics of the peptide bond condensation reaction at the air/water

interface a thermodynamic integration technique on the real system have been performed.

We have used the points along the MEP revealed by metadynamics. Seventeen points along

the MEP have been simulated in the NVT ensemble for 15 ps plus 5 ps of equilibration.

The resulting PMF of reaction on the real system shows a good agreement with respect to

the energetic obtained by the metadynamics on the model system (see Fig. 2C in the Main

Text).

The PMF for the dissociation of the CuCl− at the air/water interface (blue curve) and in

bulk water (red curve) is reported Fig. 3. The dissociation curves were obtained by 15 points
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Figure 2: Time evolution of the free energy pro�le underlying the interconversion reaction
between the reactive (R) and non reactive (NR) complex at the air/water interface. Af-
ter having explored the two basins we map the �at free energy surface until we recover the
converged free energy pro�le.

each simulated for 15 ps plus 5 ps of equilibration, both in the NVT ensemble.

CuCl− dissociation curve

We have analysed the CuCl− dissociation curve (Fig. 3) in the two aqueous media (air/water

interface and bulk water). The resulting potential of mean force (PMF) reports a stabiliza-

tion by 15 kJ/mol for the contact ion pair (CIP) at the air/water interface with respect

to bulk water. Furthermore a solvent separated ion pair (SSIP) con�guration exists at the

interface (∆ G (GSSIP −GCIP ) = 30 kJ/mol) while it is absent in bulk. The presence of the

SSIP increases the probability that the dissociated ionic couple forms back at the interface

(see S.I. for PMF curves).

The CuCl− ion pair has been simulated with boxes composed by 256 water molecules re-

spectevely of dimensions 19.735 x 19.735 x 19.735 Å3 for the simulations in bulk water and

of 19.735 x 19.735 x 35.0 Å3 at the air/water interface. To ensure the charge neutrality of
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Figure 3: CuCl− dissociation curves respectively at the air/water interface (blue) and in bulk
water (red). The PMF shows a stabilization of 15 kJ/mol for the contact ion pair (CIP)
at the air/water interface with respect to bulk water together with the presence of solvent
separated ion pair (SSIP) minimum (around 4.4 Å along the Cu2+ · · · Cl− distance) at the
interface absent in bulk water

the box a second Cl− has been placed in the simulation box at least at 7Å from the CuCl−

ion pair for all the simulation time.

Role of the Cl− in the stabilization of reactive complexes

As reported in the main text when studying the interconversion between the R (reactive) and

the NR (non reactive) complexes at the air/water interface and in bulk water, the presence of

the Cl− in the reaction complex doesn't a�ect the relative stability of the two complexes at

the air/water interface. There are not relevant di�erences in the two converged free energy

pro�les, as you can observe from the comparison of the free energy curves (Fig. 4) underlying

the interconversion reaction between the R to the NR complex at the air/water interface

respectively with (red curve) and without (black curve) the Cl − within the complexes.
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Figure 4: Free energy pro�les for the inter-conversion between the R (reactive) and NR
(non reactive) complexes at the air/water interface respectively with the Cl− bonded to the
Cu2+ (red line) and without (black line), choosing the C=0 · · ·Cu2+ coordination number as
reaction coordinate.

Gas Phase calculations

As reported in the main text the presence of the Cl− stabilizes a conformation of the R

complex where the leucine ethyl ester amine and carboxyl ester groups are in proximity to

each other and are optimally oriented for the nucleophilic attack, hence strongly reducing the

free energy barrier in the rate determining step of the peptide bond condensation. In Fig.

5 are shown the two stable R complex conformations observed along our simulations with

(left) and without (right) the Cl−. The amine nitrogen and the ester oxygen are depicted in

pale blue and red balls in the Figure. The two complexes di�er for the amine nitrogen-ester

carbon intermolecular distance (N-C distance, the relevant reaction coordinate during the

rate determining step in Fig .2 of the main text). When the Cl− is replaced by a water

molecule in the R complex, the N-C distance increases from 4 Å (Cl− within the reaction

complex) to 6 Å (no Cl− within the reaction complex).

In order to test the reliability of the results obtained by our dynamics, we have performed

8



Figure 5: The conformations obtained at the air/water interface by DFT-MD simulations in
presence of Cl− on the left and without on the right. Cu2+ in green, Cl− in yellow, oxygen in
red, nitrogen in pale blue. Variations in charge values obtained by CHELPG analysis between
the two complexes and related �ux of charge induced by the Cl− are depicted.

gas phase geometry optimizations at higher levels of theory for the reactive R (reactive)

complexes in presence and in absence of the Cl −. The DFT gas phase optimizations using

BLYP, B3LYP, PBE0 and m06-2x functionals plus GD2 corrections with the 6-311++G(d,p)

basis set con�rms the results of our dynamics: The conformation that puts in proximity and

orients the leu-ethyl esters substrates optimally for the nucleophilic attack (represented in

the left of Fig. 5) is found as a stable minima only when the Cl− is within the R complex.

Conversely when the Cl− is replaced by a water molecule in the complex, the geometry op-

timization leads to a non-reactive complex structure characterized by a long N-C distance

(∼ 6 Å).

Charge population analysis (CHELP,16CHELPG,17MK18 adding the constraint of reproduc-

ing the overall molecular dipole moment) have been performed on the optimized R complexes

structure at the level of theory used for the geometry optimizations plus one MP2 calcu-

lation with the 6-311+G(d,p) basis set. All the charge population analysis �nd the amine

nitrogen (pale blue ball in Fig.5) and the oxygen of the ester group (red ball), both strongly
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negatively charged (δ-), repel each other, leading to the strong increase of the N-C distance

when the Cl− is not included in the R complex. On the contrary when the Cl− (yellow ball

Fig.5) is within the R complex, it induces a strong �ux of negative charge to the Cu2+ ion

(green ball), which in turns causes a decrease on the bounded nitrogen negative charge (see

table 1 for the comparison of the delta charges obtained by various charge analysis at the

DFT and MP2 levels of theory). The charge drop (-0.5 e) on the nitrogen allows the ester

and the amine groups to be in close proximity (4 Å) and with the optimal orientation for

the nucleophilic attack.

Table 1: Cl− �ux of negative charge calculated by the CHELPG population

analysis

BLYP/6-311++G** m06-2x/6-311++G** PBE0/6-311++G** MP2/6-311+G**

∆QCu2+ +0.39 +0.33 +0.46 +0.44
∆QN -0.48 -0.21 -0.56 -0.57

All the gas phase calculations presented in this section were systematically applied on the

model and real system �nding the same trends. Similar results in terms of structure and

atomic charges were obtained including two Cl− bounded to the Cu2+. All the gas phase

calculations were performed by Gaussian09 Software Package.19

Reaction complexes at the air/water interface

We have characterized the air/water interfaces in the presence of the reaction complexes (R

and NR), using our methodology already shown in recent articles20,21 that de�nes binding

interfacial layer (BIL) trough three structural descriptors: water density pro�le, water coor-

dination number and OH orientation analysis.

The interface has been modelled using the instantaneous Willard and Chandler interface.22

The same results in terms of location and water structure at the air/water interface are

obtained for the R and NR complexes.
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At the bottom of Fig. 6 the water (black curve) and the complexes non polar (light blue)

and polar (red,blue,green) groups densities are plotted as a function of the distance from the

surface. The distance is de�ned as positive in the liquid phase and negative in the vapour

phase. The �rst peak in the water density represents the BIL (binding interfacial layer), the

�rst water layer in contact with the air, that is found systematically for all the interfaces

analysed to be composed by under-coordinated water molecules with a water-water coordi-

nation number (Nw−w) of 2.7, as compared to the water-water coordination number of 3.4

in bulk water.

We �nd the presence of a water 2D-H-Bond-Network structure in the BIL (orange dashed

Figure 6: Top: snapshot of the MD simulation of the R complex sur�ng on the air/water
interface. The non polar groups are in white, the Cu2+ in green, the oxygens in red and the
nitrogens in blue. The instantaneous interface is depicted in hunter green.
Bottom: The water (black curve) and the complexes non polar (light blue) and polar groups
(Cu2+ is in green, the oxygens in red and the nitrogens in blue) densities are plotted as
a function of the distance from the instantaneous surface. The water-water coordination
number (Nw−w) for both the BIL (binding interfacial layer) and the bulk water is reported.
The location of the 2D−H−BOND-Network in the BIL is de�ned by the orange dashed lines

lines in Fig. 6), previously identi�ed and characterized at the neat air/water interface.20,21

At the neat air/water interface, the 2D−H−Bond-Network is composed by under-coordinated
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water molecules (Nw−w=3.0) that maximize the water-water HBs parallel to the surface

(Nw−w//=1.7).

We �nd the water 2D−H−Bond-Network to be maintained when the reaction complexes

are located at the air/water interface. The 2D−H−Bond-Network is located at a distance

between 1.2 and 2.8 Å from the instantaneous surface (orange dashed lines in Fig. 6). As

in the case of the neat air/water interface the 2D-H-Bond-Network is composed by water

molecules with a total water water coordination number Nw−w=3.0 while a slightly lower

number of water-water HBs parallel to the instantaneous surface Nw−w//=1.4 is registered.

Such results point to a weakening of the 2D−H−Bond- Network at the air/water interface

when the reaction complexes are located at the interface.

This is also con�rmed by the 3D−plots in Fig. 7 where the probability for the water molecules

to form HBs with a given O-O distance and given orientation with respect to the normal

to the surface is evaluated in the 2D−H−Bond layer respectively in presence (on the left)

and in absence of the reaction complex (on the right) at the interface. The results obtained

for bulk water are depicted at the bottom of Fig. 7. Comparing the 3D plots of the two

2D−H−Bond Layers we can clearly notice the presence of a maximum at cosine values 0 for

both interfaces that indicates a preferential orientation of the water-water HBs parallel to

the surface. However we �nd a maximum centred at a cosine value of -1 when the complex is

located at the interface (on the right). This indicates a second preferential orientation of the

water OH−O HBs in the 2D−H−Bond Layer, perpendicular to the surface and pointing to-

ward bulk water. The presence of the reaction complexes at the air/water interface induces

the re-orientation of a part of the water molecules composing the 2D−H−Bond-Network

from a parallel to a perpendicular orientation. This in turn cause a consequent weakening

of the interfacial water network. This is coherent with the lowering of Nw−w// HBs observed

when the reaction complexes are located at the interface.

At the bottom of Fig. 7 we can observe how the water in the bulk di�erently from the inter-

face forms a homogeneous HB network with 2.7-2.9 Ådistances and isotropic orientations in
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space (cosines homogeneously distributed from -1 to +1).

Figure 7: 3D plots of the HB patterns formed between the water molecules located in the 2D-
H-Bond-Network (2DN) layers with and without the presence of the reaction complex and
in bulk water. The horizontal axis represents the O-O distance (Å) between two H-bonded
water molecules, and the vertical axis provides the angle (cosine value) between the O-O
vector (from donor to acceptor) and the normal to the surface (oriented from the liquid to
vapor phase). The colors represent the probability to �nd one O-H group forming one HB
with a given distance and orientation. The probability increases from blue to yellow.

The density of polar and non polar groups of the R reaction complex, reported at the

bottom of Fig. 6, shows how not only the non polar tales are facing the vacuum but also

the polar groups are literally sur�ng all the time of the dynamics above the 2D−H−Bond-

Network. On the top of Fig. 6 is reported a snapshot of the reaction complex R sur�ng

on the air/water interface along the dynamics. The sur�ng of the polar groups above the

air/water interface cause the reaction complexes �rst solvation shell to be only composed by

under coordinated water molecules of the BIL (average Nw−w of 2.7).
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Table 2: Polar groups �rst solvation shell

Media amine ester Total(ester+Amine)

Bulk water 4.1 5.8 8.4
Air/water interface 3.3 4.4 5.9

It is important to mention here that the complexes have been introduced in the simulation

box with di�erent starting positions from the air/water interface (4.5-6 Ådistance from the

instantaneous interface, in the bulk). Systematically (8 simulations) we observe the spon-

taneous di�usion of the species from the bulk to the air/water interface after few ps of

equilibration. The complexes stay stables at the air/water interface along all the time of the

biased and unbiased simulations (in total 650 ps).

The "sur�ng" of a series of amphiphile organic compounds at the air-water interface have

been previously identi�ed and characterized by biased classical molecular dynamic simula-

tions.23 The free energy analysis of Hub et al.,23 based on potential of mean force (PMF)

calculations, has revealed an enthalpic e�ect due to the preservation of water-water interac-

tions at the air-water interface as the main driving force.

The speci�c location of the reaction complexes at the air/water interface induces a partial

dehydration of the polar groups as can be observed comparing the number of water molecules

in the polar groups �rst solvation shell at the air/water interface and in bulk water (table

2). The leucine-ethyl esters and the cation Cu2+ have been simulated alone at the air/water

interface in order to rationalize how they a�ect the water structure and the location of the

reaction complex at the interface.

When the leucine-ethyl ester amino-acid is simulated alone at the air/water interface, it

surfs above the 2D-H-Bond network how can be easily observed by the density of the polar

groups with respect to the air/water interface in Fig. 8. Coherently with what seen in the

previous sections, the polar groups of the leucine-ethyl ester at the air/water interface result

are dehydrated with respect to bulk water.
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Figure 8: The water (black curve) and the leucine-ethyl ester non polar (light blue) and polar
groups (the oxygen in red and the nitrogen in blue) densities are plotted as a function of the
distance from the instantaneous surface. The water-water coordination number (Nw−w) for
both the BIL (binding interfacial layer) and the bulk water is reported respectively in red and
in black. The location of the 2D−H−BOND-network in the BIL is de�ned by the orange
dashed lines

Figure 9: The water (black curve) and Cu2+ (red curve) densities are plotted as a function of
the distance from the instantaneous surface. The water-water coordination number (Nw−w)
for both the BIL (binding interfacial layer) and the bulk water is reported.

Contrary the location of the Cu2+ at the air/water interface strongly di�ers from the one

observed when within the reaction complexes. As the reader can appreciate from the Cu2+

density pro�le (Fig. 9) its preferential location is at the border between the BIL layer and
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Figure 10: Combinatorial distribution function (cdf) of the water Cu2+-OH2 distance (x-axis)
and H2O-Cu2+-OH2 angle cosine (y-axis) at the air/water interface. You can observe the
formation of a square pyramidal copper aqueous complex

the bulk water. Three di�erent simulations from di�erent starting points lead after few ps of

equilibration to the same Cu2+ location with respect to the air/water interface. When the

Cu2+ is simulated within the reaction complexes (R and NR) the location between the BIL

and bulk water results to be not stable and it di�uses above the air/water interface after few

ps of equilibration.

The Cu2+ is found at the air/water interface to form an aqueous complex characterized by

a 5-fold coordinated square base pyramidal geometry. In Fig. 10 is mapped the probability

for the Cu2+ at the air/water interface to be coordinated by a water molecule with a given

Cu-O distance and given O-Cu-O angle. The same 5-fold coordinated base square pyramidal

geometry is observed when simulating the Cu2+ in bulk water. This is in agreement with

previous computational and experimental works.24,25
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Chapter 4

Stability of neutral and
zwitterionic forms of amino
acids at the air-water interface

The results reported in this section are preliminary data. Further investi-
gations are needed for complete conclusions.

4.1 Introduction

We have observed in the previous chapter how the peptide bond conden-
sation reaction from amino acid esters catalysed by the CuCl2 salt at the
air-water interface represents a plausible chemical route for the formation of
polypeptides on the primordial Earth. Here we move a step further by inves-
tigating the possibility that the formation of polypeptides in prebiotic ages
has proceeded from amino acids in absence of an inorganic catalyst at the
air-water interface.

As already mentioned in chapter 1 the peptide bond condensation re-
action is strongly unfavoured in bulk liquid water for both thermodynamic
and kinetic reasons. In particular the zwitterionic form of the amino acid in
bulk water prevents the nucleophilic attack of the amine group (-NH2) on the
carboxylic carbon (-COOH), thus hindering the peptide bond formation. It
follows that a chemical environment able to stabilize the amino acid neutral
form instead of the zwitterionic one has to be envisaged in order to rationalize
the formation of polypeptides from amino acids in absence of any biological
machinery (enzymes).

We have shown in the previous chapter that the air-water interface can
offer such a suitable structural environment for the prebiotic synthesis of
polypeptides. The next question is whether this is also a chemically favourable
environment capable to alter the ionization states of the amino acids. It is
known for many other chemical species[140, 141, 142, 143, 144, 145, 100, 146,
147] .
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4 Stability of neutral and zwitterionic forms of amino acids at the air-water
interface

Figure 4.1: Schematic representations of the interconversion from the neutral form to the
zwitterionic form for alanine (on the top) and leucine (at the bottom). In red are depicted
the oxygen atoms, in blue the nitrogen atoms, in pale blue the carbon atoms, and in white
the hydrogen atoms.

Recent works have reported shifts of amino acid ionization states at the
air-water interface with respect to bulk water[146, 143, 142]. The direction
and intensity of such shifts depend on the nature of the amino acid side chain
(as discussed in detail in section 3.1). The interfacial factors proposed to
be responsible for these shifts are: 1) the pH condition of the bare air-water
interface, known to differ from the one of bulk water [148, 149, 150, 151, 152,
153, 154, 155, 156] and 2) the different water environment experienced by
chemical species at the air-water interface[143, 140, 141, 147]. The latter is
related to solvation shells at the air-water interface that can strongly differ
from the ones in bulk water.

The main goal of this chapter is to understand if the specific chemical
environment offered by the air-water interface to amino acids can shift their
ionization states toward the neutral form, allowing possibly the peptide bond
condensation reaction to occur.

Another point of interest is how the nature of the amino acid side chain
modulates the amino acid reactivity at the interface with respect to the bulk.
As reported in section 3.1 the stability and reactivity of chemical compounds
is modulated by the air-water interface and strongly depends on the solute
hydrophilicity. Here, we want to understand if the H-Bond network (water-
water H-Bonds) organization at the interface can be affected by the amino
acid hydrophobicity and if this effect has a role in the shifts of the amino acid
ionization state and reactivity that have been observed experimentally at the
air-water interface [146, 143, 142].

To that end, we consider the alanine and the leucine amino acids and

108



4.2 Neutral-zwitterion interconversion: air-water vs bulk water

we simulate the reaction of interconversion between their neutral and zwitte-
rionic forms (see Fig. 4.1) either at the air-water interface or in bulk liquid
water by biased DFT-MD simulations. The comparison between the reaction
mechanisms and energetics at the air-water interface and in bulk water cou-
pled with a detailed analysis of the solvation shell of the species allows us
identify and rationalize the stabilities of the neutral and zwitterionic forms
of the two considered amino acids at the air-water interface and assess the
feasibility of the peptide bond condensation reaction at the interface.

Furthermore the comparison between the reactions for the alanine on the
one side and for the leucine on the other side allows us evaluate how the
amino acid stability and reactivity are modulated by the air-water interface
as a function of the amino acid side chain degree of hydrophobicity (the de-
gree of hydrophobicity increases from alanine to leucine [129]).

4.2 Neutral-zwitterion interconversion: air-

water vs bulk water

We have investigated the interconversion between the neutral and zwitte-
rionic forms for leucine and alanine in bulk water as well as at the air-water
interface, by means of enhanced sampling DFT-MD metadynamics. We have
chosen two coordinates of reaction for the metadynamics: 1) the coordina-
tion number of the amino acid nitrogen (there is only one nitrogen per amino
acid), with respect to all non-aliphatic hydrogen atoms of the system in order
to sample the amine group protonation state. This is denoted N-H coordi-
nation number hereafter. 2) the coordination number of the oxygen atom of
the amino acid terminal OH group with respect to all the non-aliphatic hy-
drogen atoms of the system in order to sample the terminal carboxylic group
(-COOH) protonation state. This is denoted O-H coordination number here-
after.

The same mechanisms and energetics for the interconversion are obtained
for alanine and leucine in bulk water. As reported by the reaction scheme
and the associated free energy landscape at the top of Fig. 4.2 the reactions
in bulk water proceed from the neutral form (N) to the zwitterionic one (ZW)
through a concerted mechanism where there is a simultaneous deprotonation
of the carboxylic oxygen and protonation of the amine group mediated by a
surrounding water-chain structure (see illustration in Fig. 4.2).

The free energy profile in Fig. 4.2 reveals the zwitterionic form (ZW) to
be more stable by about ∼ 40 kJ/mol with respect to the neutral form for
both the alanine (red values) and the leucine (black values). A free energy
barrier of ∼ 20 kJ/mol is required for both amino acids in order to convert
the neutral form into the zwitterionic form. By contrast, a higher barrier of
∼ 65 kJ/mol is obtained for the interconversion of the zwitterionic form into
the neutral form of the amino acid.

In agreement with previous theoretical and experimental works [167, 168,
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Figure 4.2: Top: reaction mechanisms observed for the alanine and leucine neutral-
zwitterion interconversion in bulk water. Middle: the free-energy landscape and the MEP
(minimum energy path) associated with the reaction. Bottom: scheme of the energetics
along the MEP for alanine (red) and leucine (black).

169, 170, 171, 172] our findings reveal a higher thermodynamic and kinetic
stability of the zwitterionic form for both alanine and leucine in bulk water.

New reaction pathways, i.e. differing in energetics and mechanisms from
the pathway observed in bulk water, emerge when we instead simulate the
same interconversion at the air-water interface. As shown from the free en-
ergy landscape in Fig. 4.3-A, the alanine neutral-zwitterionic interconversion
is characterized by a double stepwise mechanism at the air-water interface.
It starts with the deprotonation of the carboxylic oxygen of the neutral ala-
nine (N), leading to the formation of the anion species A− with a barrier of
21 kJ/mol (see the free energy profile at the bottom of panel A). The reaction
then proceeds perpendicularly along the N-H coordination number, with the
protonation of the amine group and consequent formation of the zwitterion
(ZW) with an energetic cost of 11.8 kJ/mol. The zwitterionic alanine is more
stable by 10 kJ/mol than the neutral form at the air-water interface. There-
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fore a 32.5 kJ/mol destabilization of the zwitterionic alanine is obtained at
the air-water interface with respect to bulk water.

When considering the free energy cost required in order to convert the
zwitterion into the neutral form, a lower free energy barrier than the one ob-
served in bulk water is now obtained at the air-water interface: 38.8 kJ/mol
at the air-water interface vs 65 kJ/mol in bulk water.

Figure 4.3: A: free-energy landscape and MEP (minimum energy path) associated with the
neutral-zwitterion interconversion of alanine at the air-water interface (top). The observed
reaction mechanism (middle) and the energetics along the MEP (bottom) are also shown.
B: free-energy landscape and MEP associated with the neutral-zwitterion interconversion
of leucine at the air-water interface (top). The observed reaction mechanism (middle) and
the energetics along the MEP (bottom) are also shown below.

Such findings point to a shift in the ionization state of the alanine at the
air-water interface in going from the zwitterionic form to the neutral form of
alanine.

Similar trends in terms of energetics, are obtained for leucine at the air-
water interface. However the mechanisms are not found identical. The free
energy landscape and the reaction scheme (Fig. 4.3-B) reveal the neutral-
zwitterion interconversion of leucine to proceed through a double step-wise
mechanism at the air-water interface. The formation of the zwitterion starts
with the protonation of the neutral leucine (N) amine group and the con-
sequent formation of the leucine cation C+, with a free energy barrier of
12 kJ/mol (see the free energy profile at the bottom of Fig. 4.3-B). In a
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second step, the deprotonation of the amine leads to the formation of the
leucine zwitterion (ZW) with a free energy barrier of 25.3 kJ/mol. The zwit-
terion leucine at the air-water interface is more stable by 24 kJ/mol than the
neutral leucine. As for the alanine, a 20 kJ/mol destabilization of the leucine
zwitterionic form is obtained at the air-water interface with respect to bulk
water.

When considering the free energy cost required in order to convert the
zwitterionic form into the neutral one, a lower free energy barrier is obtained
at the air-water interface than in bulk water, i.e. 55 kJ/mol at the air-water
interface vs 65 kJ/mol in bulk liquid water.

The energetics obtained from our metadynamics reveal a shift of the ala-
nine and leucine amino acids ionization states at the air-water interface to-
ward the neutral form. However for both amino acids, the zwitterionic form
remains the most stable at the air-water interface, from both thermodynamic
and kinetic points of view.

Despite the capacity of the chemical environment at the air-water interface
in shifting the two amino acid ionization states toward their neutral form, such
effect cannot explain alone the possible formation of polypeptides from simple
amino acids at the air-water interface. Our work allows to discern the effect of
the air-water interface environment on the amino acid ionization states from
the one due to the specific pH conditions of the air-water interface, known to
differ from the one of bulk water [148, 149, 150, 151, 152, 153, 154, 155, 156] .
Further studies treating explicitly the effect of the specific air-water interface
pH conditions on the stability of neutral/zwitterionic forms of alanine and
leucine amino acids are needed in order to gain a full view on the feasibility
of the prebiotic amino acid condensation reaction to occur at the air-water
interface.

4.3 Concerted mechanism in bulk water vs

two step mechanism at the air-water in-

terface

Our metadynamics reveal the neutral-zwitterion interconversion for both
the alanine and the leucine amino acids in bulk water to be achieved through
a concerted mechanism, while a two-step mechanism is obtained for the re-
action at the air-water interface.

In order to gain a deeper insight into these behaviours we have calculated
the probability to form water wires connecting the amino acid carboxyl and
amine groups (panel A of Fig. 4.4) in bulk water and at the air-water inter-
face along our molecular dynamics simulations (for a total of four trajectories
composed of 10 ps of equilibration in the NVT ensemble + 15 ps in the NVE
ensemble, two trajectories in liquid water, two at the air-water interface).

Panel B of Fig. 4.4 reports the probability to find the amine and the
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Figure 4.4: Panel A: Schematic representation of a wire structure formed between polar
groups of the amino acid and the water molecules at the air-water interface. Panel B:
The probability of existence of wires as a function of the number of water molecules in the
wire. The probability for the alanine is reported respectively in red at the air-water interface
(circles) and in black in the bulk liquid water (diamonds). The probability for the leucine
is reported respectively in green at the air-water interface (square) and in blue in the bulk
(triangles). Panel C: The correlation functions of the wires observed along the molecular
dynamics (MD). The wires for alanine are depicted respectively in green at the air-water
interface and in blue in the bulk. The ones for leucine are depicted respectively in red at
the air-water interface and in black in the bulk.

carboxylic amino acid groups involved in a amino acid-water chain structure
with a variable number of water molecules, comparing the air-water interface
with bulk water. The probability is determined by the percentage of time
along the dynamics that a water wire composed by a given number of water
molecules ((H2O)n in Fig. 4.4) can connect the amino acid carboxylic group
to the amine group. Only the water wires that connect the two functions
with the lowest number of water molecules are taken into account, at each
time step. At the air-water interface, the alanine (red line) is less involved in
wires than when it is located in bulk water (black line). The percentage of
time the two amino acid functions are not connected by any water wire along
the dynamics is given by the probability to find a water chain with zero water
molecules in Fig. 4.4-B. Wires with 5, 6 and 8 water molecules are identified
in bulk water while, at the air-water interface, they are hardly seen (i.e. wires
with 8 water molecules are observed for solely 5 % of the dynamics at the
interface). The alanine is found never involved in any wire over 95 % of the
dynamics at the air-water, while it is observed for 59% of the time when the
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amino acid is located in bulk water (see the probability for water number=0
reported in Fig. 4.4-B).

Interestingly, the leucine at the air-water interface is less involved in wires
when it is located at the air-water interface than when it is located in bulk
water, see the probability for water number=0 reported in Fig. 4.4-B (values
are: ∼40 for green (Leu interface) and ∼20 for blue (Leu bulk)). For instance
the leucine is not involved in wire structures for 33 % of the time at the
air-water interface while it is for 18% in bulk water. When wires exist for
Leu, they are of larger size at the air-water interface (centred on Nw=8) than
in the bulk (Nw centred at ∼7). However the integration of the two peaks
shows a larger value for Leu at the air-water interface.

The low probability for both amino acids to form wires with water at the
air-water interface induces a lower connectivity between the amine and car-
boxylic amino acid functions, that in turn prevents a systematic concerted
mechanism for the neutral-zwitterion interconversion at the interface. Our
calculations reveal a lower capability of the polar groups of both amino acids
at the air-water interface in being connected by water wires with respect to
the situation in bulk liquid water.

We have then investigated the dynamics of the most probable wires (max-
ima in Panel B) for both amino acids in both aqueous environments by com-
puting the correlation function C(∆t) that measures the life time of the wires
over time (over the trajectory). The correlation function C(∆t) of wires is
defined by:

〈C(∆t)〉 =
〈[h(t)h(t+ ∆t) ]〉
〈h(t)h(t)〉 (4.1)

where [h(t)h(t+∆t)] is 1 if the loop is continuously formed between t and t+
∆t, and 0 otherwise.

In panel C of Fig. 4.4, we report these correlation functions for the wire
structures of the alanine at the interface (blue) and in bulk water (green),
for leucine at the interface (red) and in bulk water (black). The life-time of
these wires is found on the order of few hundreds of femto seconds. The decay
rates for leucine is roughly identical whether the amino acid is located at the
air-water interface (red) or in bulk water (black). Conversely the alanine is
found to form far less stable wires at the air-water interface than in bulk
water.

Interestingly, our structural and dynamical analyses thus reveal a different
connectivity with surrounding water for leucine and alanine at the air-water
interface. In particular higher numbers of stable wires (panels B + C) are
preferentially found for leucine at the air-water interface. Those findings
reveal a distinct water wire connectivity of the two amino acids at the air-
water interface, that in the next section we will try to put in relation with
the two different mechanisms of reactions observed for the alanine and the
leucine at the air-water interface.
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4.4 The alanine dance at the air-water inter-

face makes the difference

Figure 4.5: Panel A: Density profiles for water (black curve), alanine non polar (red) and
polar groups (the oxygens in green and the nitrogen in blue) plotted as a function of the
distance from the surface. Panel B: Density profiles for water (black curve), leucine non
polar (red) and polar groups (the oxygens in green and the nitrogen in blue) plotted as a
function of the distance from the surface. Panel C: Snapshot of the alanine surfing on
top of the air-water interface (surface defined by the blue points). The oxygen atoms are
depicted in red, the nitrogens in blue, the hydrogens in white and the carbons in light blue.
Panel D: Number of water molecules in the solvation shells of the amino acids and in the
ones of their polar groups only. Liquid water and air-water are compared.

As already discussed, our metadynamics show two distinct reactivities for
the alanine and leucine at the air-water interface in terms of neutral-zwitterion
conversion. In particular the neutral alanine (N) converts into the zwitterion
(ZW) through the formation of an anionic intermediate (A−) (anion reaction
channel) while the reaction for the leucine proceeds through a cation inter-
mediate (C+) (cation reaction channel).

In order to rationalize these two behaviours we have investigated the loca-
tion and solvation properties of the two amino acids at the air-water interface.
In Fig. 4.5 the density profile of the water molecules (black curve) and the
amino acid non polar (light blue) and polar groups (red, blue, green) are plot-
ted as a function of the distance from the instantaneous surface of Willard
and Chandler [173] (that serves to define the air-water interface, see ref.[48])
for respectively the alanine (panel A) and the leucine (panel B).

As one can see from the density profiles, not only the non-polar tails of
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both amino acids are facing the vacuum but also the polar groups are literally
‘surfing’ on top of the water surface (see snapshot in panel C of Fig. 4.5 for
an illustration). Such behaviour is reflected by the number of water molecules
in the polar groups solvation shell (panel D) found systematically lower for
both amino acids at the air-water interface than in bulk liquid water.

The ”surfing” of a series of amphiphile organic compounds at the air-water
interface has been previously identified and characterized by biased classical
molecular dynamics simulations [174]. The free energy analysis of Hub et
al.[174], based on potential of mean force (PMF) calculations, has typically
revealed an enthalpic effect, due to the preservation of water-water interac-
tions at the air-water interface as the main driving force. Coherently, we find
the same averaged water-water coordination number (3.0) at the air-water
interface in presence and in absence of the amino acids. Such result indicates
the ”surfing” of both leucine and alanine amino acids to not alter the ”pris-
tine” air-water interface structure, previously characterized by our group in
ref.[48] as a special 2D-HBond-Network organization.

An interesting aspect that could be useful in order to understand the ob-
served difference in the wires connectivity and N-ZW conversion between the
two amino acids investigated here at the interface is the degree of hydration of
the non-polar tails. Comparing the number of water molecules in the amino
acid first solvation shells (Fig. 4.5 panel D), one can see that the alanine
apolar tail is now found immersed in water with a higher probability with
respect to the leucine one. Also the density profiles (panels A and B) show
the alanine non-polar group to penetrate deeper (panel A, red curve) into the
aqueous phase when compared to the leucine one (panel B, red curve).

Such differences are easily rationalized considering the orientation of the
two amino acids non-polar tails at the air-water interface: the neutral leucine
non-polar tail is oriented out of the liquid phase for all the time of the dy-
namics, while the alanine tail is found to continuously oscillate between the
air and the water phases.

In order to explore the orientation of the non-polar groups at the air-water
interface in more details, we report in panel A of Fig. 4.6 the distribution
of the angle between the interface normal (z-axis) and the molecular vector
C1 → C2 pointing from the C1 atom to the carbon atom C2 of the terminal
alkyl group, for both amino acids.

The orientation analysis reports the leucine non-polar tail (black curve)
to point all the time out of the water phase with an orientation of 30◦ with
respect to the z-axis. Conversely the alanine non polar tail is found without
a preferential orientation, with the -CH3 group continuously pointing in and
out of the liquid phase all along the dynamics. Our simulations predict a
clear effect of the chain length on the dynamics of the amino acids at the
air-water interface.

Those findings are in agreement with a previous theoretical work based
on classical molecular dynamics simulations of a class of amphiphile com-
pounds (n-alkyl halides) [175] at the air-water interface. Habartova et al.

116



4.4 The alanine dance at the air-water interface makes the difference

Figure 4.6: Panel A: We consider the alanine (red curve) and the leucine (black curve) non
polar groups orientations with respect to the air-water interface by reporting the distribution
of cos(X) where X is the angle between the interface normal (z-axis, oriented toward the
air phase) and the molecular vector C1→C2 pointing from the C1 atom to the carbon
atom C2 of the terminal alkyl group (last -CH3 group of the non polar tail). Panel B: We
consider the alanine (red curve) and the leucine (black curve) amine groups orientations
with respect to the air-water interface by reporting the distribution of cos(X), where X is the
angle between the interface normal (z-axis) and the molecular vector C1→ NH2 pointing
from the C1 atom to the nitrogen atom of the terminal amine group (NH2). Panel C:
Schematic representation of the Alanine ”dance” at the air-water interface. The alanine is
found to rotate with its -CH3 and -NH2 groups around the C1-C0 covalent bond along all
the time of the dynamics. The data reported in this figure are obtained by the analysis of
the DFT-MD metadynamics trajectories of respectively the neutral alanine and the neutral
leucine at the air-water interface.

[175] have shown how the amphiphiles orientations at the air-water interface
is modulated by the non-polar tail chain length: 1) Amphiphile species with
short chain lengths (as the alanine) are systematically found to ”dance” on
the air-water interface, pointing their non polar tails in and out of the water
phase (as found here in the case of alanine). 2) Amphiphile species with long
chain lengths (as leucine) are found aligned perpendicularly to the air-water
interface, facing away from water into the gas phase.

We have then investigated if the alanine ”dance” on the water surface is
at the origin of the distinct reaction channels of interconversion observed for
the two amino acids at the air-water interface, by considering its effect on the
polar groups orientation and solvation properties. In panel B of Fig. 4.6 are
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reported the alanine and leucine amine groups orientations at the air-water
interface. The leucine amine group (black curve) is found steadily pointing
toward the water phase along all the time of the dynamics (cos(X)=-1), while
the alanine amine group (red curve) does not present any preferential location
and is found to oscillate between the water and the vapor phase for all the
length of the trajectory.

Our orientation analyses and the observations from the dynamics reveal
the neutral alanine ”dance” at the air-water interface to be characterized by a
continuous rotation of the -CH3 and -NH2 groups around the C0-C1 covalent
bond (see panel C of Fig. 4.6), leading to variations in the water exposition
of the two groups at the air-water interface.

The neutral alanine ”dance” on the water surface explains the lower ca-
pability of the alanine at the interface in forming less stable wires with water
than leucine (panel C of Fig. 4.4).

The amine groups dynamical behaviours induce two distinct H-Bond con-
nectivity with water for alanine and leucine. Along the metadynamic simu-
lations the leucine amine group is found two times more H-Bonded to water
molecules with respect to the alanine one (1.0 HB for the leucine vs 0.5 HB
for the alanine). Such effect can also be appreciated by the comparison of the
neutral amino acid free energy profiles reported along the N-H coordination
number with water in panel A of Fig. 4.7. The neutral alanine free energy
well is characterized by a sharp peak with the minimum located between 1.8
and 1.9 along the N-H coordination number while the leucine amine group
is more hydrated with a broader free energy well with a minimum located
between 1.8 and 2.2.

The minima positions, the free energy wells’ shapes and the H-Bond con-
nectivities reveal a smaller and weaker solvation shell of the alanine amine
groups with respect to the leucine one at the air-water interface.

Following such findings, we have studied the interconversion between the
neutral and the cation amino acid forms at the air-water interface for both
amino acids. Our intent is to understand if the lower H-Bond connectivity
of the alanine amine group destabilizes the formation of the NH+

3 group at
the interface, favouring the ”anion” reaction channel over the ”cation” one
in the zwitterionic formation (see free energy landscapes in Fig. 4.3). We
report in panel B of Fig. 4.7 the energy profiles along the N-H coordination
number for the interconversion reaction between the neutral and cation forms
of both amino acids. The free energy profiles report a barrier of ∼24 kJ/mol
in order to convert the neutral alanine (N) into the cation intermediate (C+)
while a ∼12 kJ/mol barrier is obtained for leucine. The lower hydrogen bond
connectivity experienced by the alanine amine group seems to hinder its pro-
tonation at the air-water interface, inducing the presence of a high energetic
barrier. Furthermore the alanine cation intermediate (C+) is less stable than
at the air-water interface than for leucine (i.e. 5.7 kJ/mol for leucine vs 19
kJ/mol for alanine). Also in this case the perturbation of the ammonium
group (NH+

3 ) solvation shell induced by the alanine dance leads to a destabi-
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Figure 4.7: Panel A: Free energy profiles of the leucine and alanine depicted along the N-H
coordination number (defined as the coordination of the amino acid nitrogen with respect to
all non-aliphatic hydrogen atoms of the system) and the O-H coordination number (defined
as the coordination number of the oxygen atom of the amino acid terminal OH group with
respect to all the non-aliphatic hydrogen atoms of the system). Panel B: Free energy profiles
with their associated reaction schemes for the neutral-cation interconversion of leucine and
alanine at the air-water interface.

lization of the alanine cation intermediate (C+).
Beyond that, our metadynamics calculations show an enormous barrier

in order to convert the alanine cation intermediate into the zwitterionic form
of the amino acid (>50 kJ/mol, cation channel) while a lower barrier (11.8
kJ/mol) is required in order to convert the anionic form of alanine into its
zwitterionic form (anion channel). The origin of the lower energy barrier in
the alanine anion-zwitterion interconversion is possibly explained by consid-
ering the alanine orientation at the air-water interface when it evolves into the
anion form along the metadynamics: the alanine ”stops dancing”, the -CH3
group is found steadily pointing into the vacuum while the amine group is
immersed in water with both its hydrogens pointing toward water molecules.
Such change in orientation for the anionic alanine induces an increase in the
number of water-amine H-Bonds along the dynamics, that goes up from 0.5
to 1.0. The increase in the water H-Bond connectivity leads the anion amine
group to be easily protonated by water, with a consequent lowering of the
free energy barrier for its conversion into the zwitterionic form. It follows
that for the alanine at the air-water interface, the ”anion channel” is more
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favourable with respect to the ”cation” one.

Our data suggest the different H-Bond connectivity of alanine and leucine
with water at the air-water interface, that result from the different dynami-
cal behaviours of the non-polar and polar groups of the two amino acids at
the boundary between the water and the air, to be at the origin of the two
distinct mechanisms of interconversion.
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Chapter 5

Structural and spectroscopic
characterization of the
amorphous silica-water
interface

The main goal of this chapter is to provide a global understanding of the
silica-water interface organization under various solution and surface condi-
tions. The first sections (sections 5.1, 5.2, 5.3 and 5.4) are a state-of-the-
art report where the recent improvements in the knowledge of silica-water
interfaces from experimental and computational works are presented. These
works show how the dynamics, the structure and the reactivity of the interface
species (both from the liquid and the solid sides) are strongly modulated by
the silica surface hydrophilic character and morphology (see section 5.2) and
the electrolytes concentration (see section 5.3). However the inhomogeneous
degree of hydroxylation and the heterogeneous chemistry of the amorphous
silica surface in contact with water make the interfacial organization both on
the water and solid sides far to be understood.

The second part of the chapter reports my DFT-MD works that provide
a microscopical characterization of the amorphous silica-water interface in
response to the variations in the hydrophilic character of the silica surface at
the interface with liquid water (see sections 5.6 and 5.7), in response to the
variations in the surface morphology (see section 5.8) and in response to the
electrolytes concentration (see section 5.9).

We report in section 5.1 a general description of the silica surface species
(silanols, silanolates, siloxane bridges), known from the literature to be present
at the amorphous silica-water interfaces. The experimental knowledge in the
composition (i.e. the nature of the surface species), the degree of hydrox-
ylation and the protonation states of the silica surface as a function of the
temperature used for the pretreatment of the surface or the solution pH condi-
tions is reported[176, 177, 178]. This knowledge is essential in order to mimic
in our simulations the ”right” surface composition, degree of hydroxylation
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and protonation states for a given pH condition.
Sections 5.2 and 5.3 are a state-of-the-art presentation of computational

and experimental works that reveal the effects of the surface degree of hy-
droxylation, morphology and ionic concentration on the structural, dynamical
and chemical properties of silica-water interfaces. A particular emphasis is
put on the computational finding[179] regarding the existence of hydrophilic
(silanols rich) and hydrophobic (silanols poor) patches over the amorphous
silica surface.

In section 5.4 we report the recent advancements in the comprehension
of silica-water interfaces obtained by SFG spectroscopy, that represents the
major technique employed by the Gaigeot group for the characterization of
mineral-water interfaces[180, 114, 181, 182]. We present our approach based
on a combination of theoretical spectroscopy and DFT-MD simulations, that
is systematically adopted for the study of silica-water interfaces in the next
sections.

The presentation of our results starts in section 5.5 where we put the
basis of our spectroscopic and structural investigations by theoretically de-
convolving the theoretical SFG spectrum of the most common amorphous
silica surface (i.e. made of a density of surface silanols of 4.5 SiOH/nm2) in
contact with liquid water, into solid-water and water-water SFG signatures.
Such approach allows us to obtain useful SFG marker bands of the solid-water
and water-water interactions that govern the organization of the amorphous
silica-water interface. In the next sections, the evolution of the SFG marker
bands are monitored spectroscopically and reveal the evolution of the silica-
water interface organization as a function of the surface hydrophilic character.

In section 5.6 we identify the presence of two interfacial water populations
for the 4.5 OH/nm2 amorphous aqueous silica interface, respectively located
above the hydrophobic (silanols poor) and hydrophilic (silanols rich) micro-
scopic patches of the amorphous silica surface. We have characterized the
specific interactions of water with the hydrophilic and hydrophobic patches
of the silica surface. We have identified the SFG spectroscopic marker bands
for the hydrophobicity of water by monitoring the evolution of the SFG water-
solid marker bands as a function of the spatial extension of hydrophobic and
hydrophilic patches over the silica surface.

We consider in section 5.7 the evolution of the structural arrangements of
the interfacial water molecules in response to variations in the silica surface
degree of hydroxylation. By tuning the degree of hydroxylation of the amor-
phous surface model we can play with the patches’s size, and hence observe
the outcome on the interfacial water organization, and provide explanations
in terms of solid-water and water-water interactions.

In section 5.8 we have considered one specific aspect of the morphology
of highly hydroxylated silica surfaces: the silanol nest, a concave zone of the
surface characterized by a high density of silanols. We especially focus on how
the presence of silanol nests at the silica surface modulates the specific coor-
dination environment and the SFG response of interfacial water molecules.

We conclude in section 5.9 by investigating the effect of electrolytes on the
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structure, the dynamics and the spectroscopy of amorphous silica-water inter-
faces. We reveal that ions adsorbed as inner sphere tune the hydrophobicity
of the silica-water interface by inducing an interfacial water that is highly
interconnected into a 2D-H-Bond network, reminiscent of the one observed
and characterized at the hydrophobic air-water interface[48]. The formation
of this extended 2D-HB network is put in relation with the experimental find-
ings of our collaborator Prof. Borguet (USA) of a decrease in the vibrational
life time of vibrationally excited water OH stretching modes when increasing
the solution electrolytes concentration.

5.1 Generalities on amorphous silica-water in-

terfaces

The characterization of the amorphous silica-water interface faces the com-
plexity of the surface composed by an irregular (not periodic) and inhomo-
geneous distribution of various kinds of surface groups that can each interact
differently with water molecules. Spectroscopic evidence by NMR and IR
spectroscopies [183, 184] have shown that near neutral pH condition (pH=7)
the surface is mainly composed by syloxane bridges (Si-O-Si, see Fig.5.1-A),
silanols (Si-OH, see Fig.5.1 B-C-D) and negatively charged silanolates (SiO−).

Figure 5.1: Schematic representations of syloxane bridge (A) and of geminal (B), vicinal
(C) and isolated (D) silanols encountered at silica surfaces. Extracted from ref.[185]

The heterogeneous nature of the surface is also seen through the presence
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of several kinds of silanols Si-OH groups with a variable number of Si-(O-Si)n
bonds involving the considered central Si atom (labelled Qn where n is the
number of bonded siloxane bridges). Three kinds of surface silanols have been
detected by NMR[186]: geminals (Q2) where two OH groups are linked to the
same Si atom (B in Fig. 5.1), vicinals (Q3) characterized by one OH linked to
a Si atom that shares an oxygen with another silanol group (C in Fig. 5.1),
isolated (Q3) characterized by one OH linked to a silicon atom that is not
sharing any oxygen with another silanol group (D in Fig. 5.1).

The degree of deprotonation of the silanol groups is strictly dependent on
the pH of the solution in contact with the silica, e.g. when increasing the
pH over the point of zero charge (PZC) (∼ pH 2-4[178]) part of the silanol
groups starts to get deprotonated with the consequent formation of silanolates
(SiO−) on the surface.

The ratio between syloxane bridges (hydrophobic) and silanol groups (hy-
drophilic) monitors the macroscopic hydrophilicity of the silica surface. The
balance between the two species can be tuned by changing the conditions of
the surface preparation, typically by outgassing (i.e. gaseous emission from
the surface) the silica surface at high temperature. Pairs of neighbour silanols
located over the high hydroxylated zones of the silica surface, start to conden-
sate and thus lead to the formation of siloxane bridges at high temperature.

Figure 5.2: Distribution of the Si-OH groups as a function of the temperature of the sur-
face: (blue open circles) average concentration of total OH/nm2; (cyan solid squares) aver-
age concentration of Si-O-Si; (red open squares) average concentration of free OH groups;
(green solid circles) average concentration of H-bonded OH groups; (black open triangles)
average concentration of geminal groups. Reproduced with permission from ref.[184]

Such process of reconstruction of the silica surface is easily rationalized by the
distribution of OH groups as a function of the temperature of the pretreat-
ment of silica, as can be seen in Fig. 5.2: at ∼ 700 K all the H-Bonded silanols
(green curve, the H-Bond connectivity of the silanols can be obtained by IR
spectroscopy[177]) disappear in favour of syloxane bridges (cyan curve), while
no H-Bonded silanols (now free OH silanols) are still present and reach their
maximum concentration at the temperature of∼1000 K. The higher the tem-
perature of the surface pretreatment, the more hydrophobic is the resulting
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silica surface. See for example the wettability angle measurements of Lamb
et al.[187] on flat silica surfaces pretreated at various temperatures (between
800-1000 ◦C).

In absence of high temperature pre-treatment the average silanol density
on amorphous silica surfaces in presence of water vapour is ∼ 5.0 SiOH/nm2-
[177]. The average degree of hydroxylation of the silica surface in contact
with liquid water is however unknown.

In our paper reported at the end of section 5.7 we have tested the stability
of various hydroxylated amorphous silica model surfaces put in contact with
liquid water.

An aspect to consider when dealing with amorphous surfaces is their in-
homogeneous character: zones with high and low degree of hydroxylations
coexist, each one with its local chemistry and thus specific interactions with
water and varying from one amorphous surface to the next one. In order
to describe at the molecular level such inhomogeneous character different
nano−models of amorphous silica surfaces with various degrees of hydroxyla-
tion have been proposed in the literature[31, 188, 189]. The results obtained
in the nano-scale by computational techniques on the different hydroxylated
model silica surfaces are averaged in order to accurately mimic the complex
behaviour of amorphous silica surfaces in the macro-scale. Such approach has
revealed to be successful for the reproduction of the experimental IR spectra
of amorphous silica surfaces[31].

5.2 Effects of the surface degree of hydroxy-

lation on silica-water interfaces

Figure 5.3: Panel A: Schematic representation of a silanol nest. Yellow: silicon atoms;
red: oxygen atoms; white: hydrogen atoms. Panel B: Simulated water adsorption isotherms
in silicalite with various numbers of silanol nests per unit cell. Figure reproduced with
permission from ref.[190]

The heterogeneous surface composition of silica makes its interactions with
water notoriously complicated to identify experimentally, where only average
information both on the silica and the water are usually obtained. In this
regard modelling techniques based on molecular dynamics simulations have
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been successful approaches in order to get a microscopical insight into the
”local” properties of water in contact with different hydroxylated zones of an
amorphous silica surface.

Experimental and computational works have for instance focused on how
the presence of silanol nests, i.e. highly hydroxylated zones at the silica
surface composed by groups of silanols mutually interacting together (Fig.
5.3-A), can modulate the adsorption of water and bio-molecules on silica-
based materials (fused silica, silicalite and zeolites)[190, 191, 192, 112, 193].
The silanol nests represent the most hydroxylated regions of amorphous sil-
ica surfaces and can also be seen as defects on crystalline silica surfaces (e.g.
silicalite).

Yazaydin et al.[190] simulated the isotherms of water adsorption on sil-
icalite samples as a function of the number of silanol nests present at the
surface, by classical MD dynamics (see Fig. 5.3-B). Silicalite without silanol
nests adsorb an insignificant amount of water, as deduced also by experi-
mental data[194]. Progressively increasing the number of silanol nests at the
surface leads to a significantly higher water adsorption with respect to the
”defect-free” structure. Such result points to the higher hydroxylated zones
of silica surfaces as favored sites of (vapour) water adsorption.

Also when considering bulk water in contact with amorphous silica sur-
faces, similar results are obtained. Hassanali et al.[179] simulated liquid water
in contact with an amorphous silica surface by classical MD simulations. They
showed the existence of surface regions characterized by high and low water
affinity. As one can appreciate by the comparison of the two panels in Fig.
5.4, the water is found with a high affinity for the silica surface regions that
are rich in silanol groups (hydrophilic patches) while it is found with a low
affinity for the regions poor in silanol groups (hydrophobic patches).

Figure 5.4: Figure showing the affinity of water for hydrophilic patches on an amorphous
silica surface. The hydrophobic patches are delineated with white dashed lines. Figure
reproduced with permission from ref.[179]

In Section 5.6 we will also identify the presence of hydrophilic and hydropho-
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bic patches on differently hydroxylated amorphous silica surfaces in contact
with water. By tuning the degree of hydroxylation of the silica surface we will
play with the patches size and we will study the outcome on the interfacial
water organization.

Another example on how the surface degree of hydroxylation can template
the interfacial water properties is given by the work of Schrader et al.[195].
The diffusion of water in contact with amorphous silica surfaces of varying
degrees of hydroxylation, morphologies and kinds of surface silanol sites (gem-
inals, isolated, vicinals) is studied by combining Overhauser dynamic nuclear
polarization (ODNP) experiments and classical molecular dynamics simula-
tions. Their findings reveal the water diffusivity to correlate with the average
silica surface degree of hydroxylation; in particular diffusivity strongly de-
pends on the silica surface degree of hydroxylation and corrugation rather
than on the nature of the silanol sites at the surface (geminal, isolated, vici-
nal).

5.3 Effects of ions on silica-water interfaces

Beyond the surface degree of hydroxylation, the presence of ions is another
factor that can tune both the surface and water organization at silica-water
interfaces. Ions at the boundary between water and silica are of particular
interest in the domains of geochemistry and environmental sciences because
of the high abundance of water, ions and silica in/on the Earth crust. The
most abundant cations in natural water are Na+, K+, Ca2+, Mg2+; the ones
present in polluting emissions Cs+, Rb2+, Sr2+, Ba2+ have been shown to
have an enormous impact on the silica-water interface properties. For in-
stance, each of these cations have been shown to promote the accumulation
of surface negative charges on the silica surface by cation-anion specific elec-
trostatic interactions[196, 197]. The promotion of negative charges at the
silica surface induced by ions is of particular interest for our work since it can
modulate the water organization at the interface. In this regard the compu-
tational work of Pezzotti et al.[49] by MD and theoretical spectroscopy has
extensively characterized the water organization as a function of an increasing
negative charge on crystalline and amorphous silica surfaces.

Many works[198, 199, 200, 197], mostly based on potentiometric titra-
tions, have tried to unveil the origin of the ions induced silica surface charge,
by correlating the cationic hydration radius with the surface charge generated
at the silica surface. Two opposite trends for the alkali metal (IA, group 1
in the periodic table) and alkali earth cations (IIA, group 2 in the periodic
table) are obtained (Fig. 5.5). For the alkali metal monovalent cations (IA,
solid circles) the surface charge increases proportionally with respect to the
hydration radius (positive lyotropic trend), while the opposite trend (neg-
ative lyotropic trend) is obtained for the alkaly earth divalent cations (IIA,
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Figure 5.5: Relationship between the crystallographic radius of alkali and alkaline earth
cations and the silica surface charge density. The surface charge is measured at pH=8.
Figure reproduced with permission from ref.[197]

diamonds). Dove et al.[197] found the same lyotropic trends in the magnitude
that the ions affect the water structure (i.e. structure-breaker for IA cations
and structure-maker for IIA cations). These authors invoke the specific in-
terfacial water organization in the cation solvation shell as the origin of such
phenomenon. In agreement, the theoretical work of Lyklema et al.[201] points
to changes in the configurational entropy of the interfacial water in response to
ions adsorption on the silica surface as the origin of the ion specific behaviour.
Instead, the phenomenon has been rationalized by Severjensky[202, 203] by
following the trends in the hydration energy in the case of alkali metals (IA)
and hydrated radii size for the alkaline earths (IIA).

Recently, works have focused on how adsorbed ions directly modulate the
water interfacial organization. Dello Stritto et al.[204] have provided a mi-
croscopical insight into the monovalent and divalent ions adsorption at the
quartz (101)/water interface under different pH conditions by DFT-MD. They
nicely find that both cations and anions adsorb at the surface and perturb the
interfacial H-Bond network by inducing an O-H in plane orientation of both
the silanol groups and of the water molecules residing at the interface. Both
cations and anions have a stronger effect on the interfacial water structure
when compared to the structure of liquid water, especially when a contact
ion pair (CIP) is formed. Similarly the previous computational work of Pfeif-
fer et al.[205] reported the inner sphere adsorption of K+ and Na+ at the
α-(0001) quartz-water interface to induce an O-H in plane ordering of the
silanol groups at the surface.

Notice at last that the dissolution of quartz is also promoted by the pres-
ence of ions at the interface. Several experimental works have shown that the
presence of ions, even at low concentrations, can increase the quartz rate of
dissolution at neutral pH condition by more than one order of magnitude[206,
207, 208, 209, 210, 211]. Interestingly the quartz dissolution is found to be
dependent on the specific ionic species and shows different trends with respect
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to different electrolytes.

5.4 SFG spectroscopy, a useful tool to inter-

rogate silica-water interfaces

All the aforementioned works point to a strong modulation of the interfa-
cial water properties by the silica surface degree of hydroxylation and solution
ionic strength. However in order to fully rationalize the effect of the degree of
hydroxylation and electrolytes on the silica-water interface, an experimental
technique able to probe ”in situ” the heterogeneous chemistry governing the
interface structural and dynamical properties is mandatory.

In this regard optical second harmonic generation spectroscopy (SHG)[212,
213] and sum frequency generation spectroscopy (SFG)[214, 215, 216, 217,
218, 219, 220, 221, 222, 223, 224] offer the required surface specificity, as they
specifically probe non centro-symmetric media, like the interfaces. In SFG
experiments, in particular, the heterogeneous chemical interactions occurring
at the boundary between the water and other media are probed and resolved
on the frequency domain, allowing to directly unveil the specific interface
structure.

More in details, SFG experiments are based on one tunable IR beam and
one fixed visible beam that overlap at an interface. The second order sus-
ceptibility χ(2)(ω) of the interface is measured as a function of the frequency
ω, which is the sum of the two laser input frequencies. The outcoming SFG
beam intensity is in fact proportional to the square of χ(2)(ω), while its fre-
quency is equal to the sum of the frequencies of the two incoming IR and
VIS beams. Thanks to Heterodyne (HD) SFG experiments providing di-
rect measurements of the imaginary =(χ(2)(ω)) and the real <(χ(2)(ω)) parts
of the susceptibility, the direct knowledge of the water molecules and sur-
face groups averaged orientations at the interface can be obtained[138, 139].
More recently, time resolved (TR-SFG) and 2D-SFG (the surface specific
equivalent of 2D-IR) experimental set-ups have been developed, providing
direct time dependent information on the interfacial vibrational relaxation
processes[225, 226, 227, 228, 229, 230, 231].

Because of its sensitivity to non centro-symmetric media, SFG is consid-
ered as one of the most powerful technique to interrogate mineral/water in-
terfaces. Several works based on vibrational sum frequency generation (SFG)
non-linear spectroscopy in the OH stretching region have for instance unrav-
elled the puzzling water and solid organizations at silica-water interfaces[232,
233, 185, 234, 235, 236, 237].

There are mainly two bands recorded, one at 3200 and one at 3400 cm−1

(see the conventional |χ2(ω)|2 spectra in Fig. 5.6-A). They have been early on
assigned respectively to ”liquid like” (3400 cm−1) and ”ice like” (3200 cm−1)
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water populations[232]. Recently the advent of phase resolved HD-SFG techni-
que[238], sensitive to the O–H orientations with respect to the surface normal,
has allowed to reveal the orientation of the water populations at the origin
of the two SFG bands (see the =(χ(2)(ω)) spectrum in Fig. 5.6-B [234]). A
new assignment based on water donor/acceptor H-Bonds to the amorphous
surface groups has been proposed. In particular, the positive maximum in
the =(χ(2)(ω)) spectrum (Fig. 5.6-B) has been associated to water molecules
donating H-Bonds to silanols while the negative band has been assigned to
water molecules accepting H-Bonds from silanol groups[234].

Figure 5.6: Panel A: Shen’s group |χ2(ω)|2 SFG signal of silica-water interfaces at PZC
(pH=2−4). Panel B: Tahara’s group =(χ(2)(ω)) SFG signal of silica-water interfaces at
PZC. Figure reproduced with permission from ref.[234][239]

The origin of the signal at∼ 3600 cm−1, present at the amorphous silica-
water interface spectrum and absent in the quartz/water interface SFG spec-
trum, has been source of controversies in the literature. In particular it has
been long debated whether it arises from unbonded silanol groups[185] or
water quasi-free OH groups[135, 234, 237, 236]. The SFG spectra reported
and discussed here above have been conducted at pH=PZC where the silica
surface is fully protonated, and thus neutral. In these isoelectric conditions,
SFG spectroscopy probes solely the Binding Interfacial Layer (BIL[49, 239]),
i.e. the first water layer in contact with the silica surface where centro-
symmetry is broken by the chemical and physical interactions of the water
molecules with the silica surface[114, 240]. Conversely when the silica surface
is charged (pH>PZC) or charged chemical species (e.g. ions) are residing
at the interface, a long-range electrostatic perturbation comes into play and
both the BIL and the Diffuse Layer (DL)[114, 240] are probed by SFG. The
Diffuse Layer is the water layer, subsequent to the BIL, composed by wa-
ter molecules possessing the bulk H-Bonding structure but oriented by the
long−range static field arising from the screening of charged chemical species
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at surfaces. This is in a nutshell liquid water oriented by an electric field.
It follows that the interpretation of SFG spectra of silica water interfaces

at pH higher than the PZC, where the silica surface is negatively charged
and/or in presence of ions, requires the deconvolution of the signal aris-
ing from the DL layer from the one arising from the ”true BIL interface”.
Recently, both experimental[240] and theoretical[114] communities have de-
veloped the required tools to achieve such deconvolution and hence be able
to reveal the BIL structure and dynamics at charged interfaces. Thanks to
this it becomes possible to study and rationalize how pH and ions change
the spectroscopic and structural properties of the BIL-water in contact with
silica[49, 241, 237, 242, 243]

Both steady-state-SFG (static SFG) and TR-SFG (time resolved SFG)
spectroscopy in combination with molecular dynamics[232, 224, 244, 245, 234,
241, 231, 135, 230, 243, 246, 247, 248, 249, 250, 232, 234, 236, 251, 252, 253]
have strongly improved our knowledge of the effects of pH, surface degree of
hydroxylation and ions concentration on the silica-water interface organiza-
tion. However, controversies arising from the molecular assignments of the
SFG bands, the SFG probing depth and the complexity of the system make
the question on how water behaves in contact with amorphous silica surfaces
still far to be solved.

This is the starting point of this thesis work for the structural charac-
terization of the water in contact with amorphous silica surfaces by means
of DFT-MD simulations and theoretical and experimental SFG spectroscopy.
The use of theoretical spectroscopy offers a direct link between the micro-
scopic knowledge given by DFT-MD simulations and the macroscopic one
probed by SFG experiments. This is the expertise of the Gaigeot group. In
particular we extract from simulations useful SFG marker bands describing
the chemistry at the interface arising from the OH interfacial water and OH
silica surface groups, and we compare them with SFG experiments in the OH
stretching frequency region. In this way the relationships between structure
and spectroscopy can be unveiled and the interfacial water organization at
the amorphous silica-water interface and its evolution in response to changes
in the surface degree of hydroxylation and solution ionic strength can be ra-
tionalized. Moreover the interfacial vibrational relaxation mechanisms can
be directly probed in time resolved SFG experiments, providing further com-
plementary information on the aqueous interface. Our synergistic approach
puts us in the position to reveal the molecular interactions that govern the
microscopic and macroscopic organization of the water at the interface with
silica and to unveil the microscopic origin of the detected experimental SFG
spectra.
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5.5 DFT-MD allows the deconvolution of SFG

spectra. Test case on the most common

amorphous silica-water interface (4.5 OH-

/nm2 hydroxylation)

The results presented in this chapter have been obtained in collaboration
with my colleagues Dr. Simone Pezzotti (PhD thesis[131] NNT:2019SACLE008)
and Dr. Daria Ruth Galimberti (Post-Doc in the group). The SFG deconvo-
lution scheme reported in this section is related to the one used for the char-
acterization of other water-silica interfaces by the Gaigeot group in ref.[49].

In this section we identify and classify the interactions that finely govern
the silica-water interface structural organization by deconvolving the theoret-
ical SFG spectrum of the 4.5 SiOH/nm2 silica model surface in contact with
liquid water into specific OH groups populations, that are the markers of the
water-water and solid-water interactions. In the next sections, by studying
the evolution of the SFG marker bands of the OH-groups, identified hereafter
on the 4.5 SiOH/nm2 silica surface, we investigate the evolution of the silica-
water (section 5.6) and water-water (section 5.7) interactions as a function of
varying solution ionic strength and surface degree of hydroxylation.

Our investigation starts by comparing the theoretical SFG spectrum of a
hydroxylated 4.5 SiOH/nm2 silica model surface in contact with liquid water
with an experimental SFG spectrum of the fused/silica water interface. The
choice to use a silica model surface with 4.5 SiOH/nm2 degree of hydroxyla-
tion is dictated by the following considerations:

1) It is by far the most representative model silica surface to reproduce
correctly the spectroscopic properties of a ”macroscopic” non treated amor-
phous silica surface in the OH frequency region as shown by ref.[31]

2) The value of 4.5 SiOH/nm2 is close to the 5.0 SiOH/nm2 averaged
degree of hydroxylation found by Zhuravlev for a set of about 100 different
silica aerogel samples.[254, 176, 177]

The experimental and theoretical spectra have been obtained at pH=PZC
(pH∼2-4), without including electrolytes in the case of the DFT-MD simula-
tions. This is the isoelectric point, where only the first water layer in contact
with the solid (i.e. BIL) is probed by SFG.

We have applied the deconvolution scheme developed in the Gaigeot group
[131] in order to separate BIL/DL SFG contributions. We find the SFG-signal
arising solely by the BIL (3.0 Å thickness), while centrosymmetry is recovered
in the water layer located just after the BIL and composed by non SFG-active
bulk water molecules (centrosymmetry of liquid water).

All the computational details regarding the DFT-MD simulations of silica-
water interfaces presented in this chapter, using the model silica surfaces
developed by Ugliengo and Bernasconi[31, 188], are found in the method sec-
tions of the papers reported at the end of each section.

Within these conditions, we compare the results of the theoretical =(χ(2)(ω))
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spectrum, obtained by DFT-MD, to the experimental =(χ(2)(ω)) spectrum of
ref.[234] in order to test the reliability of our model in reproducing the spec-
troscopic and structural properties of the considered silica-water interface.
Once validated to experiment, the simulated spectrum can be deconvolved
into elemental contributions. The comparison in Fig. 5.7-A shows an excel-
lent agreement between the theoretical and experimental =(χ(2)(ω)) spectra.

Figure 5.7: (A): comparison between theoretical (black) and experimental[234] (red)
=(χ(2)(ω)) spectra of the fused/amorphous silica-water interface in absence of high temper-
ature surface pre-treatment (estimated 4.5–5.0 SiOH/nm2 surface hydroxylation). Theoret-
ical deconvolution of the SFG spectrum into the individual contributions of the four SFG-
active OH-populations in the BIL (bottom) for silica-water interfaces at the iso-electric
point. The notation is organized in the way that the first part of the name refers to the
OH-oscillator considered, i.e. BIL water OH, while the second part (after the −) refers to
the H-Bonded partner, i.e. syloxane bridge Si-O-Si, in-plane silanol. (B): scheme of the
four SFG-active OH-populations found here.

Now that the reliability of our model is assessed, we provide a decon-
volution of the theoretical SFG spectrum into the OH populations that are
present in the BIL. The OH populations have been classified by chemical na-
ture, respectively of the OH donor of hydrogen bonds (silanol or water) and
of the H-Bond acceptors (siloxane bridge, silanols, BIL-water, bulk-water).

Four OH populations, schematically presented in Fig. 5.7-B, have hence
been found to be SFG active. One of them arises from the Si-OH groups
donating HBs to BIL-water, while the rest are various OH groups of the BIL
water molecules. Looking at the SFG spectrum deconvolved into these four
OH populations, we find (Fig. 5.7-A):

1) The OH groups of the BIL water molecules that donate H-Bonds to
surface silanols (OH-SiOH, orange curve in the figure) provide a positive
=(χ(2)(ω)) band, centred at ∼3450 cm−1. The positive sign of the band
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arises from the OH orientation, i.e. pointing from the liquid to the solid
phase (along the normal to the surface as defined by convention in SFG).
Among the four populations, this population is the one with the most intense
signal in the high frequency region, i.e. ≥3400 cm−1.

2) The OH groups of the BIL water molecules weakly interact with the
surface siloxane bridges (OH-SiOSi, blue curve in the figure) and provide
a positive =(χ(2)(ω)) signature blue shifted in position with respect to the
OH-SiOH one (∼3660 cm−1 vs ∼ 3450 cm−1). This is due to the exposed
Si-O-Si groups[135, 236, 255] being hydrophobic sites with a weaker Lewis
basicity with respect to the hydrophilic silanol groups[256]. The high fre-
quency (∼3660 cm−1) of this feature indicates the quasi-free nature of the
water OH groups, weakly interacting with Si-O-Si sites. The lower intensity
of the OH-SiOSi band with respect to the OH-SiOH band (Fig. 5.7-A) is due
to the lower number of BIL-water molecules interacting with Si-O-Si groups
compared to the number of BIL-water interacting with SiOH groups at the
4.5 SiOH/nm2 silica-water interface (all details can be found in ref.[135]).
The balance between these two water OH populations can be monitored by
the intensity ratio of their relative SFG signatures that, as will be elucidated
in the next section 5.6, depends on the surface degree of hydroxylation.

3) OH groups of silanols donate strong HBs to water molecules in the BIL
(denoted SiOH-BIL, red curve in the figure) and provide a negative =(χ(2)(ω))
band because of their opposite orientation with respect to the previous two
populations. The red-shifted position of their SFG signature as compared to
the one arising from OH-SiOH groups (∼3150 vs ∼ 3450 cm−1) is the spectro-
scopic evidence of the asymmetric H-Bonding properties of surface silanols,
with the SiOH sites being able to donate stronger HBs than the ones they ac-
cept, coherently with previous calculated pKa values for SiOH and Si(OH2)

+

species[257, 258]. Such OH population is the major contributors to the SFG
spectrum below 3400 cm−1.

4) OH groups of the BIL water molecules donate HBs to the subsequent
water molecules that are located in the bulk liquid (denoted OH-Bulk, black
curve in the figure). The water molecules that receive HBs from surface
silanols (population 3) in turn donate HBs preferentially to water molecules
located in the subsequent bulk layer, which are thus predominantly oriented
toward the bulk of water and consequently provide a negative =(χ(2)(ω)) sig-
nature, here centred at ∼ 3350 cm−1. None of the BIL-water molecules is
found with both its O-H groups simultaneously H-Bonded to surface SiOH
groups (OH-SiOH population in our nomenclature) or simultaneously H-
bonded to bulk water molecules (OH-Bulk population).

The microscopic picture emerging from the theoretical deconvolution of
the =(χ(2)(ω)) spectrum is consistent with the experimental investigations
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and interpretations by Tahara’s group[234], concluding that the positive in-
tensity in the =(χ(2)(ω)) spectrum (reported in black in the upper panel of
Fig. 5.7-A) arises from water molecules donating HBs either to SiOH or to
Si-O-Si surface terminations, while the negative intensity arises from water
molecules receiving HBs from surface silanols and simultaneously donating
HBs to water molecules located farther from the surface[234, 241]. Addi-
tional isotopic dilution (H2O/D2O) experiments performed by this experi-
mental group, also showed that the SFG spectrum in the 2600-4000 cm−1

is not strongly modified upon an increase in the percentage of deuterated
water, suggesting that intra- and inter- molecular couplings do not play a
relevant role in the SFG response of silica-water interfaces at low pH (isoelec-
tric) conditions. This leads to the conclusions that interfacial water molecules
in the BIL statistically have both its O-H groups neither simultaneously H-
Bonded to surface SiOH groups (OH-SiOH population in our nomenclature)
nor simultaneously H-bonded to bulk water molecules (OH-Bulk population).

With the gained knowledge on the specific SFG signatures of the silica-
water and water-water interactions at the origin of the SFG spectrum we are
now in the position to follow and characterize their evolution as a function
of changes in the silica surface degree of hydroxylation (see sections 5.6 and
5.7) and as a function of changes in the surface morphology (see section 5.8).

5.6 Tuning the silica surface hydrophilicity and

the silica-water interactions

The results presented hereafter refer to the computational side of our
[PNAS, 116, 1520-1525 (2019)] published work included at the end of this
section. They have been obtained in collaboration with one of our experimen-
tal partners: the Bonn and Backus’s group at the Max Planck Institute for
Polymers in Mainz, Germany.

In this section we investigate the evolution of silica-water interactions
by tuning the degree of hydroxylation of the silica surface and monitoring the
outcome on the solid-water SFG signatures assigned to specific OH (water
and surface silanols) populations. In order to achieve that by means of DFT-
MD and theoretical SFG spectroscopy, we will use two model silica surfaces
in contact with liquid water, differing by the degree of hydroxylation, i.e. 4.5
(hydrophilic) and 3.5 (less hydrophilic) SiOH/nm2. Both model surfaces were
obtained[31] from the same highly hydroxylated silica surface (7.2 SiOH/nm2)
by simulating the dehydration process occurring when outgassing the silica at
high temperature[31] plus further reconstruction when in contact with water.
More details on the computational set up and on the model surfaces can be
found in the method section and in the S.I. of our paper [PNAS, 116, 1520-
1525 (2019)] reported at the end of this section.
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5 Structural and spectroscopic characterization of the amorphous
silica-water interface

We first focus on the surface morphologies of the two model surfaces.
Fig. 5.8-A reports the distribution of silanols (hydrophilic sites, grey balls in
the figure) and of the exposed siloxane bridges (hydrophobic sites, red balls
in the figure) for the 4.5 and 3.5 SiOH/nm2 model surfaces. We observe for
both surfaces a non-uniform distribution of silanols and siloxane bridges, with
coexisting silanol rich and silanol poor domains over the surface. The dashed
red lines in Fig. 5.8-A indicate the most hydrophobic surface areas where the
local silanol density is ≤ 1.5 SiOH/nm2. We can clearly notice how the sil-
ica surface is organized in hydrophilic (silanol rich) and hydrophobic (silanol
poor) patches which size is strictly dependent on the degree of hydroxylation
of the amorphous silica surface.The vSFG spectrum (Imχ(2)) of interfacial water has been

extracted from the DFT-MD simulations, following our recent
works (49–51) (black lines in Fig. 3, details in the SI Appendix)
for the 3,500–3,800 cm−1 spectral region for each silica–water
interface. The vSFG spectral intensity in this range can be traced
to the 3-Å-thickness water monolayer at the direct interface with
the silica surface (binding interfacial layer [BIL], see SI Appendix
and refs. 49 and 50) and more specifically to contributions from
two distinct water OH groups (dashed red and green lines in Fig.
3; details in the SI Appendix). Within the BIL, water molecules
with one OH group pointing toward a siloxane bridging oxygen
atom solely produce the positive band at 3,660 cm−1 (green line
in Fig. 3). The high frequency of these features indicates the
quasi-free nature of the OH groups. The water molecules with
one OH group pointing toward an in-plane surface silanol site
give rise to the broad positive vSFG band, centered at 3,470 cm−1,
illustrated as red lines in Fig. 3 and showing only the tail of the
band in the 3,500–3,800 cm−1 range of interest here. On average,
the latter water population has no dangling O-H, while the O-H
pointing toward the siloxane bridge in the former water pop-
ulation is the only dangling O-H. The surface silanol sites do not
contribute to the vSFG spectral features in the 3,500–3,800 cm−1

range (see SI Appendix where we show that only the in-plane
silanols have vibrational signatures in the 3,500–3,800 cm−1

range, however not vSFG active because of their in-plane ori-
entation). Note that although the DFT-MD-vSFG is obtained
at the isoelectric point (pH ∼ 2) the experiment is measured at
pH ∼ 7, where the surface is slightly negatively charged, hence
providing an overlapping diffuse layer vSFG positive contribution
at 3,200–3,400 cm−1 (51, 52). This does not affect the 3,660 cm−1

band of interest in this work.
The number of water molecules that belong to these two

populations depends on the degree of hydroxylation of the sur-
face. We find that the water population with one OH group
pointing toward a siloxane bridge increases from 0.8 to 3.0 water
molecules/nm2 when going from 4.5 to 3.5 SiOH/nm2 surface silica

hydroxylation. With increased silanol density, fewer water mole-
cules interact with siloxane bridges due to steric hindrance by
adjacent silanol groups. Removing one SiOH/nm2 from the silica
surface leads to the reconstruction of the surface, creating one
siloxane bridge and one desorbed water starting from two surface
silanols. Without these silanols, the siloxanes are now free to in-
teract with water and hence give rise to the observed roughly 4
times increase in water interacting with siloxanes.
There is spectroscopic evidence from experiments and simu-

lations of water dangling/quasi-free OH groups at the direct interface
with nominal hydrophilic silica surfaces. This counterintuitive result
stems from the coexistence of hydrophilic and hydrophobic patches
on the silica surface. This is derived from the DFT-MD simulations
and illustrated in Fig. 4 by correlating the spatial distribution of
surface silanol/siloxane (exposed) sites with the spatial distribution of
BIL-water molecules that have one dangling O-H group with the
3,660 cm−1 vSFG signature for two surfaces with a different silanol
density. The lateral (x–y directions along the solid surface) spatial
distribution of silanol groups (represented by gray balls) and siloxane
sites (Si-O-Si represented by red O atoms) at the two silica surfaces
are presented in Fig. 4 A and C, Left. The corresponding density of
BIL water with one 3,660 cm−1 O-H group is presented in Fig. 4 B
andD, Right, over the same lateral dimensions and same orientation
of the silica surfaces. The maximum density is in red in these plots. A
one-to-one correspondence between siloxane sites and quasi-free
OH density is clearly observed.
Fig. 4 A and C nicely show that there is a nonuniform distri-

bution of silanols and siloxanes at the two silica surfaces, with
coexisting silanol-rich (hydrophilic) and siloxane-rich (hydro-
phobic) domains at the surfaces. The red line in the figures in-
dicates the most hydrophobic surface areas where the silanol
density is ≤1.5 SiOH/nm2. Clearly, hydrophobic patches are

Fig. 3. DFT-MD simulations reveal the origin of hydrophobic sites on the
fused silica surface. (Left) Theoretical vSFG signal (Imχ(2)) in the 3,500–
3,800 cm−1 region for two silica surfaces with various degrees of surface
hydroxylation (3.5 and 4.5 SiOH/nm2). The black line is the total vSFG signal
and the dotted lines are the microscopic assignments (deconvolved signa-
tures, see text and SI Appendix). Green dashed line: vSFG due to the water
molecules that have one O-H oscillator pointing toward a siloxane bridge.
Red dashed line: vSFG due to the water molecules with one O-H oscillator
pointing toward an in-plane silanol group. (Right) Snapshots from DFT-MD
simulations illustrating the microscopic origin of the observed spectral con-
tributions (see text for details).
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Fig. 4. Correlation between the spatial distributions of surface silanol/
siloxane exposed sites (Left) and water molecules with a quasi-free OH group
(Right). (Left) Top view of the two silica surfaces modeled in the DFT-MD:
silanol density of 3.5 SiOH/nm2 (A) and 4.5 SiOH/nm2 (C). The red lines in-
dicate the hydrophobic patches (i.e., areas of the surface with the lowest
silanol densities). The surface SiOH groups are highlighted with gray balls for
oxygens and hydrogens, while the Si-O-Si siloxanes are highlighted by the
oxygens only (in red). (Right) Density of water quasi-free OH groups spatially
resolved above the surface (x–y plane, same dimension and same orientation
as in A and C) for the 3.5 SiOH/nm2 (B) and 4.5 SiOH/nm2 (D) silica–water in-
terfaces modeled in the DFT-MD. The red/green colors refer to the maximum
probability to find a water quasi-free OH group, indicated by the scale bar.
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The vSFG spectrum (Imχ(2)) of interfacial water has been

extracted from the DFT-MD simulations, following our recent
works (49–51) (black lines in Fig. 3, details in the SI Appendix)
for the 3,500–3,800 cm−1 spectral region for each silica–water
interface. The vSFG spectral intensity in this range can be traced
to the 3-Å-thickness water monolayer at the direct interface with
the silica surface (binding interfacial layer [BIL], see SI Appendix
and refs. 49 and 50) and more specifically to contributions from
two distinct water OH groups (dashed red and green lines in Fig.
3; details in the SI Appendix). Within the BIL, water molecules
with one OH group pointing toward a siloxane bridging oxygen
atom solely produce the positive band at 3,660 cm−1 (green line
in Fig. 3). The high frequency of these features indicates the
quasi-free nature of the OH groups. The water molecules with
one OH group pointing toward an in-plane surface silanol site
give rise to the broad positive vSFG band, centered at 3,470 cm−1,
illustrated as red lines in Fig. 3 and showing only the tail of the
band in the 3,500–3,800 cm−1 range of interest here. On average,
the latter water population has no dangling O-H, while the O-H
pointing toward the siloxane bridge in the former water pop-
ulation is the only dangling O-H. The surface silanol sites do not
contribute to the vSFG spectral features in the 3,500–3,800 cm−1

range (see SI Appendix where we show that only the in-plane
silanols have vibrational signatures in the 3,500–3,800 cm−1

range, however not vSFG active because of their in-plane ori-
entation). Note that although the DFT-MD-vSFG is obtained
at the isoelectric point (pH ∼ 2) the experiment is measured at
pH ∼ 7, where the surface is slightly negatively charged, hence
providing an overlapping diffuse layer vSFG positive contribution
at 3,200–3,400 cm−1 (51, 52). This does not affect the 3,660 cm−1

band of interest in this work.
The number of water molecules that belong to these two

populations depends on the degree of hydroxylation of the sur-
face. We find that the water population with one OH group
pointing toward a siloxane bridge increases from 0.8 to 3.0 water
molecules/nm2 when going from 4.5 to 3.5 SiOH/nm2 surface silica

hydroxylation. With increased silanol density, fewer water mole-
cules interact with siloxane bridges due to steric hindrance by
adjacent silanol groups. Removing one SiOH/nm2 from the silica
surface leads to the reconstruction of the surface, creating one
siloxane bridge and one desorbed water starting from two surface
silanols. Without these silanols, the siloxanes are now free to in-
teract with water and hence give rise to the observed roughly 4
times increase in water interacting with siloxanes.
There is spectroscopic evidence from experiments and simu-

lations of water dangling/quasi-free OH groups at the direct interface
with nominal hydrophilic silica surfaces. This counterintuitive result
stems from the coexistence of hydrophilic and hydrophobic patches
on the silica surface. This is derived from the DFT-MD simulations
and illustrated in Fig. 4 by correlating the spatial distribution of
surface silanol/siloxane (exposed) sites with the spatial distribution of
BIL-water molecules that have one dangling O-H group with the
3,660 cm−1 vSFG signature for two surfaces with a different silanol
density. The lateral (x–y directions along the solid surface) spatial
distribution of silanol groups (represented by gray balls) and siloxane
sites (Si-O-Si represented by red O atoms) at the two silica surfaces
are presented in Fig. 4 A and C, Left. The corresponding density of
BIL water with one 3,660 cm−1 O-H group is presented in Fig. 4 B
andD, Right, over the same lateral dimensions and same orientation
of the silica surfaces. The maximum density is in red in these plots. A
one-to-one correspondence between siloxane sites and quasi-free
OH density is clearly observed.
Fig. 4 A and C nicely show that there is a nonuniform distri-

bution of silanols and siloxanes at the two silica surfaces, with
coexisting silanol-rich (hydrophilic) and siloxane-rich (hydro-
phobic) domains at the surfaces. The red line in the figures in-
dicates the most hydrophobic surface areas where the silanol
density is ≤1.5 SiOH/nm2. Clearly, hydrophobic patches are

Fig. 3. DFT-MD simulations reveal the origin of hydrophobic sites on the
fused silica surface. (Left) Theoretical vSFG signal (Imχ(2)) in the 3,500–
3,800 cm−1 region for two silica surfaces with various degrees of surface
hydroxylation (3.5 and 4.5 SiOH/nm2). The black line is the total vSFG signal
and the dotted lines are the microscopic assignments (deconvolved signa-
tures, see text and SI Appendix). Green dashed line: vSFG due to the water
molecules that have one O-H oscillator pointing toward a siloxane bridge.
Red dashed line: vSFG due to the water molecules with one O-H oscillator
pointing toward an in-plane silanol group. (Right) Snapshots from DFT-MD
simulations illustrating the microscopic origin of the observed spectral con-
tributions (see text for details).
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Fig. 4. Correlation between the spatial distributions of surface silanol/
siloxane exposed sites (Left) and water molecules with a quasi-free OH group
(Right). (Left) Top view of the two silica surfaces modeled in the DFT-MD:
silanol density of 3.5 SiOH/nm2 (A) and 4.5 SiOH/nm2 (C). The red lines in-
dicate the hydrophobic patches (i.e., areas of the surface with the lowest
silanol densities). The surface SiOH groups are highlighted with gray balls for
oxygens and hydrogens, while the Si-O-Si siloxanes are highlighted by the
oxygens only (in red). (Right) Density of water quasi-free OH groups spatially
resolved above the surface (x–y plane, same dimension and same orientation
as in A and C) for the 3.5 SiOH/nm2 (B) and 4.5 SiOH/nm2 (D) silica–water in-
terfaces modeled in the DFT-MD. The red/green colors refer to the maximum
probability to find a water quasi-free OH group, indicated by the scale bar.
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Figure 5.8: Surface hydrophilic/hydrophobic patches and associated SFG markers as a
function of the silica surface hydroxylation. (A): top view of the two silica surfaces
used in the DFT-MD simulations, respectively with silanol density of 3.5 SiOH/nm2 and
4.5 SiOH/nm2. The red lines indicate the hydrophobic patches (i.e. areas of the surface
with the lowest silanol densities). The surface SiOH groups are highlighted with gray balls
for oxygens and hydrogens, while the Si-O-Si siloxanes are highlighted by the oxygens only
in red. (B): density of water OH groups involved in OH-SiOSi interactions (giving rise to
the 3660 cm−1 SFG marker band of the hydrophobic patches) spatially resolved above the
surface x–y plane. (C): theoretical SFG =(χ(2)(ω)) signal in the 3500-3800 cm−1 region
for the two silica-water interfaces. The black line is the total SFG signal, the green dashed
line is the signal of water OH groups involved in the OH-SiOSi interactions (see Fig. 5.7
for OH-groups definition), markers of hydrophobic patches, while the red dashed line is
the signal of water OH groups involved in OH-SiOH interactions, markers of hydrophilic
patches.

The organization of the hydrophilic and hydrophobic surface sites in pat-
ches is totally coherent with the chemistry behind the reconstruction of the
silica surface when outgased at high temperature. The condensation of two
SiOH-SiOH groups located in proximity from each other leads to the forma-
tion of a siloxane bridge at the surface and one desorbed water molecule.
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5.6 Tuning the silica surface hydrophilicity and the silica-water interactions

Without those silanols, all the siloxanes in the proximity of the newly formed
siloxane bridge become exposed, which results in the formation of an extended
hydrophobic patch. They are now free to interact with water.

The density of water interacting with the siloxane bridges (Fig. 5.8-B)
is calculated along our MD simulations for the two differently hydroxylated
amorphous silica aqueous surfaces and reported in Fig. 5.8-B. One can imme-
diately see that the density of water is correlated with the one of the siloxane
bridges, i.e. directly correlated with the patch of hydrophobicity. The pres-
ence of a more extended hydrophobic patch (and less extended hydrophilic
one) at the 3.5 SiOH/nm2 compared to the 4.5 SiOH/nm2 leads to an increase
in the water-siloxane bridge interactions (see the red spot in Fig. 5.8-B).

As a consequence, the SFG peak at ∼3660 cm−1, marker of the hydropho-
bic patches, gains intensity over the ∼3450 cm−1 band (marker of hydrophilic
patches). This is shown in Fig. 5.8-C, where the contributions of OH-SiOH
and OH-SiOSi water OH groups to the total SFG spectrum are deconvolved
(red and green lines respectively). The 3660 cm−1 band arising from the OH-
SiOSi population hence increases with decreasing hydroxylation of the silica
surface from 4.5 SiOH/nm2 to 3.5 SiOH/nm2.

In the next section, by playing further with the surface patches, i.e. tun-
ing the degree of hydroxylation of the model silica surface, we will study the
evolution of the water structure organization at the boundary with the silica
surface.

All details on the hydrophilic/hydrophobic patches at silica-water inter-
faces and their SFG markers as a function of silica surface hydroxylation can
be found in our attached paper [PNAS, 116, 1520-1525 (2019): ”Molecular
hydrophobicity at a macroscopically hydrophilic surface”].
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Interfaces between water and silicates are ubiquitous and relevant
for, among others, geochemistry, atmospheric chemistry, and chro-
matography. The molecular-level details of water organization at
silica surfaces are important for a fundamental understanding of this
interface. While silica is hydrophilic, weakly hydrogen-bonded OH
groups have been identified at the surface of silica, characterized by a
high O-H stretch vibrational frequency. Here, through a combination
of experimental and theoretical surface-selective vibrational spec-
troscopy, we demonstrate that these OH groups originate from very
weakly hydrogen-bonded water molecules at the nominally hydro-
philic silica interface. The properties of these OH groups are very
similar to those typically observed at hydrophobic surfaces. Molecular
dynamics simulations illustrate that these weakly hydrogen-bonded
water OH groups are pointingwith their hydrogen atom toward local
hydrophobic sites consisting of oxygen bridges of the silica. An
increased density of these molecular hydrophobic sites, evident from
an increase in weakly hydrogen-bonded water OH groups, correlates
with an increased macroscopic contact angle.

hydrophobicity | sum frequency generation spectroscopy | surface science |
water | silica

Molecular-level insights into the structure and dynamics of
minerals in contact with aqueous solutions contribute not

only to a fundamental understanding of dissolution and sorption
processes on mineral surfaces, but also to potential new avenues
for their synthetic design (1, 2). Hydrophobic and hydrophilic
interactions between mineral oxide surfaces and aqueous solu-
tions are in particular relevant for water-mediated catalysis (3, 4)
of organic reactions and phase separation processes used in ap-
plications ranging from liquid chromatography to mineral froth
partitioning of hydrophobic and hydrophilic particles (5, 6). The
surfaces of minerals, in particular, silica, have been previously
characterized at the molecular level with NMR spectroscopy and
mass spectrometry to determine the surface density of hydroxyl
groups (7, 8). Spectroscopic evidence from NMR and IR spec-
troscopies have shown that, near neutral pH, the surface consists
of siloxane (Si-O-Si), silanol (Si-OH), and negatively charged
silanolate (Si-O−) groups (7, 9–11). The presence of surface OH
groups is not limited to silica: on CaF2 interfaces in contact with
NaOH solution at pH 12, Ca-OH groups have been identified (12,
13). Similarly at alumina oxide/water interfaces Al-OH groups
have been shown to terminate the Al2O3 surface (14–16).
For silica, much work on silanol groups has focused on either

dry silica surfaces in ultrahigh vacuum environments or under
exposure to water vapor (17–21). Isolated silanol groups in air
typically display a vibrational resonance around 3,750 cm−1 with
∼100 ps vibrational lifetimes (18, 19). However, typically silica
surfaces are in contact with aqueous solutions. This raises the
question of how the water affects the silica surface.
Surface-sensitive nonlinear optical techniques, like second har-

monic generation (SHG) and sum frequency generation (SFG)
spectroscopy have been used to elucidate the structure of in-
terfacial water at the silica/water interface (10, 20–26). SHG and

SFG are second-order nonlinear optical processes, where two
incident beams generate an emitted field at the sum of the two
input frequencies. In particular, vibrational SFG (vSFG) utilizes
a mid-infrared pulse resonant with a molecular vibration and
reveals the vibrational response of the interfacial molecules. The
primary focus of vSFG studies on the silica/water interface is on
the hydrogen-bonded O-H stretch modes, centered at 3,200 and
3,400 cm−1. However, several studies have, in addition, revealed
a peak centered at 3,680 cm−1, which corresponds to O-H vi-
brations that are weakly hydrogen bonded, the free O-H (10, 21,
22, 27). At the silica/water interface, the free O-H can originate
from the silica surface as a silanol group or an O-H group at the
surface of water terminating the hydrogen bond network. The
origin of the peak is difficult to ascertain with conventional
(homodyne detected) vSFG spectroscopy since information on
molecular orientation is contained in the sign of the response,
which is lost because the intensity signal is proportional to the
square of the response. Owing to the recent developments in
phase-resolved vSFG spectroscopy, it is possible to probe buried
solid/liquid interfaces and to determine the sign of the response
and thereby the absolute orientation of the interfacial O-H
groups (12, 23–25). Moreover, the vibrational and reorientational
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cation systems, oil extraction, and coatings. Characterizing the
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dynamics of interfacial molecules with this high vibrational fre-
quency have been reported (28, 29). Here, we show that
a combination of the phase-resolved vSFG and molecular
dynamics (MD) simulations provides evidence for very weakly
hydrogen-bonded water at the silica/water interface, which cor-
relates with the macroscopic wetting properties of the surface.
Furthermore, time-resolved vSFG reveals that these weakly
hydrogen-bonded water molecules have similar properties as
water at the water–air interface. This behavior of water is nor-
mally seen for water at hydrophobic interfaces, but not for hy-
drophilic interfaces. Thus, we define these water molecules as
hydrophobic water, following the terminology in ref. 30.

Results
The static vSFG spectrum of water at the buried interface of an
Infrasil 302 (fused) silica window in ssp polarization combination
(s-polarized SFG, s-polarized visible, and p-polarized infrared) is
depicted in Fig. 1A (blue line). The experiments are conducted
with pure Millipore water (pH ∼ 6). Three Lorentzian-shaped
resonances in the spectral region from 3,300 to 3,800 cm−1 ad-
equately describe the data (red line). The two peaks at low fre-
quencies (∼3,200 and 3,400 cm−1) represent hydrogen-bonded O-H
stretch vibrational modes, and the peak at ∼3,660 cm−1 indicates the
presence of weakly hydrogen-bonded OH groups. Although the
bandwidth in Fig. 1A does not extend to 3,200 cm−1, the resonance
has been well documented previously (24, 31). A detailed description
of the experimental setups can be found in the SI Appendix.
The high-frequency peak was not as pronounced in all previous

studies with a planar window due to different sample preparation.
The peak at ∼3,660 cm−1 is more prominent following heat

treatment (950 °C for 4 h) of the silica (10). This peak was
observed by Dalstein et al. (10), and assigned to silanol groups.
However, previous studies have contended that the density of
silanol groups decreases upon heating the silica substrate, with a
sharp decrease above 800 °C (8, 32). Furthermore, the full rehy-
droxylation of the silica substrate in contact with water has pre-
viously been found to proceed exceedingly slow (8, 9).
The origin of the ∼3,660 cm−1 peak is ambiguous; both water

and silica could have free OH groups, and both are viable options
to contribute to the resonance at ∼3,660 cm−1. One key difference
between the free OH from water and the silanol (Si-OH) group is
the molecular orientation: the free OH from water would orient
with the hydrogen pointing toward the silica surface, whereas the
silanol groups would be pointing toward the bulk water. It should
be noted that there are different types of surface silanol groups;
however, the net orientation of the OH is similar (8, 9, 33–35).
One technique to address the orientation of the free OH reso-
nance is phase-resolved vSFG spectroscopy, which measures the
complex vSFG spectrum. Depending on the net orientation of the
vibrational transition dipole, the response is positive or negative.
Thus, phase-resolved vSFG spectroscopy can differentiate be-
tween a free OH from water pointing toward the silica surface and
a silanol group with the OH directed away from the silica.
The imaginary spectrum from the phase-resolved vSFG ex-

periments of the silica/water interface reveals two positive peaks,
as illustrated in Fig. 1B. The peak centered around 3,400 cm−1

corresponds to hydrogen-bonded water at the silica/water interface.
The positive sign of this peak indicates that these hydrogen-bonded
water molecules are oriented with their hydrogen atoms toward
the negatively charged surface, in agreement with previous results
(23, 24). The peak at ∼3,660 cm−1 is also positive (Fig. 1B) and
indicates the net orientation of the hydrogen atom of the OH groups
contributing to this vibrational resonance are likewise oriented
toward the silica surface. Therefore, the data indicate that the
free OH signal originates from water molecules with the hydrogen
atom of their OH groups oriented toward the silica surface, rather
than from silanol groups. Further spectroscopic evidence utilizing
H2

18O is included in the SI Appendix. Isotopic substitution of
16O to 18O shifts the high-frequency O-H stretch vibration to
lower frequencies; this is not expected for silanol groups, which
are not expected to exchange oxygens with nearby water. The free
OH groups from water oriented toward the silica substrate dom-
inate the spectrum, yet silanol groups, pointing toward the water
may still be present at the surface.
To further characterize these hydrophobic OH groups at the

silica/water interface, we employ time-resolved vSFG spectros-
copy and compare their behavior with water in contact with other
hydrophobic interfaces. We measure both the population lifetime
and reorientation dynamics of the weakly hydrogen bonded –OH
species at the silica/H2O interface. Time- and polarization-resolved
measurements have previously been reported for the air/water,
octadecylsilane (ODS)/water, and aqueous peptide solution/air
interfaces, and we use these results as a comparison for the silica/
water interface (28, 29, 36, 37).
In the time-resolved vSFG experiments, a subset of OH groups

was excited with a 150-fs mid-IR excitation pulse spectrally centered
at 3,640 cm−1 (green line in Fig. 1C), and the time-dependent vSFG
intensity spectrum was detected with ppp polarization configuration
at various times after the pump pulse excitation (Fig. 1D). The
pump polarization was alternated between p- and s-polarization,
which are parallel and perpendicular to the probe pulse, respec-
tively, to probe the reorientation dynamics. The excitation pulse
breaks the azimuthal symmetry at the interface, and the decay of
the induced anisotropy can be followed in real time. In the absence
of molecular reorientation, the bleach lifetime should not display
any polarization dependence (28, 38).
Fig. 1C shows the static spectrum obtained from negative time

delays from the time-resolved vSFG experiments, which clearly

Fig. 1. Intensity and phase- and time-resolved surface-specific spectroscopy
of the silica–water interface; vSFG (A) intensity spectrum and (B) phase-
resolved (imaginary) spectrum of the silica/water interface collected in ssp
polarization combination (blue traces). The red lines are a description of
both datasets with one set of Lorentzian line shapes with a small non-
resonant signal shown as green lines. The vSFG (C) static intensity spectrum
(blue) and (D) time-resolved vSFG data of the silica/water (10 mM NaCl) in-
terface. The excitation pulse spectrum used in the time-resolved experiments
is illustrated in green (C). The data were collected in ppp polarization
combination. The time-resolved traces were collected for parallel-pump (red)
and perpendicular-pump (black) polarizations. The solid lines through the
time-resolved data originate from the model described in the text. The
sample geometries are illustrated in the Insets for the (A) intensity, (B)
phase-resolved, and (C) time-resolved setups.
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differs from the spectrum in Fig. 1A. For the time-resolved
measurements, the polarization combination, salt concentration,
and optical geometry were chosen to enhance the free OH signal.
To this end, an IR-grade fused hemispherical silica substrate
(Infrasil 302) is heated similarly to the previously described silica
windows before being put in contact with a 10-mM salt solution.
The 10-mM NaCl solution has been previously shown to reduce
the intensity of hydrogen-bonded water peaks, thereby increasing
the relative intensity of the free OH. The angles of incidence in
the vSFG setup were set to take advantage of total internal re-
flection (TIR) conditions to further boost the signal (39). The
employed ppp (rather than ssp) polarization combination yields
higher signal-to-noise for the TIR geometry (39). Combined, these
measures result in the high-frequency peak being more enhanced
using the hemisphere (Fig. 1C) than the window (Fig. 1A).
The time-resolved results are shown in Fig. 1D, where the

ratio of the SFG signals in presence and absence of the pump
pulse is plotted as a function of pump-probe delay. The decrease
in the ratio around 0 fs is the bleach of the ground state pop-
ulation. The offset at long delay times is due to slight heating
(about a few degrees) (40) of the sample after vibrational re-
laxation. The time-resolved data were fit with a single expo-
nential described by a three-level model, where a population of
molecules in the ground state is excited to a vibrationally excited
state and relaxes further to a heated ground state (41). The ex-
citation pulse was modeled by a Gaussian with an FWHM of
150 fs. A single time constant, e.g., the bleach lifetime (τ1), is
extracted from the fits. The bleach lifetimes were 0.8 ± 0.08 ps
and 1.3 ± 0.2 ps for parallel-polarized (τjj) and perpendicular-
polarized (τ⊥) excitation pulses, respectively.
Indeed, the bleach lifetimes of the “free”O-H at the silica/water

interface are very comparable to that of ∼1 ps reported for the
free O-H of water at the water/air interface and 1.3 ± 0.1 ps for
the extended hydrophobic interfaces (28, 36, 42). In contrast, the
observed dynamics are an order of magnitude faster than the
∼56 ps bleach lifetime measured for rigid surface silanol groups in
contact with water (43). It should be noted, that Heilweil et al.
(43) measured silica powder with physisorbed water in CCl4, but
not fully in contact with water and relied on infrared transmission
pump-probe measurements, rather than time-resolved SFG, each
with distinct selection rules. Therefore, the time-resolved data
indicates that the high-frequency peak from water pointing to the
silica surface behaves similarly to water at hydrophobic interfaces.
Beyond the vibrational bleach relaxation lifetime, the dynamics

contain information on the reorientation of the free OH groups at
the silica/water interface. Specifically, the time-dependent differ-
ence in the parallel and perpendicularly pumped traces reflects a
reorientation of excited OH groups. (28, 36) We semiquantitatively
compare the results obtained here τjj = 0.80 ± 0.08 ps and τ⊥ =
1.3 ± 0.2 ps, with results from experiments on free OH groups at
the water/air interface (τjj = 0.64 ± 0.04; τ⊥ = 0.80 ± 0.07 ps) and
the extended hydrophobic ODS/water surface (τjj = 1.34 ± 0.03;
τ⊥ = 1.55 ± 0.04 ps) (28, 36). The difference between the lifetimes
observed for different polarizations shows that reorientation
contributes significantly to the bleach dynamics, consistent with
the OH groups originating from water. It is further evident that
the reorientation dynamics of the OH groups studied here at the
water–silica interface are very comparable to the reorientational
dynamics of free OH groups of water at the hydrophobic water/
air and water/ODS interfaces.
Summarizing the dynamic studies, it is evident that both the

vibrational and reorientational dynamics of the free OH feature
occurs on a ∼1 ps timescale. This timescale is typical for interfacial
water and therefore consistent with the OH group being part of a
water molecule, rather than being a surface-bound silanol group.
Although the SFG results show there is microscopically water

present that behaves like water at a hydrophobic surface, it is
well known that macroscopically the silica surface is hydrophilic,

as can be seen from the contact angle measurements for a
nonheated and heated silica sample, illustrated in Fig. 2 A and B.
The contact angles were measured to be 8.9° ± 1.0° and 20.0° ±
1.5° for the non-heat-treated and heat-treated silica window, re-
spectively. These contact angles are in agreement with previous
studies (44). The larger contact angle for the heated sample
indicates a macroscopically less hydrophilic surface. Remarkably,
the SFG spectra reveal that this surface, as opposed to the non-
heated surface, exhibits an enhanced 3,660 cm−1 intensity in the
SFG spectra (Fig. 2 C and D). This points to a clear correlation
between the 3,660 cm−1 intensity, reflecting microscopic hydro-
phobicity, and the macroscopic contact angle. Apparently, water
with very weakly hydrogen-bonded OH groups, i.e., hydrophobic
water, is present at a hydrophilic surface.
The molecular origin of this very weakly hydrogen-bonded

water is not a priori evident: it could originate from a saturation
of the hydrogen bond acceptors from the silica, rendering un-
paired free OH groups from water. Another explanation could
be steric hindrance at the surface, resulting from, e.g., a spatial
mismatch between the typical distance between hydrogen bond
donors of the interfacial water network, and that of the hydrogen-
bonded acceptors at the silica surface.
To unravel the origin of this very weakly hydrogen-bonded

water, we performed density functional theory (DFT) MD sim-
ulations. Silica surfaces are composed of Si-OH silanols, which
have various pKa activity (11, 45, 46) and Si-O-Si siloxane bridges,
known as hydrophilic and hydrophobic sites, respectively (11, 47).
The surface density of silanols reveals the hydrophilic/hydrophobic
character of the surface, with 4–5 SiOH/nm2, which is represen-
tative of hydrophilic surfaces and 1–2 SiOH/nm2, which is repre-
sentative of hydrophobic ones (11). SFG phonons (48) do show
the existence of hydrophobic surface siloxanes at hydrophilic silica
surfaces. Two silica models are used in the DFT-MD simulations,
differing by the degree of surface hydroxylation (11), i.e., 4.5
(hydrophilic) and 3.5 (less hydrophilic) SiOH/nm2. The 3.5 SiOH/nm2

surface is chosen as a qualitative model for the effect of the heating
treatment in the experiment (11). The simulations are performed
at the point of zero charge, which also corresponds to the isoelectric
point. Further discussion regarding the effect of surface charge
on both the experimental and theoretical spectra can be found
in the SI Appendix.

Fig. 2. Correlation between molecular and macroscopic hydrophobicity.
Contact angle of water in contact with a nonheated (A) and heat-treated (B)
silica window. The representative tangent line fits (yellow) were used to
extract the contact angle. (C and D) The corresponding vSFG intensity spectra
reveal a correlation between the contact angle and the 3,660 cm−1 quasi-
free OH intensity.
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The vSFG spectrum (Imχ(2)) of interfacial water has been
extracted from the DFT-MD simulations, following our recent
works (49–51) (black lines in Fig. 3, details in the SI Appendix)
for the 3,500–3,800 cm−1 spectral region for each silica–water
interface. The vSFG spectral intensity in this range can be traced
to the 3-Å-thickness water monolayer at the direct interface with
the silica surface (binding interfacial layer [BIL], see SI Appendix
and refs. 49 and 50) and more specifically to contributions from
two distinct water OH groups (dashed red and green lines in Fig.
3; details in the SI Appendix). Within the BIL, water molecules
with one OH group pointing toward a siloxane bridging oxygen
atom solely produce the positive band at 3,660 cm−1 (green line
in Fig. 3). The high frequency of these features indicates the
quasi-free nature of the OH groups. The water molecules with
one OH group pointing toward an in-plane surface silanol site
give rise to the broad positive vSFG band, centered at 3,470 cm−1,
illustrated as red lines in Fig. 3 and showing only the tail of the
band in the 3,500–3,800 cm−1 range of interest here. On average,
the latter water population has no dangling O-H, while the O-H
pointing toward the siloxane bridge in the former water pop-
ulation is the only dangling O-H. The surface silanol sites do not
contribute to the vSFG spectral features in the 3,500–3,800 cm−1

range (see SI Appendix where we show that only the in-plane
silanols have vibrational signatures in the 3,500–3,800 cm−1

range, however not vSFG active because of their in-plane ori-
entation). Note that although the DFT-MD-vSFG is obtained
at the isoelectric point (pH ∼ 2) the experiment is measured at
pH ∼ 7, where the surface is slightly negatively charged, hence
providing an overlapping diffuse layer vSFG positive contribution
at 3,200–3,400 cm−1 (51, 52). This does not affect the 3,660 cm−1

band of interest in this work.
The number of water molecules that belong to these two

populations depends on the degree of hydroxylation of the sur-
face. We find that the water population with one OH group
pointing toward a siloxane bridge increases from 0.8 to 3.0 water
molecules/nm2 when going from 4.5 to 3.5 SiOH/nm2 surface silica

hydroxylation. With increased silanol density, fewer water mole-
cules interact with siloxane bridges due to steric hindrance by
adjacent silanol groups. Removing one SiOH/nm2 from the silica
surface leads to the reconstruction of the surface, creating one
siloxane bridge and one desorbed water starting from two surface
silanols. Without these silanols, the siloxanes are now free to in-
teract with water and hence give rise to the observed roughly 4
times increase in water interacting with siloxanes.
There is spectroscopic evidence from experiments and simu-

lations of water dangling/quasi-free OH groups at the direct interface
with nominal hydrophilic silica surfaces. This counterintuitive result
stems from the coexistence of hydrophilic and hydrophobic patches
on the silica surface. This is derived from the DFT-MD simulations
and illustrated in Fig. 4 by correlating the spatial distribution of
surface silanol/siloxane (exposed) sites with the spatial distribution of
BIL-water molecules that have one dangling O-H group with the
3,660 cm−1 vSFG signature for two surfaces with a different silanol
density. The lateral (x–y directions along the solid surface) spatial
distribution of silanol groups (represented by gray balls) and siloxane
sites (Si-O-Si represented by red O atoms) at the two silica surfaces
are presented in Fig. 4 A and C, Left. The corresponding density of
BIL water with one 3,660 cm−1 O-H group is presented in Fig. 4 B
andD, Right, over the same lateral dimensions and same orientation
of the silica surfaces. The maximum density is in red in these plots. A
one-to-one correspondence between siloxane sites and quasi-free
OH density is clearly observed.
Fig. 4 A and C nicely show that there is a nonuniform distri-

bution of silanols and siloxanes at the two silica surfaces, with
coexisting silanol-rich (hydrophilic) and siloxane-rich (hydro-
phobic) domains at the surfaces. The red line in the figures in-
dicates the most hydrophobic surface areas where the silanol
density is ≤1.5 SiOH/nm2. Clearly, hydrophobic patches are

Fig. 3. DFT-MD simulations reveal the origin of hydrophobic sites on the
fused silica surface. (Left) Theoretical vSFG signal (Imχ(2)) in the 3,500–
3,800 cm−1 region for two silica surfaces with various degrees of surface
hydroxylation (3.5 and 4.5 SiOH/nm2). The black line is the total vSFG signal
and the dotted lines are the microscopic assignments (deconvolved signa-
tures, see text and SI Appendix). Green dashed line: vSFG due to the water
molecules that have one O-H oscillator pointing toward a siloxane bridge.
Red dashed line: vSFG due to the water molecules with one O-H oscillator
pointing toward an in-plane silanol group. (Right) Snapshots from DFT-MD
simulations illustrating the microscopic origin of the observed spectral con-
tributions (see text for details).

DC

A B

Fig. 4. Correlation between the spatial distributions of surface silanol/
siloxane exposed sites (Left) and water molecules with a quasi-free OH group
(Right). (Left) Top view of the two silica surfaces modeled in the DFT-MD:
silanol density of 3.5 SiOH/nm2 (A) and 4.5 SiOH/nm2 (C). The red lines in-
dicate the hydrophobic patches (i.e., areas of the surface with the lowest
silanol densities). The surface SiOH groups are highlighted with gray balls for
oxygens and hydrogens, while the Si-O-Si siloxanes are highlighted by the
oxygens only (in red). (Right) Density of water quasi-free OH groups spatially
resolved above the surface (x–y plane, same dimension and same orientation
as in A and C) for the 3.5 SiOH/nm2 (B) and 4.5 SiOH/nm2 (D) silica–water in-
terfaces modeled in the DFT-MD. The red/green colors refer to the maximum
probability to find a water quasi-free OH group, indicated by the scale bar.
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present at a nominally hydrophilic silica surface, in agreement
with ref. 47. Such hydrophobic patches have also been identified
at model solid surfaces (53) and self-assembled monolayers (54).
Not surprisingly, the dimension of these patches is dependent on
the surface degree of hydroxylation. We find one large hydro-
phobic patch made of five siloxane bridges at the 3.5 SiOH/nm2

silica surface, while the hydrophobic patch consists only of two
adjacent O-Si-O sites at the 4.5 SiOH/nm2 surface. Thus, the latter
surface can be seen as more hydrophilic, which is in agreement
with the experimental results showing a smaller contact angle in
combination with the absence of a high frequency vSFG signal.
Based on the DFT-MD results, we thus conclude that surface
hydrophobic patches induce areas in the water layer in direct contact
with silica, which are composed of water molecules with one
quasi-free O-H group interacting with the siloxane bridges of the
hydrophobic patches. These molecular groups are responsible
for the 3,660 cm−1 vSFG feature.
The relationship between macroscopic contact angle mea-

surements and microscopic vSFG spectroscopy can furthermore
be rationalized as follows: the decrease in surface silanols,
macroscopically probed with the increase in contact angle, re-
sults in an increase of exposed O-Si-O siloxane bridges at the
surface that consequently result in water quasi-free O-H groups
at the direct interface with silica, solely contributing to the vSFG
intensity at 3,660 cm−1.
Molecular-level insights into the structure and dynamics of

minerals in contact with aqueous solutions contribute not only to
a fundamental understanding of dissolution and sorption pro-
cesses on mineral surfaces but also to potential new avenues for
their synthetic design. This study explores the tunable hydro-
phobicity of silica surface chemistry in contact with water, both
on a macroscopic and molecular scale. The spectroscopic results
and MD simulations unambiguously show that the free OH peak
observed at the water-fused silica interface is due to water. The
OH groups are oriented toward the surface of silica, specifically
toward siloxane bridges, and the dynamics of the free OH groups
at the silica/water interface are quantitatively comparable to the
free OH at the air–water interface, both regarding its reor-
ientational and vibrational dynamics (28, 29). Our study reveals
water interacting with hydrophobic patches at the nominally
hydrophilic silica/water interface.

Methods and Materials
Samples. Sodium chloride (NaCl) was purchased from Sigma-Aldrich (99%)
and H2

18O (97%) was purchased from Euriso-top. The NaCl was heated to
550 °C for 3 h to remove impurities. The Infrasil 302 silica samples were in
two different geometries, 10-mm diameter hemispheres (CVI Melles Griot)
and 25 mm × 2 mm windows (Korth Kristalle). The hemispheres and the
windows (both heated and nonheated) were sonicated in ethanol, water,
and then immersed in 3:1 Piranha solution for 10 min. The “heated” samples
were subsequently heated at 950°C for 4 h and after cooling down, the

samples were placed in 3:1 acidic Piranha solution for 10 min. All glassware
was sonicated in Deconex, ethanol, and Millipore water for 15 min and fi-
nally rinsed thoroughly with Millipore water.

Phase-Resolved SFG Spectrometer. The phase-resolved SFG spectrometer
utilizes pulses centered at 800 nm and ∼40 fs in duration, which are gen-
erated from a Ti:Sapphire regenerative amplifier (Spitfire Ace; Spectra-
Physics). A portion of the output is directed to an optical parametric ampli-
fier (Light Conversion TOPAS-Prime) with a noncollinear difference frequency
generation stage to produce pulses centered around 3,600 cm−1 (IR). An-
other portion of the regen output (∼1 mJ) is passed through an etalon to
provide a 25 cm−1 visible pulse (VIS) and sets the spectral resolution of the
SFG experiments. The IR and VIS pulses are focused with 5- and 100-cm
lenses, respectively, and overlapped in time and space on a gold mirror to
generate the local oscillator (LO). The IR, VIS, and LO are directed to a 5-cm
focal length curved mirror and focused at the sample, an Infrasil 302 silica
window in contact with water. The angles of incidence with respect to the
surface normal of the silica–air interface are ∼45° for the IR and 40° for the
VIS. The LO is delayed relative to the IR and VIS pulses with a 1-mm-thick fused
silica plate. The LO and the SFG signal are directed to a spectrometer (Acton
SP-2300; Princeton Instruments) and measured on an electron-multiplying
charge-coupled device camera (Newton 970; Andor). The phase-resolved SFG
spectra were collected for 5 min in the ssp polarization combination. An
intensity spectrum can also be measured with the phase-resolved SFG
spectrometer by blocking the LO signal. Further details on the phase-
resolved measurements, and data analysis can be found in the SI Appendix.

MD Simulations. Born–Oppenheimer DFT-MD simulations have been carried
out on amorphous silica/liquid water interfaces, consisting in the Becke Lee
Yang Parr (BLYP) (55, 56) representation including the Grimme D2 correction
for dispersion (57, 58). Two hydrophobic silica models have been chosen,
displaying a surface degree of hydroxylation of 4.5 SiOH/nm2 (i.e., eight
SiOH groups in the simulation box) and 3.5 SiOH/nm2 (six SiOH in our sim-
ulation box), respectively. The amorphous silica models are taken from
Ugliengo et al. (59). The surfaces in contact with air have a 4.5 and 2.4 SiOH/
nm2 coverage in silanols that become 4.5 and 3.5 SiOH/nm2, respectively,
once the surfaces are put in contact with water (see SI Appendix for more
details). Theoretical vibrational sum frequency generation spectra of the
silica/water interfaces (including both water and solid contributions) are
calculated using the formalism presented in refs. 51, 60. We refer to SI Ap-
pendix for more details about the computational setup and theoretical
spectra calculations and their microscopic assignments.
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Section S1. Phase-Resolved SFG Details 

To extract the real and imaginary spectra, a gold-coated silica window was used for 

referencing and alignment purposes. The gold reference and the aqueous samples utilized the 

exact same Infrasil 302 silica window. The silica/water experiments were completed and then 

the silica window was coated with 100 nm gold with no chromium layer. The gold reference 

and aqueous samples were placed at the same height and position using an alignment laser 

and measuring the SFG signal at the same height on the CCD camera. Careful alignment is 

critical to ensure no phase ambiguities in the data. Following previously described methods 

for data analysis,(1, 2) the raw spectra are inversed Fourier transformed into the time domain, 

filtered for specific terms, and Fourier transformed into the frequency domain. Subsequently, 

the sample was divided by the reference, rendering the real and imaginary spectra. Similar to 
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the CaF2/water phase-resolved results,(3) a phase correction of -170° was applied to account 

for differences in the Fresnel factors and reflectivity between the silica/gold reference and the 

silica/water samples. Previous work used the silica/D2O interface to rephase the silica/water 

SFG data.(4) However, the nonresonant SFG signal from the interference fringes were too 

weak in the high frequency region in our phase-resolved SFG spectrometer. Thus, the 

gold/silica interface was used for the reference. Knowing that the phase of quartz is ±90 

degrees,(5) we compare the phase of quartz and gold to find that gold has a real nonresonant 

signal. The IR Fresnel factors (Lzz) were calculated following a procedure outlined by 

Zhuang, et al.,(6) where the index of refraction for interface 1 was set equal to water.(7) The 

refractive indices of water and silica were taken from literature.(8, 9) 

 To check for impurities at the interface, the output of the TOPAS was shifted to the C-

H stretch region (around 2900 cm-1). No signal was observed in the C-H region, indicating the 

samples were clean. 

 

Section S2. Time-Resolved SFG Spectrometer 

 For the time resolved SFG spectrometer, a 1 kHz Ti:Sapphire amplified laser (Spectra-

Physics Spitfire Pro) produces pulses centered at 800 nm, ~5 mJ in energy, and 40 fs in 

duration. A portion of the 800 nm output is used to pump two OPAs (Light Conversion 

TOPAS-C). One OPA collinearly mixes the signal and idler in a DFG generation stage with a 

AgGaS2 crystal centered at roughly 3600 cm-1. The Idler field from the other OPA is doubled 

in a BBO crystal and mixed in a KTP crystal with 2 mJ of the 800 nm beam. The output 

pulses, referred to as the pump, are centered around 3650 cm-1. The remaining 800 nm pulse 

output is used as the visible upconversion pulse and is narrowed to 20 cm-1 by a Fabry Perot 

etalon. The visible, probe and excitation pulses have incident angles of 71°, 55° and 42° with 
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respect to the surface normal and energies of 12, 0.5, and 10 µJ per pulse at the sample, 

respectively. The SFG signal is divided into two signals; a signal with excitation pulse and 

without excitation pulse, via a vibrating galvano-mirror set to 500 Hz and synchronized to a 

mechanical chopper to block every other excitation pulse. The excited and not excited signals 

are dispersed in a spectrometer (Acton SP-300i, Princeton Instruments) and measured 

simultaneously on a CCD detector (Newton 971, Andor). The spectra were measured at 55 

time delays ranging from -5 to 100 ps. The SFG signals are acquired for 20 s for p- and s-

pump polarizations at each time delay. The results are an average of 25 scans. The visible and 

the probe pulses are set to p-polarized. 

 A gold coated hemisphere was used for referencing and alignment purposes. The laser 

beams were overlapped spatially in the center of the hemisphere, which was confirmed using 

a white light microscope (InfiniTube). The sample cell consisted of a custom-made glass cell 

sealed with a Kalrez O-ring and the Infrasil silica hemisphere placed on top. 

 

Section S3. Contact Angle Measurements 

 Contact angles were measured using a DataPhysics OCA35 contact angle goniometer. 

Initially, 1 µL drop were deposited on the Infrasil silica windows. To reduce evaporation the 

silica window was placed inside a homemade transparent humidity chamber, containing a 

small hole for the syringe. The humidity was adjusted by placing water near the window in 

the chamber. Afterwards, 2 µL of water were added to the drop at a velocity of 1 µL/s and the 

shape of the contact line was monitored during spreading. After about 20 s, the drop reached 

its maximum diameter. The contact angle was determined by aligning a tangent to the drop 

shape by hand, as illustrated in the insets in Figure S1. For comparison, the angles were 

determined using the supplied software as a function of time. As evaporation cannot be 
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completely prevented, the contact angle slowly decreased over the course of time. After about 

30s, the angle decreased by 1-2°. The measurement was consecutively repeated on four spots 

for the nonheat-treated and the heat-treated windows. The error of the contact angle 

measurements was estimated to be ±2°. 

 

Section S4. H2
18O Measurements 

 Experiments were completed to compare H2O with H2
18O. If the free OH signal 

originates from water, one would expect a shift in the spectrum, as illustrated in Figure S1. 

The spectra were not corrected for Fresnel factors and the change from 16O to 18O could 

change the refractive index. 

 
Figure S1. vSFG intensity spectra for comparison between the silica/water interface with H2O 

(blue) and H2
18O (red). 

 

Section S5. Effect of Surface Charge 

The effect of surface charge was explored with a combination of intensity and phase-

resolved vSFG. The intensity spectra in Figure S2a illustrate that while the hydrogen bonded 

water at lower frequencies changes based on pH, the high frequency peak remains constant. 
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The 10 mM NaCl solution has the same ionic strength as the pH 2 solution (i.e. 10-2 mM HCl) 

and was tested to verify that the ions were not contributing to the differences between the pH 

2 and pH 6 spectra. 

 
Figure S2. vSFG a) intensity spectra for pH 2, 10 mM NaCl, and ~pH 6 (MilliQ water) in 

contact with a silica window. b) Imaginary vSFG spectrum of pH 2 in contact with a silica 

window. 

 

Figure S2b depicts the imaginary spectrum for a pH 2 solution in contact with silica. The high 

frequency peak is positive, which is similar to the spectral feature for a pH 6 solution in 

contact with silica (see Figure 1b in manuscript).  
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Section S6. Amorphous models and computational methods. 

DFT-MD (Density Functional Theory-based Molecular Dynamics) simulations have been 

carried out on amorphous silica/liquid water interfaces. Two hydrophobic silica models have 

been chosen, displaying a surface degree of hydroxylation respectively of 4.5 SiOH/nm2 (i.e. 

eight SiOH groups in our simulation box) and 3.5 SiOH/nm2 (six SiOH in our simulation 

box). These models are taken from Ugliengo et at.,(12) respectively with a 4.5 SiOH/nm2 and 

2.4 SiOH/nm2 silanol coverage of the surface in contact with air. Once put in contact with 

water, the 4.5 SiOH/nm2 surface is found stable, while the 2.4 SiOH/nm2 initial surface 

coverage evolves to 3.5 SiOH/nm2. There is indeed a very fast adsorption of one water 

molecule, leading to the breaking of an adjacent siloxane bridge and subsequent dissociation 

of the adsorbed water molecule. This results into the creation of two new silanol groups upon 

local reconstruction of the silica surface, hence increasing the hydroxylation coverage of the 

aqueous surface from 2.4 to 3.5 SiOH/nm2. The protonation state of these silica surfaces is 

around the potential of zero charge PZC (pH=2-4 conditions), and as will be seen in the next 

sections corresponds to isoelectric conditions (no surface electric field). 

The DFT-MD simulations have been conducted with the CP2K software package,(13, 14) 

consisting in Born-Oppenheimer MD, BLYP(15, 16) electronic representation including 

Grimme D2 correction for dispersion,(17, 18) GTH pesudopotentials(19) and a combined 

plane waves (400 Ry energy cut-off) and SR-DZVP-MOLOPT gaussian basis set for all 

atoms. Dimensions of the simulation boxes are 13.386 Å X 13.286 Å X 37.0 Å (4.5 

SiOH/nm2 model) and 12.670 Å X 13.270 Å X 37.0 Å (3.5 SiOH/nm2 model), and are 

periodically repeated in all directions of space. The silica slabs are 12 Å thick, composed of 

204 and 198 atoms (4.5 & 3.5 SiOH/nm2 models, respectively). Liquid water is modeled with 

120 and 116 water molecules in these boxes, providing the required 1 g/cm3 liquid density. 

The amorphous silica slabs were reoptimized in the gas phase at the level of theory adopted 
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for the dynamics, and then put in contact with bulk water. After an equilibration run of 10 ps 

(5 ps with possible rescaling of velocities plus 5 ps in the pure NVE ensemble) the dynamics 

were run in the NVE ensemble for 20 ps with a time step of 0.4 fs. All analyzed data are taken 

from these 20 ps thermalized trajectories.  

The vSFG (vibrational Sum Frequency Generation) spectra presented in this work measure 

the  𝜒
(2)(𝜔) response in the O-H stretching region, which could arise from both the water 

molecules (eq 1) and from the solid surface silanols (eq 2). Surface silanols can indeed 

contribute to the O-H stretching signal, as shown at the quartz/water interface.(20) See next 

sections and main text for a description of the water layers that indeed contribute to the vSFG 

signals at the amorphous/water interfaces investigated here. The imaginary (and real, not 

presented here) parts of the resonant electric dipole nonlinear susceptibility 𝜒
(2)(𝜔) are 

calculated. 

As presented in refs (21, 22),  𝜒
(2)(𝜔) arising from water is calculated through equation 1:  

𝜒𝑃𝑄𝑅
(2) (𝜔) = ∑ ∑ ∑

𝑖

𝑘𝑏𝑇𝜔

2

𝑂𝐻2=1

2

𝑂𝐻1=1

𝑀

𝑚𝑜𝑙=1

∫ 𝑑𝑡𝑒−𝑖𝜔𝑡 〈(∑ ∑ 𝐷𝑃𝑖
𝑚𝑜𝑙(𝑡)𝐷𝑄𝑗

𝑚𝑜𝑙(𝑡)

3

𝑗=1

3

𝑖=1

𝑑𝛼𝑖𝑗

𝑑𝑟𝑂𝐻1

) 𝑣𝑂𝐻1
𝑚𝑜𝑙(𝑡) (∑ 𝐷𝑅𝑘

𝑚𝑜𝑙(0)
𝑑𝜇𝑘

𝑑𝑟𝑂𝐻2

3

𝑘

) 𝑣𝑂𝐻2
𝑚𝑜𝑙(0)〉 (1) 

Similarly, the surface silanols contribution to vSFG is calculated as: 
 

𝜒𝑃𝑄𝑅
(2) (𝜔) = ∑

𝑖

𝑘𝑏𝑇𝜔

𝑁

𝑆𝑖𝑂𝐻=1

∫ 𝑑𝑡𝑒−𝑖𝜔𝑡 〈(∑ ∑ 𝐷𝑃𝑖
𝑆𝑖𝑂𝐻(𝑡)𝐷𝑄𝑗

𝑆𝑖𝑂𝐻(𝑡)

3

𝑗=1

3

𝑖=1

𝑑𝛼𝑖𝑗

𝑑𝑟𝑂𝐻

) 𝑣𝑂𝐻
𝑆𝑖𝑂𝐻(𝑡) (∑ 𝐷𝑅𝑘

𝑆𝑖𝑂𝐻(0)
𝑑𝜇𝑘

𝑑𝑟𝑂𝐻

3

𝑘

) 𝑣𝑂𝐻
𝑆𝑖𝑂𝐻(0)〉 

(2) 

 

where (P,Q,R) are any x, y, z directions in the laboratory frame (here PQR=xxz & yyz for the 

ssp signal), and kb and T are respectively the Boltzmann constant and temperature of the 

simulated system. 〈⋯ 〉 is a time-correlation function, dαij drOH⁄  and dμk drOH⁄  are 

respectively the individual O-H bond contributions to the Raman tensor and Atomic Polar 

Tensor of water molecules or silanol groups. M is the number of water molecules and OH1,2 

are the two O-H oscillators/water, N is the number of silanol groups. D is the matrix that 
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projects the molecular frame onto the laboratory frame. 

The D matrix and the projection of the velocities on the O-H bond axis (𝑣𝑂𝐻1,2
𝑚𝑜𝑙  , 𝑣𝑂𝐻

𝑆𝑖𝑂𝐻) are 

readily obtained from DFT-MD trajectories while dαij drOH⁄ and dμk drOH⁄  terms have been 

parameterized. Parameterization for water is taken from ref (3, 23) as successfully applied in 

refs (3, 21, 22). Parameterization for silanol groups has been achieved in this work on the 

basis of a silicic acid building block model. Four possible Si-OH configurations have been 

observed along the DFT-MD trajectories of the 2 amorphous silica/water interfaces and they 

have thus been solely taken into account for the parameterization. The four configurations are 

illustrated in Figure S3: a Si-OH group donating an H-Bond to a water molecule (1), a Si-OH 

group accepting an H-Bond from a water molecule (2), a free Si-OH group (3) and a Si-OH 

group being simultaneously H-Bond acceptor and donor with water (4). Importantly, DFT-

MD trajectories revealed that intra-solid H-Bonds are statistically negligible at the amorphous 

silica aqueous surfaces (0.2 SiOH…SiOH HBs/nm2 for both 4.5 & 3.5 SiOH/nm2 silanol 

surface coverage). Such configurations are therefore not included in the parameterization 

(also justifies our choice of the silicic acid building block model for parameterization).  

Structures 1-4 in Figure S3 have been optimized with Gaussian09 code(24) and the 

computed Raman and Atomic Polar Tensor components for each of them are reported in 

Table S1. The final tensor elements used for the calculation of the silanols vSFG spectra in eq 

2 are average weighted (w1-4 in Table S2) according to the probability of occurrence of each 

of the 1-4 model configurations in the DFT-MD simulations of the amorphous silica/water 

interfaces.  
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Figure S3. Illustration of the four reference model configurations used for the 

parameterization of the dμk drOH⁄  and dαij drOH⁄  terms needed in eq 2 for the vSFG 

theoretical spectrum of Si-OH silanol groups at aqueous amorphous silica surfaces. 

 

Table S1. Calculated dμk drOH⁄  and dαij drOH⁄  terms for each of the 1-4 reference 

configurations presented in figure S1.  

 
dμx drOH⁄  

(𝐷  Å⁄ ) 

dμy drOH⁄  

(𝐷  Å⁄ ) 

dμz drOH⁄  

(𝐷  Å⁄ ) 

dαxx drOH⁄  

(Å2) 

dαxy drOH⁄  

(Å2) 

dαxz drOH⁄  

(Å2) 

dαyy drOH⁄  

(Å2) 

dαyz drOH⁄  

(Å2) 

dαzz drOH⁄  

(Å2) 

1 0.005 0 .402 3.589 0.630 -0.105 0.118 0.388 0.296 3.351 

2 0.267 -0.047 1.054 0.650 -0.054 0.499 0.338 0.222 2.694 

3 -0.315 -0.0469 1.028 0.616 -0.0142 -0.669 0.302 0.118 2.643 

4 -1.676 0.389 4.309 1.168 -0.247 -1.331 0.319 0.281 3.444 

 

Table S2. Weights (w1-4) used to average the dμk drOH⁄  and dαij drOH⁄  parameterized terms 

from Table S1 (∑ 𝜔𝑖 = 1𝑖 ). The weights correspond to the probability of occurrence of each 

model configuration in the DFT-MD trajectories of the two amorphous silica/water interfaces 

performed here.  

 w1 w2 w3 w4 

4.5 SiOH/nm2 0.63 0.02 0.00 0.35 

3.5 SiOH/nm2 0.59 0.01 0.00 0.40 

 

1 2 

3 4 
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Section S7. Definition of interfacial layers at silica/water interfaces from DFT-MD 

simulations. 

A critical issue in calculating and interpreting vSFG non-linear spectra is a clear and 

unambiguous definition of the water participating to the non-centrosymmetric spectral 

activity. The pioneering work of Tian and Shen(25) has laid out the principles of three 

universal water layers, respectively named BIL (Binding Interfacial Layer), DL (Diffuse 

Layer) and Bulk, that have to be considered in vSFG spectroscopy. In refs (21, 22), we have 

laid out and applied the formal definitions of these layers based solely on structural properties 

of water. This methodology has been applied here for the two investigated amorphous 

silica/water interfaces. Because these interfaces are at the isoelectric point, there is no DL (no 

surface electric field creating a DL), such that the interfacial layer is composed of the BIL 

only, which is therefore the only layer being vSFG active at these aqueous silica interfaces. 

The vSFG spectra calculated at the aqueous amorphous silica/water interfaces investigated 

here thus measure the O-H stretching  𝜒𝑠𝑠𝑝
(2) (𝜔) response of the solid surface silanols and of 

the water molecules belonging to the BIL within a rather small 3Å thickness (extracted from 

the definition of the water layers). Beyond the 3Å thickness of the non-centrosymmetric BIL, 

centrosymmetric non-SFG active bulk water is recovered. See Figure S4 for a schematic 

representation of the water layers at the two amorphous silica/water interfaces investigated 

here. 

 



11 

 

 

 

Figure S4. Schematic representations of the different water layers (BIL and Bulk) identified 

for the two amorphous silica/water interfaces investigated here. The 3Å thickness of the 

interfacial region, consisting of the BIL only, is highlighted in dark blue. 

 

Section S8. Deconvolution of the water vSFG signal into identified water population 

contributions. 

Water populations can be further identified in the BIL and their individual contribution 

to the vSFG spectra can be calculated by selecting the cartesian coordinates of the atoms 

belonging to a specific water population into the summation in eq. 1. To assign the BIL 

interfacial water molecules into one of these populations, the 20 ps trajectories have been cut 

into four pieces of 5 ps each over which vSFG spectra have been calculated, and then 

averaged in order to give the total signal. In each portion of the trajectory, a water molecule is 

assigned to one given population if it is found to be in that specific configuration over 80% of 

the simulation time (i.e. 4 ps over 5 ps). Four different water populations in the BIL have been 

identified with these criteria: (a) water molecules with one O-H oscillator pointing towards an 

in-plane silanol group (i.e. donor of H-Bond to the oxide surface), (b) water molecules with 

one O-H oscillator pointing towards a siloxane bridge (water donor to the surface), (c) water 

molecules rocking their pointing O-H in between a siloxane bridge and a silanol group, (d) 

water molecules not pointing any O-H towards the solid.  

BIL 

Bulk 

Silica 

3.0 Å  
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Only populations (a), (b) & (c) participate to the 3500-3800 cm-1 signatures. The 

contribution of populations a) and b) to the total Im 𝜒𝑠𝑠𝑝
(2) (𝜔) vSFG signal is presented in 

Figure 3 of the main text, respectively with the red and green lines (the total spectrum is in 

black lines). See the main text for all comments.  

In Figure S5, we now also include the contribution of the rocking water molecules (dashed 

black lines). Not surprisingly, the rocking waters give a vSFG signature inbetween the 

signatures from the (a) and (b) populations (red and green dashed lines in fig S5), with a 

maximum around 3600 cm-1.  
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Figure S5. Left: Theoretical vSFG signal (Im 𝜒𝑠𝑠𝑝
(2)

) in the 3500-3800 cm-1 region for two 

amorphous silica aqueous surfaces with various degrees of surface hydroxylation (3.5 

SiOH/nm2 and 4.5 SiOH/nm2). The solid black line is the total vSFG signal while the dashed 

lines are the microscopic assignments (deconvolved signatures). Green dashed lines: water 

molecules that have one O-H oscillator pointing towards a siloxane bridge. Red dashed lines: 

water molecules with one O-H oscillator pointing towards a silanol group. Black dashed lines: 

rocking water molecules. Right: Snapshots from DFT-MD simulations illustrating the 

microscopic origin of the observed spectral contributions.  
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Section S9. Surface silanols contribution to vSFG 

 

Figure S6. A: Theoretical vSFG spectral contributions ( 𝐼𝑚𝜒𝑠𝑠𝑝
(2) (𝜔)) of the surface silanol 

groups in the OH stretching region calculated from DFT-MD simulations for amorphous 

silica/water interfaces with two degrees of hydroxylation of the silica surface: 3.5 SiOH/nm2 

(left) and 4.5 SiOH/nm2 (right). B: zoom in the 3500-3800 cm-1 spectral region of interest in 

the present work, where the solid contribution to vSFG (red line) is reported together with the 

water contribution (black line). 
 

There are two populations of surface silanols at the amorphous surface: ‘in-plane‘ silanols 

oriented parallel to the surface (13%/17% of silanols at the 4.5/3.5 SiOH/nm2 surface 

coverage) and ‘out-of-plane’ silanols pointing out of the surface towards water (87%/83% at 

the 4.5/3.5 SiOH/nm2 surface). The ‘inplane’ silanols are not vSFG active due to their 

orientation while the ‘outofplane’ silanols donate strong HBonds to water, thus providing a 

negative band at <3400 cm1 in the 𝐼𝑚𝜒𝑠𝑠𝑝
(2) (𝜔) spectra. As a consequence, the silica surface 

does not provide any vSFG activity in the 35003800 cm1 spectral region of interest here.  

Figure S6 presents the  𝐼𝑚𝜒𝑠𝑠𝑝
(2) (𝜔) vSFG contribution arising from the surface silanol 

groups for the two amorphous silica/water interfaces investigated here (3.5 SiOH/nm2 vs 4.5 
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SiOH/nm2 surface silanol coverage). The spectra clearly show that the solid does not 

contribute to the SFG intensity in the 3500-3800 cm-1 region, and instead vSFG solely arises 

from the interfacial water molecules identified in the 3Å thickness BIL (Binding Interfacial 

Layer).  

Section S10. Effect of surface charge on theoretical vSFG spectra 

 

 

Figure S7. Theoretical vSFG signal (Im 𝜒𝑠𝑠𝑝
(2)

) in the 3500-3800 cm-1 region for the 3.5 

SiOH/nm2 amorphous silica/water interface with 2 degrees of silica surface protonation state: 

fully hydroxylated surface (0% dep) and 16 % of surface sites being deprotonated (16% dep). 

 

The effect of surface charge was explored by calculating theoretical vSFG spectra 

from DFT-MD simulations of the 3.5 SiOH/nm2 amorphous silica/water interface, with the 

surface either fully hydroxylated or with 16 % of surface silanols being deprotonated (figure 

S7). The 3650 cm-1 band, marker of the water O-H groups pointing to siloxane bridges is 

observed with the same position and same intensity independently of the protonation state of 

the surface. 
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5.7 Tuning the silica surface hydrophilicity and consequence on the
BIL-water network

5.7 Tuning the silica surface hydrophilicity and

consequence on the BIL-water network

Hereafter are presented the main results of the paper to be submitted ”From
hydrophilic to hydrophobic aqueous silica, from a vertical to a horizontal order
of interfacial water” reported at the end of this section. This is a preliminary
version of the paper.

In the previous section we have reported the existence of two water popula-
tions at macroscopic amorphous silica surfaces respectively interacting with
hydrophobic (silanols poors) and hydrophilic (silanols rich) patches, show-
ing specific water SFG-marker band signatures[135]. In this section we now
provide the information on how the water network is organized above such
patches and how its structure evolves as a function of the patches area by
tuning the degree of hydroxylation of the silica surfaces.

Three DFT-MD simulations have been carried out on amorphous silica-
water interfaces with increasing degrees of hydroxylation of the solid surface
models: 3.5 SiOH/nm2, 4.5 SiOH/nm2 (both are Ugliengo’s models[31]) and
7.6 SiOH/nm2 (Bernasconi’s model[259]). The three amorphous silica sur-
faces have been preliminarily re-optimized in the gas phase at the level of
theory adopted for the DFT-MD dynamics without observing any relevant
changes in the structure. More details on the surface preparation can be
found in the method section of the paper reported at the end of this section.

We have started by characterizing the amorphous/water interfaces using
our methodology already shown in refs.[114, 103] that defines water BIL/DL/-
Bulk layers through three structural descriptors: the water density profile
perpendicular to the silica surface, the water coordination number in each
layer, and the water OH orientation in each layer. The BIL, the first water
layer in contact with the solid, is found for all interfaces to have a thickness
between 2.5 and 3.0 Å, and to be systematically composed by water molecules
with an average coordination of 2.8, much lower than the coordination of 3.4
in bulk liquid water.

We have then characterized the BIL-water organization above the hy-
drophilic and hydrophobic patches by spatially resolving the interfacial water
properties (water density and coordination) along the lateral dimensions of
the simulation boxes in order to understand how the inhomogeneous silica
surface can template the water-water network.

In Fig. 5.9 are presented the maps of the silanol density (Panel-A), of the
water density (Panel-B) and of the water coordination number (Panel-C) for
the three hydroxylated silica-water interfaces of interest here. The compari-
son of the surface silanol density maps in Fig. 5.9-A shows a distribution of
silanols more and more uniform when decreasing the degree of hydroxylation
of the amorphous surface. The reader can appreciate how the hydrophilic
patch becomes less and less extended in space when moving from the 7.6 to
the 3.5 SiOH/nm2 silica surface.

The water density and coordination number (Fig. 5.9-B) above the hy-
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5 Structural and spectroscopic characterization of the amorphous
silica-water interface

Figure 5.9: From the top to the bottom we consider the 7.6, 4.5 and 3.5 OH/nm2 hydroxy-
lated amorphous silica surfaces. Density maps (A): the density of silanols over the amor-
phous silica surface. (B): the density of BIL-water molecules over the xy plane along the
lateral dimensions of the simulation box. (C): the coordination of the BIL-water molecules
(water-water + water-solid H-Bonds). The color coding of each map is reported next to it.

drophilic and hydrophobic patches at the 7.6 and 4.5 SiOH/nm2 surfaces
reveal the presence of two distinct water populations at the boundary with
the two most hydroxylated silica surfaces: 1) In correspondence with the sur-
face hydrophilic patches we find a high density of water (red spots in Fig.
5.9-B) where water molecules present a coordination of ∼3.5 (red spots in
Fig. 5.9-C). 2) In correspondence with the hydrophobic patches, there is a
low density of water molecules (green and black zones in Fig. 5.9-B) with a
strong undercoordinated character, i.e. water molecules with a coordination
ranging between 2.8 and 1.5 (Fig. 5.9-C).

Investigating in details the possible specific structural arrangements of
the water population at the 7.6 and 4.5 SiOH/nm2 silica surfaces, we have
identified and characterized in the water dense zones (red spots in Fig. 5.9-B)
the presence of interconnected 5-membered ring motifs composed by a chain
of three water molecules in the BIL interacting with two surface silanols (Fig.
5.10) that belong to the surface hydrophilic patches.

The same highly interconnected water motifs have been previously iden-
tified at the (0001)α-quartz/water interface[49], uniformly and periodically
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BIL-water network

Figure 5.10: Illustration of the 5-membered ring structure locally found above the higher
hydroxylated parts of the amorphous silica surfaces. The chain of three water molecules
and the two silanols involved in the 5-membered ring are coloured respectively in blue and
green.

repeated all over the crystalline surface. We have now identified the same
organization over the 7.6 and 4.5 SiOH/nm2 amorphous surface (Fig. 5.10)
but only locally present over the hydrophilic patches of the silica surface. A
locally ordered ”quartz-like” water structure is thus found in the BIL of the
7.6 and 4.5 SiOH/nm2 amorphous silica-water interfaces.

The rather high water interconnectivity in the five-membered ring struc-
ture is reflected by the coordination value of 3.5 (red zones in Fig. 5.9-C)
above the hydrophilic patches. Conversely we find a less ordered and con-
nected water environment above the hydrophobic patches, now characterized
by water molecules poorly coordinated (coordination between 2.8 and 1.5).

Moving now our attention to the low 3.5 SiOH/nm2 hydroxylated silica
surface at the interface with water, the density maps provide a very dif-
ferent picture from the two other hydroxylated aqueous surfaces: the den-
sity of water above the solid is now fully homogeneous (no red zones any-
more) and is totally decorrelated from the silanols density distribution over
the amorphous surface, i.e. there is no red zone in Fig. 5.9-B above the
small red zone in the SiOH map. The local water organization above the
hydrophilic patch observed at the two more hydrophilic silica surfaces (7.6
and 4.5 SiOH/nm2), is replaced by a homogeneous water structural organi-
zation at the 3.5 SiOH/nm2 surface characterized by water molecules with a
homogeneous coordination number around ∼ 2.8.

We have hence investigated the nature of the transition in the water struc-
ture when water is in contact with high to low hydroxylated amorphous silica
surfaces, by plotting in Fig. 5.11-A the orientational distributions of the
H-bonds (water-water and water-solid H-Bonds are considered) for interfa-
cial BIL-water molecules. We consider parallel H-Bonds (histogram in blue)
and perpendicular H-Bonds (histogram in red) with respect to the silica sur-
face. In these definitions the water-water H-Bonds formed between the water
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molecules of the BIL (OH-BIL in Fig.5.11-B) are the parallel H-Bonds (we will
see that they are indeed oriented parallel to the silica surface), while the H-
Bonds formed between the water molecules and the silanol groups (OH-SiOH
in Fig.5.11-B) and the H-Bonds formed between the water molecules located
in the BIL and the ones located in the subsequent Bulk layer (OH-Bulk in
Fig.5.11-B) are both perpendicular H-Bonds. The results are reported for
each aqueous amorphous silica model surface investigated in this work and
compared to the air-water interface taken as the reference for hydrophobic in-
terfaces (where the water forms a 2D-HB-Network with water-water H-Bonds
oriented parallel to the air).

Figure 5.11: (A): distributions of the water H-bonds formed parallel or perpendicular to the
silica surface for the three amorphous silica-water interfaces analysed in this work. See the
definition of parallel and perpendicular H-Bonds in the text and in panel B. The air-water
interface is used as reference. (B): the perpendicular HBs include the H-Bonds between the
water and the silanol groups (OH-SiOH) and the H-Bonds between the water molecules in
the BIL and the water molecules in the Bulk (OH-Bulk). The parallel H-Bonds include only
the water-water interactions occurring between the water molecules in the BIL (OH-BIL).

As one can see in Fig. 5.11-A, by reducing the degree of hydrophilicity
of the silica surface (i.e. going from the 7.6 to the 3.5 SiOH/nm2) there is
a diminution of the number of water-SiOH perpendicular H-bonds formed
(from a value of 1.8 to 1.0), while the number of parallel H-bonds between
the water molecules in the BIL (OH-BIL) increases from a value of 1.0 and
1.2 respectively for the 7.6 SiOH/nm2 and 4.5 SiOH/nm2 surfaces to a value
of 1.8 for the 3.5 SiOH/nm2 surface.

We can conclude that the lowering of the surface degree of hydroxylation
down to the value of 3.5 SiOH/nm2 causes a drastic change in the water
organization at the interface with the silica. We hence find that the water
molecules maximize water-water interactions formed parallel to the surface
(that we call horizontal order) to compensate for the lack of solid-water in-
teractions (that we call vertical order).

In particular, we find that interfacial water at the 3.5 SiOH/nm2 silica
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surface forms an extended homogeneous 2D H-Bond network parallel to the
surface. This is the same organization that we revealed and fully character-
ized at the prototypic hydrophobic air-water interface in ref.[103].

All the details on the 5-membered ring structures, on the horizontal and verti-
cal water orders and on the SFG spectra of the three interfaces of interest here
are reported hereafter in the paper to be soon submitted. Beware that only the
Results and Methods sections of the paper are reported. The Introduction and
Conclusions sections are in preparation.
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Results

Amorphous silica/water interface structure

DFT-MD simulations have been carried out on amorphous silica/water interfaces where

several degrees of hydroxylation of the solid surface have been modelled: 3.5 SiOH/nm2, 4.5

SiOH/nm2 (both models from Ugliengo et al.32) and 7.6 SiOH/nm2 (model from Bernasconi

et al.33). The three amorphous silica surfaces were preliminarily re-optimized in the gas

phase at the level of theory adopted for the dynamics without observing any relevant mod-

ification of the structure. We start by characterizing the amorphous-water interfaces from

Figure 1: 7.6 OH/nm2 hydroxylation of the amorphous silica surface, density maps (A): the
density of silanols over the amorphous silica surface. (B): the density of BIL-water molecules
over the xy plane along the lateral dimensions of the simulation box. (C): the coordination of
the BIL-water molecules. (D): the density of water involved in 5-membered-ring structures.
The color coding for each map is reported next to it.

the point of view of the water, by using our methodology from refs.34,35 where the water is
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decomposed into three layers, i.e. BIL (Binding Interfacial Layer), DL (Diffuse Layer), Bulk

through three structural descriptors: the water density profile perpendicular to the surface,

the water coordination number, and the OH orientation of the water molecules. The BIL is

the first water layer in direct contact with the silica solid. It is found to have a thickness

between 2.5 and 3.0Å for all three interfaces investigated here and to be systematically

composed by water with an average coordination number of 2.8, to be compared to the 3.4

coordination number in liquid water. In order to investigate if the inhomogeneous distribu-

tion of silanol SiOH groups over the amorphous silica surface induces a non-homogeneous

structural organization of the BIL-water at the nanoscale, we characterize the BIL with a

spatial resolution along the (x,y) lateral dimensions of the simulation box. We first detail

the data for the 7.6 SiOH/nm2 hydroxylated silica surface in contact with water. See Fig. 1

for density maps extracted as averages over the DFT-MD trajectories of the aqueous surface

(see method section for all details). As can be observed from the density map of silanols

(Fig. 1 A) this surface is characterized by an inhomogeneous distribution of hydroxylated

sites over the (x,y) coordinates of the surface. In particular, two maxima (red spots in Fig.

1A) can be identified on the silanol density map. They are "silanol nests", as reported in

ref.36 at the same surface in presence of few water molecules. Silanol nests are concave zones

at the surface characterized by high concentration of silanols mutually interacting. Their

presence in zeolites as defects and their capacity in tuning the properties of adsorption of

water and biomolecules on silica-based materials20,37 has already been emphasized.

Panels B, C and D of Fig. 1 report maps of various properties of BIL-water over the same

(x,y) lateral grid. Fig. 1B clearly shows that the two maxima in the water density mirror the

two maxima for the silanol density. There is thus a preferential water adsorption over the

silanol nests, as already seen by experimental and theoretical works analysing the adsorption

of water clusters on highly hydroxylated silica surfaces.20,37

The map that reports the coordination of the water molecules (i.e. water-water + water-solid

H-Bonds) in Fig. 1C has a similar shape to the density map in Fig. 1B, with a maximum
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value of ∼3.4- 3.5 reached above the silanol nests on the amorphous silica surface. The map

in Fig. 1C shows two water populations. One population with a high coordination number

of ∼3.4, located above the silanol rich areas of the silica surface (hydrophilic patches, see Fig.

1). The 3.4 coordination is identical to the value in liquid water or to coordination numbers

obtained at the highly hydroxylated (9.6 SiOH/nm2) crystalline (0001) α-quartz aqueous

surface.38 The second population has a coordination number between 1.5 and 2.8, and is

located over poor silanol surface areas (hydrophobic patches). These data suggest a local or-

ganization of the water above the hydrophilic and hydrophobic patches of the surface where

the water somehow templates the silica surface. We systematically observed the formation

of "5-membered ring" structures characterized by a chain of three water molecules that in-

teract with two surface silanols (Fig. 2). We have mapped the density of five membered ring

structures over the (x,y) coordinates of the surface (Panel D of Fig. 2). The map indicates

the five membered rings to be preferentially located above the hydrophilic patches of the

surface. In a previous work, we have already found interfacial BIL-water in contact with

the (0001) α-quartz surface to be organized in interconnected 5-membered rings, uniformly

and periodically repeated all over the 2D crystalline surface.38 We have hereby identified the

same organization over the rather highly hydroxylated 7.6 SiOH/nm2 amorphous surface

(Fig. 2), but only locally present on the most hydrophilic patches of the surface. It is how-

ever not a repeated motif over the surface anymore, it is only a local motif that adapts to the

local hydroxylation of the surface. We thus conclude that a locally "quartz-like" BIL-water

structure can be found at the 7.6 SiOH/nm2 amorphous silica/water interface.

Previous observations by Cimas et al.15 from DFT-MD simulations of an amorphous sil-

ica/water interface (5.8 SiOH/nm2) also identified 5-membered ring structures made by

water, using the geminal silanol sites as the template. The presence of Q2 geminal silanols

induces a local increase of silanol density at the surface that, in agreement with the present

results, leads to the local formation of 5-membered ring structures.
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Figure 2: A 5-membered ring structure locally found above the higher hydroxylated part of
the amorphous silica surface. The three chain water molecules and the two silanols involved
in the 5-membered ring structure are coloured respectively in blue and green

We now compare in Fig. 3 the silanol density maps, water density maps and water coordina-

tion maps for the three aqueous silica interfaces of interest here, respectively of hydroxylation

7.6, 4.5 and 3.5 SiOH/nm2. The silanol density maps (Fig. 3-A) nicely show that the hy-

drophilic patches (rich in silanol groups) over the surface are reduced to a small spatial spot

(red in Fig. 3-A) for the lower 3.5 SiOH/nm2 hydroxylation. One direct consequence of

the reduction in the number of SiOH sites and of the spatial shrinking of the associated hy-

drophilic surface patches is the density of SiOH-SiOH hydrogen bonds that can be formed.

Table 1 shows a huge reduction in the density of solid-solid H-Bonds for the lower surface

hydroxylation rates.

Table 1: First column: silica surfaces degrees of hydroxylation. Second column:
density of solid-solid H-Bonds (number of H-Bonds/nm2). Both the silanol-
silanol (OH-OH) and silanol-syloxane bridge (SiOH-SiOSi) H-Bonds are in-
cluded in the solid-solid interactions. Third column: density of silica-water
H-Bonds (number of H-Bonds/nm2).

Degree of hydroxylation solid-solid (SiOH-SiOH + SiOH–OSiO) solid-water (SiOH–water)
(SiOH/nm2) (HBs/nm2) (HBs/nm2)

7.6 4.2 7.0
4.5 0.9 6.5
3.5 0.2 4.6
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Figure 3: From the top to the bottom we consider the 7.6, 4.5 and 3.5 OH/nm2 hydroxylated
amorphous silica surfaces. Density maps (A): the density of silanols over the amorphous
silica surface. (B): the density of BIL-water molecules over the xy plane along the lateral
dimensions of the simulation box. (C): the coordination of the BIL-water molecules. The
color coding for each map is reported next to it.

This is due to two effects: 1) The higher proximity between silanol SiOH groups on

the high hydroxylated silica surface (7.6 SiOH/nm2) with respect to low hydroxylated ones

(3.5 SiOH/nm2 and 4.5 SiOH/nm2). 2) A greater energetic stability of solid-solid H-Bonds

in presence of water at the high hydroxylated silica surface, i.e. solid-solid H-Bonds are

found to be more difficult to be replaced by water-solid H-Bonds at the high hydroxylated

silica surface (7.6 SiOH/nm2) compared to the low hydroxylated ones (3.5 SiOH/nm2 and

4.5 SiOH/nm2). This is shown in the Supporting Information (S.I.) by comparing the per-

centages of solid-solid interactions that "survive" on the silica surfaces once they are put in
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contact with water.

The phenomenon is in part ascribed to the presence of silanol nests on the 7.6 SiOH/nm2

silica surface (see S.I. for the discussion).

The densities of solid-water H-Bonds (Table 1) mirror the different hydrophilic characters of

the surfaces: a strong increase in solid-water interactions from the 3.5 to the 4.5 SiOH/nm2

surface is observed. On the contrary only a slight increase is observed when going from

the 4.5 to the 7.6 SiOH/nm2 surface. The higher number of solid-solid H-Bonds present

on the 7.6 SiOH/nm2 surface with respect to the 4.5 SiOH/nm2 one (4.2 vs 0.9 solid-solid

H-Bonds/nm2) reduces the number of silanols available for H-Bonding with water, resulting

in a decrease in the solid-water H-Bonds density. Our data show the 3.5 SiOH/nm2 to be

far less hydrophilic than the other two surfaces if hydrophilicity is measured by water-solid

H-Bonds only.

The same BIL-water behaviour as observed over the 7.6 SiOH/nm2 surface is found also

above the 4.5 SiOH/nm2 surface: water molecules in the BIL are found fully coordinated

(coordination number of ∼ 3.4) and organized in interconnected 5-membered ring struc-

tures above hydrophilic patches of the amorphous silica surface, while they are found under

coordinated (coordination number between 1.5 and 2.8) and not organized in a specific ar-

rangement above the hydrophobic patches (Panel A-B of Fig. 3). The local "quartz-like"

BIL-water structure is hence found also above the hydrophilic patch of the 4.5 SiOH/nm2

interface.

We consider now the 3.5 SiOH/nm2 silica surface at the interface with water (Fig. 3 bottom).

The water density maps provide a very different picture from the two other hydroxylated

aqueous surfaces: the density of water above the solid is now homogeneous and is totally

decorrelated from the silanols density distribution over the amorphous surface (there is no

more correspondence between the maxima of the silanols and the water density). The local

water organization above the hydrophilic patches observed at the two more hydrophilic silica

surfaces (4.5 and 7.6 SiOH/nm2), is replaced at the 3.5 SiOH/nm2 surface by a homogeneous
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(homogeneous water density and coordination number) water structural organization com-

posed by water molecules with a coordination number around ∼ 2.8.

In order to shed light on the nature of the transition in the BIL-water structure, in going

from the high to low hydroxylated amorphous silica surfaces, we now show in Fig. 4 the

orientational distributions of the H-bonds made by interfacial water molecules categorized

into parallel H-Bonds (histograms in blue) and into perpendicular H-Bonds (histograms in

red) to the surface.

Figure 4: (A): distributions of the water H-bonds formed parallel or perpendicular to the
silica surface for the three amorphous silica-water interfaces analysed in this work. The air-
water interface is used as reference for the prototypic hydrophobic interface. See the main
text for definitions of parallel and perpendicular H-Bonds and illustrations in (B). (B): the
perpendicular HBs include the H-Bonds between the water and the silanol groups (OH-SiOH)
and the H-Bonds between the water molecules located in the BIL and the water molecules
in the Bulk (OH-Bulk). The parallel H-Bonds include only the water-water interactions
occurring between water molecules in the BIL (OH-BIL).

The water-water H-Bonds formed between the water molecules of the BIL (OH-BIL in Fig.

4B) are the parallel H-Bonds, while the H-Bonds formed between the water molecules and the

silanol groups (OH-SiOH in Fig. 4B) and the H-Bonds formed between the water molecules

in the BIL and the ones in the Bulk (OH-Bulk in Fig. 4 B) are all together accounting
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for the perpendicular H-Bonds. The results are reported for each aqueous amorphous silica

surface considered here and compared to the air/water interface taken as the reference for

the prototypic hydrophobic interface.

Our results reveal a preferential perpendicular orientation of the BIL-water molecules at the

4.5 and 7.6 SiOH/nm2 silica-water interfaces, while a preferential parallel orientation of the

BIL-water molecules is observed at the 3.5 SiOH/nm2 silica-water and at the air-water inter-

faces. By reducing the degree of hydrophilicity of the silica surface (i.e. going from the 7.6 to

the 3.5 SiOH/nm2) there is a diminution of the number of water H-Bonds that can be formed

perpendicular to the interface (thus a reduction in the solid-liquid H-Bonds). Conversely the

number of water-water H-bonds parallel to the surface strongly increases from a value of 1.0

and 1.2 respectively for the 7.6 SiOH/nm2 and 4.5 SiOH/nm2 surfaces to a value of 1.8 for

the 3.5 SiOH/nm2 surface. We can conclude that the lowering of the degree of hydroxylation

of the silica surface down to a value of 3.5 SiOH/nm2 causes a drastic change in the water

organization at the interface: water molecules now maximize water-water interactions in

the BIL (horizontal order) at this low hydroxylated surface to compensate for the lack of

solid-water interactions (vertical order). In particular, we find that interfacial water at the

3.5 SiOH/nm2 silica surface forms an extended homogeneous 2D H-Bond network where the

water-water H-Bonds are formed parallel to the surface. This is exactly the same organiza-

tion as the one observed and characterized at the air/water interface in our refs.35,39,40

To summarize, we find the organization of water above amorphous silica surfaces to be dic-

tated by the relative dimensions of hydrophilic and hydrophobic silica surface patches. A

disordered BIL structure, characterized by the simultaneous presence of low (above the hy-

drophobic patches) and high coordinated (above the hydrophilic patches) water molecules,

is obtained when none of the hydrophobic and hydrophilic patches prevail, while the homo-

geneous "quartz like" five membered ring structure and the "air/water like" 2D-HB-network

are respectively formed when the hydrophilic or the hydrophobic patches dominate.
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SFG-marker bands

We turn our attention to SFG spectroscopy at the silica-water interface in order to estab-

lish marker bands and their assignments in relation with the hydrophilic and hydrophobic

organizations discussed above. The heterodyne (phase resolved) SFG signal is calculated

with our methodology.31,41 We focus on the marker bands in the OH-stretching region. Our

goal is to establish markers in the change of the solvent structure as a result in the change in

the hydroxylation state of the silica surface (i.e. change in hydrophilicity/hydrophobicity).

In order to asses the reliability of our model we first compare in Fig. 5A the theoretical SFG

signal calculated for the hydroxylated 4.5 SiOH/nm2 aqueous silica and the experimental

SFG spectrum of fused silica from Tahara et al.23 obtained at the same pH=2 (near the iso-

electric point). The comparison between the theoretical and experimental =mχ(2)(ω) spectra

shows an excellent agreement.

Figure 5: (A) theoretical (black line) =mχ(2)(ω) SFG spectrum for the 4.5 SiOH/nm2 amor-
phous silica surface and its comparison to the experimental SFG of Tahara et al.23 (B)
=mχ(2)(ω) SFG spectra for three hydroxylated amorphous silica interfaces. Both the water
and the surface contributions are taken into account in the SFG theoretical signals.

We now report in Fig. 5B the spectra of the three aqueous silica interfaces considered here,
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including both the contribution from water (left side in Fig. 5B, note that only BIL water

is SFG active at the isoelectric conditions for all the three systems), and summing the con-

tributions from the water and the silica surface (right side in Fig. 5B). Independently of

the degree of hydroxylation of the surface, the theoretical spectra are systematically char-

acterized by a positive band at high frequencies (3430-3750 cm−1) and a negative band at

low frequencies (3000-3200 cm−1). Deconvolving solid and water contributions to the SFG

signals (Fig. 5-B, right side) demonstrate that the positive band arises solely from water.

In our previous study31 we have shown that only two water OH group populations contribute

to this positive band (3430-3750 cm−1) at silica-water interfaces: the water OH either point-

ing toward a siloxane bridge (3650 cm−1, hereafter denoted OH-SiOSi) or toward a silanol

(3450 cm−1, hereafter denoted OH-SiOH). Interestingly, when decreasing the degree of hy-

droxylation of the silica surface from 7.6 and 4.5 to the 3.5 SiOH/nm2 we observe an overall

blue shift in the position of the water positive band associated to these two water popula-

tions (Fig. 5-B, left side). The breaking of the local BIL-water five-membered ring structures

when decreasing the size of the hydrophilic patches over the silica surface (i.e. going from

the 7.6 to the 3.5 SiOH/nm2) leads to a decrease in intensity of the OH-SiOH band at 3450

cm−1 (less SiOH–water H-Bonds) and to an increase of the quasi-free-OH OH-SiOSi band at

3650 cm−1 (more SiOSi–water H-bonds). This results in an overall blue shift of the positive

band in the high frequency region of the 3.5 SiOH/nm2 water SFG spectra (Fig. 5B). The

3650 cm−1 and 3450 cm−1 marker bands are thus good descriptors for the evolution of the

water-solid interactions (OH-SiOH and OH-SiOSi H-Bonds) occurring at the silica-water

interfaces when tuning the surface degree of hydroxylation. They can for instance be used

to monitor the breaking/formation of 5-membered ring structures over the silica surface.

However, as previously discussed, breaking the 5-membered ring structures can bring to two

different scenarios depending on the surface degree of hydroxylation: 1) under coordinated

BIL-water above the surface hydrophobic patches at intermediate degree of hydroxylation

(4.5 SiOH/nm2), 2) formation of the BIL-water 2D-HB-network above the least hydrophilic
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silica surface (3.5 SiOH/nm2).

SFG technique cannot distinguish between these two scenarios since the in-plane water-

water H-Bonds forming the 2D-HB-network are not SFG active. Therefore the 3650 cm−1

and 3450 cm−1 bands cannot directly probe the transition in the BIL-water structure from

the 5-membered rings (7.6 and 4.5 SiOH/nm2) to the 2D-HB-network (3.5 SiOH/nm2) char-

acterized by DFT-MD in the previous section.

The negative SFG signal in the lower frequency region below 3200 cm−1 is due to both in-

terfacial (BIL) water donating H-Bonds to the subsequent liquid layer (denoted hereafter

OH-Bulk, See Fig. 4B) and to out-of-plane silanol groups donating strong H-Bonds to BIL-

water (denoted hereafter SiOH-BIL, See Fig. 4B). It is important to stress here that all the

silanol groups in all systems investigated here pointing toward water are found H-Bonded

and there are no out-of-plane free OH groups reminiscent of the silica-air interface.32 There-

fore the SiOH-BIL signature is the only solid contribution to the negative band at 3200 cm−1

(see Fig.5) for the three surfaces considered. The SiOH-BIL signature is found with similar

intensity for the 3.5 and 4.5 SiOH/nm2 hydroxylated surfaces, while a lower intensity is ob-

tained for the 7.6 SiOH/nm2 one. This trend is in apparent contradiction with the density of

solid-water H-Bonds reported for the three surfaces in Table 1, showing the 7.6 SiOH/nm2

as the most hydrophilic surface (i.e. more solid-water interactions) followed by the 4.5 and

3.5 SiOH/nm2 ones. In order to explain such apparently counter intuitive result we have

evaluated the silanol groups SiOH SFG activity by calculating the silanol groups OH aver-

age orientations with respect to the surface normal for the three hydroxylated surfaces. We

remind the reader that silanols with the OH group pointing parallel to the silica surface (in-

plane silanols) are not SFG active. We find the silanol groups at the 7.6 SiOH/nm2 to have

on average a slightly more parallel orientation (77.5◦ orientation with respect to the surface

normal) with respect to the silanol groups at the 4.5 and 3.5 SiOH/nm2 surfaces (respectively

61.7 ◦ and 64.3◦). The silanol groups more in-plane ordering at the 7.6 OH/nm2 surface is

the cause for most of the SiOH groups to be SFG inactive, with a consequent decrease in
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the SiOH-BIL band intensity at 3200 cm−1 (see Fig. 5B). The result is in agreement with

the high number of silanol-silanol Si-OH–Si-OH H-Bonds (by construction formed parallel

to the surface) at the 7.6 SiOH/nm2 reported in Table 1.
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Methods

Amorphous silica/water interfaces with various degrees of hydroxylation of the silica

surface have been modelled by DFT-MD (Density Functional Theory-based Molecular Dy-

namics) simulations. Three silica models have been selected, with a surface degree of hydrox-

ylation respectively of 7.6 SiOH/nm2 (thirteen SiOH groups at the surface in the simulation

box), 4.5 SiOH/nm2 (eight SiOH groups) and 2.4 SiOH/nm2 (four SiOH). The 7.6 SiOH/nm2

surface has been obtained by Bernasconi et al.,33 the other two silica surfaces by Ugliengo et

al.32, respectively with a 4.5 SiOH/nm2 and 2.4 SiOH/nm2 silanol coverage at the air inter-

face. When in contact with water, the hydroxylation state of the 7.6 and the 4.5 SiOH/nm2

surfaces are found stable, while the hydroxylation of the 2.4 SiOH/nm2 surface increases to

3.5 SiOH/nm2 silanol coverage. Indeed, the adsorption of one water molecule is observed in

the first ps of dynamics, leading to the cleavage of a siloxane bridge and subsequent dissocia-

tion of the adsorbed water molecule. This brings to the formation of two new silanol groups

at the silica surface, thus increasing the degree of hydroxylation of the amorphous surface

from 2.4 to 3.5 SiOH/nm2. The protonation state of all three silica surfaces is around the po-

tential of zero charge (PZC, pH=2-4 conditions). The interfaces are at isoelectric conditions

(no surface electric field) as shown in ref.31 The DFT-MD simulations have been generated

with the CP2K software package42, that consists in Born-Oppenheimer MD, using the DFT-

BLYP43 44 electronic representation, GTH pesudopotentials45, and a combined plane waves

(400 Ry energy cut-off) and SR-DZVP-MOLOPT gaussian basis set for all atoms. Disper-

sion interactions were included by the Grimme D2 correction46. The box dimensions are the

following: 9.117 X 16.342 X 32.000 Å3 (7.6 SiOH/nm2 hydroxylated silica model), 13.386 X

13.286 X 37.000 Å3 (4.5 SiOH/nm2 hydroxylated silica model) and 12.670 X 13.270 X 37.000

Å3 (3.5 SiOH/nm2 hydroxylated silica model). The 7.6 SiOH/nm2 silica slab is 6Å thick

and is composed by 102 atoms, while the 3.5 and 4.5 SiOH/nm2 slabs are both 12Å thick

and are respectively composed of 198 and 204 atoms. Liquid water is simulated with 112,

120 and 116 water molecules, respectively for the 7.6, 4.5 and 3.5 SiOH/nm2 silica models,
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providing the expected experimental water density of 1 g/cm3. The amorphous silica slabs

were reoptimized in the gas phase at the same level of theory adopted for the dynamics, and

then put in contact with bulk water. After an equilibration of 10 ps (5 ps with velocities

rescaling plus 5 ps in the pure NVE ensemble) the dynamics were generated in the NVE

ensemble for 30 ps with a time step of 0.4 fs. All analyses were performed over these 30 ps

trajectories.

The theoretical SFG spectra measure the =mχ(2)(ω) non linear optical response of the solid-

water interface in the O-H stretching region (3000-4000 cm−1), including the contributions

of both the water molecules and the solid surface silanols. The imaginary part of the res-

onant electric dipole non-linear susceptibility χ(2)(ω) is calculated, following our previous

works34,41.

For water:
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where (P,Q,R) are any x, y, z direction in the laboratory frame (here PQR=xxz,yyz for the

ssp signal), and kB and T are respectively the Boltzmann constant and the temperature of

the system. 〈· · · 〉 is a time-correlation function, dαij

drOH
and dµk

drOH
are respectively the individual

O-H bond contributions to the Raman tensor and Atomic Polar Tensor of water molecules. M

is the number of water molecules and OH1,2 are the two O-H oscillators per water molecule.

D is the matrix that projects the water molecular frame onto the laboratory frame. The D

matrix and the projection of the velocities on each O-H bond axis are obtained from DFT-

MD trajectories while dαij

drOH
and dµk

drOH
terms have been parametrized. Parametrization for

water is taken from ref.47

For silanols:
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The parametrization of dαij

drOH
and dµk

drOH
for the silanols was performed using silicic acid unit

block models. Four possible Si-OH configurations have been taken into account for the

parametrization as reported in the Supporting Information (SI) of ref.31

We have characterized the three amorphous silica-water interfaces using our methodology

shown in refs.34,35 where the water is decomposed into three layers, i.e. BIL, DL, Bulk

through three structural descriptors: the water density profile perpendicular to the surface,

the water coordination number, and the OH orientation of the water molecules. The BIL is

the first water layer in direct contact with the silica solid. It is found to have a thickness

between 2.5 and 3.0Å for all three interfaces and to be systematically composed by water

with an average coordination number of 2.8, to be compared to the 3.4 coordination number

in liquid water.

Fig. 3 of the main text reports the time averaged spatial distribution of the silanol density,

the water density and the coordination number of water at the interface with silica for the

three aqueous interfaces of interest here. The silanol and water densities include all silanols of

the silica surface and all water molecules belonging to the identified BIL-interface (identified

by the structural analysis presented in refs.34,35), at each time step of the dynamics and then

averaged over the whole trajectory. The calculated water densities have been plotted with

respect to the average position of the water molecules along the trajectory along the (x-y)

lateral directions of the simulation box (parallel to the surface), resulting in the (x-y) spatial

maps reported in Fig. 3A and Fig. 3D. The results are 3D maps where the color-coding

(scale on the right-hand side of each figure) reports the average densities of water and silanol.

Both the silanol and water densities are normalized to one.

The coordination maps in Fig. 3C of the main text, use the H-Bond criterion from ref48
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where two water molecules are considered H-Bonded if the O-O distance is less than 3.2 Å and

the O(-H)-O angle is in the range 140-220◦. The same criterion is applied for water-silanol

hydrogen bonds. The coordination numbers in Fig. 3 report the sum of the water-water

and water-silanol HBs. The coordination number per water molecule is calculated at each

time-step of the dynamics and then averaged over the whole trajectory. These coordination

numbers have been calculated for each water molecule that belongs to the BIL interfacial

layer. The calculated water coordination numbers have been plotted with respect to the

average position of the water molecules along the trajectory, along the (x-y) lateral directions

of the simulation box. The resulting (x-y) spatial maps are reported in Fig. 3C of the main

text.

The time averaged spatial distribution of water molecules belonging to the 5-membered ring

structures (chain of three water molecules interacting with two silanols) is depicted in Fig.

1D. The H-Bond criterion used to identify the water molecules belonging to the 5-membered

ring structure is the same as for the coordination maps and the methodology is the same as

for the silanol and water density maps.
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5.8 An aspect of the surface morphology effects: how silanol nests can affect
interfacial properties

5.8 An aspect of the surface morphology ef-

fects: how silanol nests can affect interfa-

cial properties

The results reported in this section are preliminary data. Further investi-
gations are needed.

We now investigate how the HB-network formed by water and surface
groups at silica-water interfaces can be affected by a variation in the mor-
phology of the silica surface. The hydroxylated 7.6 SiOH/nm2 silica surface
is interesting as it presents a specific morphology that the two other hydroxy-
lated surfaces considered in this work (4.5 and 3.5 SiOH/nm2) do not possess:
two ”silanol nests”[112, 260]. Silanol nests are defined as a concave zone on
the silica surface with a high density of silanols mutually interacting[184, 112].
These concave zones are not only rich in SiOH sites, but they also maximize,
by construction, the exposure of Si-O-Si siloxane groups to water. The pres-
ence of nests in zeolites as defects and their capacity in tuning the properties
of adsorption of water and biomolecules on silica based materials have already
been emphasized[248, 261, 262]. One of the silanol nest at the 7.6 SiOH/nm2

model silica surface is illustrated in Fig. 5.12.
We now consider the effect of silanol nests present at the silica-water in-

terface on the water molecular arrangements and on the SFG response. This
allows to test the capability of SFG spectroscopy to identify the presence
of silanol nests at silica surfaces as they can be key elements for adsorption
processes.

Figure 5.12: MD-snapshot illustrating one of the silanol nest in the DFT-MD simulation
of the 7.6 SiOH/nm2 hydroxylated silica surface at the interface with liquid water. The
oxygen atoms of the SiOH groups forming the nest are coloured in green. Some of the
water molecules entering the nest are colored with blue oxygens.

The interfacial properties induced by the presence of silanol nests are in-
vestigated by comparing both the structural and spectroscopic properties of
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the interface in presence of nests with the results obtained for the two surfaces
with a lower degree of hydroxylation (no silanol nests on these surface), i.e.
3.5 and 4.5 SiOH/nm2 degree of hydroxylation.

A first aspect we have considered in our work is the effect of the silanol
nests in the organization of the silanol groups in contact with liquid water.
We have therefore compared the solid-solid interactions, expressed in terms
of silanol-silanol SiOH–SiOH and silanol-siloxane bridge OH-SiOSi H-Bonds
with the ones present at the silica-air interface. We thus report in Table 5.1
the ratio (reported as a percentage) between the solid-solid H-Bonds respec-
tively found at the silica-water interface (denoted afterwards solid-solidSW )
and at the silica-air interface (denoted afterwards solid-solidSA) for the three
hydroxylated surfaces of interest here. We also report values for the crys-
talline (0001) α-quartz-water interface with a high degree of hydroxylation of
9.6 SiOH/nm2. These ratio thus provide the percentage of solid-solid H-Bonds
that are maintained on the silica surfaces once contact with liquid water has
been made. The solid-solid H-Bonds that can be made are SiOH-SiOH (be-
tween silanols) and SiOH-SiOSi (between silanols and siloxane bridges).

The (0001) α-quartz-water interface represents the hydrophilic extreme of
silica surfaces in the present investigations. It has a high degree of hydroxyla-
tion, close to the most hydroxylated (7.6 SiOH/nm2) amorphous silica surface
considered. The crystalline surface does not present silanol nests. By using
this crystalline silica surface we can directly deconvolve the effect of silanol
nests on the interface organization. We refer to ref.[49] for all details about
the quartz-water interface.

Table 5.1: The ratio between solid-solid H-Bonds respectively obtained at the silica-water
(solid-solidSW ) and at the silica-air interfaces (solid-solidSA) for the four silica surfaces
considered in this work. Both the silanol-silanol (SiOH-SiOH) and silanol-siloxane bridge
(SiOH-SiOSi) solid-solid H-Bonds are reported.

Degree of surface hydroxylation solid-solidSW/solid-solidSA

(SiOH/nm2) SiOH–SiOH | SiOH–OSiO

9.6 (0001) α-quartz 50 |∅∗
7.6 amorphous silica 50 | 33
4.5 amorphous silica 33 | 18
3.5 amorphous silica 18 | 18

*There are no SiOH–OSiO H-Bonds on both the dry and aqueous (0001) α-quartz surfaces.
For this reason the ratio solid-solidSW /solid-solidSA cannot be calculated for the (0001) α-
quartz.

At the 3.5 and 4.5 SiOH/nm2 low rates of surface hydroxylations, i.e.
surfaces without silanol nests, the presence of water leads to a massive reor-
ganization of the surface-surface interactions (only 18 and 33% of the silanol-
silanol H-Bonds are maintained when going from the gas phase to the liq-
uid phase, see table 5.1). As one can see in Table 5.1, a low percentage

190



5.8 An aspect of the surface morphology effects: how silanol nests can affect
interfacial properties

of the silanol-silanol H-Bonds (SiOH-SiOH) originally present at the 3.5 and
4.5 SiOH/nm2 dry surfaces is maintained once the two surfaces are put in con-
tact with liquid water: few silanol-silanol (18% and 33%) and silanol-siloxane
bridge H-Bonds (18%) are maintained once the surface is in contact with
water. Higher percentages of solid-solid H-Bonds are however maintained for
the 7.6 SiOH/nm2 and the (0001)-α quartz surfaces once in contact with wa-
ter (50%). It is important to mention here that the silanol-silanol H-Bonds
at the 7.6 SiOH/nm2 aqueous surface are in great part involved in the two
silanol nests present on this surface.

Our findings indicate that solid-solid H-Bonds are more easily replaced by
solid-water interactions at low hydroxylated silica aqueous surfaces (3.5 and
4.5 SiOH/nm2) than at the high hydroxylated ones (7.6 SiOH/nm2 and the
(0001) α quartz surfaces). This is illustrated in Fig. 5.13 and is discussed
below in the text.

Before such discussion, we propose two possible explanations for this phe-
nomenon:

1) The 7.6 SiOH/nm2 and the (0001)-α quartz surfaces present higher
numbers of SiOH surface groups with respect to the low hydroxylated sur-
faces, which implies that less solid-solid H-Bonds need to be broken in order to
make the interfacial water molecules fully coordinated (coordination number
of 3.5).

2) Strong intra-molecular H-Bonds are formed between silanols in ”silanol”
nests or over the surface of (0001)-α quartz, thus far less easy to break. Pre-
vious studies have indeed shown that silanols involved in complex H-Bonded
structures[191, 263] as the ones present in ”silanol nests” or at the surface of
the neat (0001) α-quartz (see ref. [182]), form strong H-Bonds.

The high number of solid-solid interactions in silanol nests in turn af-
fect the silica-water interface structure as one can see by the solid-solid and
solid-water H-Bonds formed at the amorphous-water and quartz-water inter-
faces considered in this work and reported in Fig. 5.13.

The average number of both solid-solid (blue curve) and solid-water (red
curve) HBs steadily increases when going respectively from the 3.5 SiOH/nm2

to the 4.5 SiOH/nm2 surfaces and from the 4.5 SiOH/nm2 to the 9.6 SiOH/nm2

surfaces, while the values calculated for the 7.6 SiOH/nm2 surface are offsets.
In particular, the number of solid-solid HBs (4.2 HBs/nm2) formed at the
7.6 SiOH/nm2 interface is much larger than the numbers obtained for the
3.5 SiOH/nm2 and 4.5 SiOH/nm2 interfaces (0.2 and 0.9 HBs/nm2 respec-
tively), and it almost reaches the limit value of 4.8 HBs/nm2 obtained for the
highly hydrophilic quartz-water interface. This is due to the SiOH groups
within the silanol nests, which are strongly inter-connected via solid-solid
HBs.

A further consequence of the high number of SiOH-SiOH HBs formed
within the silanol nests is that they do not allow to fully exploit the hy-
drophilic potential (i.e. the capacity to form H-Bonds with water) of the
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Figure 5.13: DFT-MD simulations: time averaged numbers of H-Bonds formed per surface
area (H-Bonds/nm2), either between two SiOH terminations of the silica surface (solid-
solid HBs, blue diamonds) or between SiOH groups and BIL-water molecules (solid-water
HBs, red diamonds), calculated for silica-water interfaces with a silica surface having an
average silanol density of 3.5 SiOH/nm2, 4.5 SiOH/nm2 and 7.6 SiOH/nm2, as well as
for the crystalline (0001) α-quartz-water interface with 9.6 SiOH/nm2 hydroxylation. The
trend lines (blue and red lines) obtained from the values calculated only for the systems with
3.5 SiOH/nm2, 4.5 SiOH/nm2 and 9.6 SiOH/nm2 hydroxylation numbers are also reported
to better highlight the offset position of the values calculated for the 7.6 SiOH/nm2 silica
surface (that has silanol nests).

7.6 SiOH/nm2 silica surface. For instance only 0.5 more solid-water HBs/nm2

(i.e. 7.0 solid-water HBs/nm2 for the 7.6 SiOH/nm2 surface vs 6.5 solid-water
HBs/nm2 for the 4.5 SiOH/nm2 one) are formed at the 7.6 SiOH/nm2 silica
surface than at the 4.5 SiOH/nm2 surface (see red curve in Fig. 5.13), de-
spite an increase in the silanol density by 2.1 SiOH/nm2 (i.e. 7.6 SiOH/nm2

minus 4.5 SiOH/nm2). This is due to the competition between solid-solid
and water-solid HBs: since SiOH groups within the nests form more solid-
solid HBs, they interact less with water than the silanols located outside the
nests. The sharp increase in silanol density within nests thus mostly results
in the maximization of solid-solid HBs and does not provide an equivalent
increase in the density of solid-water HBs. The intra-molecular H-Bond net-
work formed between silanols in the ”silanol nests” is only slightly affected
by the presence of BIL-water molecules above or inside the nests.

A direct consequence of the special H-Bonding properties of the surface
sites within a silanol nest can be already observed when looking at the coordi-
nation of BIL-water molecules located inside the nests. The MD simulations
indeed show that BIL-water molecules entering the nest loose on average one
water-water HB/molecule, because of the confined environment of the nest,
which is not compensated by additional water-SiOH HBs. The dangling wa-
ter OH-groups resulting from such missing water-water HBs are hence found
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to mostly interact with Si-O-Si siloxane sites, which exposure to water is now
maximized within the nest.

Water molecules within the nest are mostly found in two H-Bond arrange-
ments:
1) pointing both O-H groups toward surface Si-O-Si siloxanes, while simulta-
neously accepting one HB from a BIL-water molecule located above the nest.
2) pointing one O-H group toward one surface Si-O-Si siloxane and the other
one to one SiOH group, while simultaneously accepting one HB from a BIL-
water molecule located above the nest.

These two water populations are observed only within the nests and are
not found at the other silica-water interfaces considered in this work.

At this point, one naturally raising question is whether such water pop-
ulations specifically found within the silanol nests can have a signature in
SFG spectra. We hence present in Fig. 5.14 theoretical =(χ(2)(ω)) spectra
calculated for the silica-water interfaces with an average silanol density of
3.5 SiOH/nm2, 4.5 SiOH/nm2 and 7.6 SiOH/nm2, including only the con-
tributions from water (left panel, note that only BIL-water is SFG active at
the isoelectric conditions for all the three systems), but also summing the
contributions from water and the silica surface SiO-H groups (right panel).

Figure 5.14: Comparison between theoretical =(χ(2)(ω)) spectra calculated from DFT-MD
simulations of water at the interface with fused/amorphous silica surfaces with an average
silanol density of 3.5 SiOH/nm2, 4.5 SiOH/nm2 and 7.6 SiOH/nm2 (including silanol
nests). Left: =(χ(2)(ω)) spectra obtained by including only the contribution from water
(i.e. BIL-water). Right: =(χ(2)(ω)) spectra obtained by including both the water and silica
surface contributions.

As one can see in Fig. 5.14, the only change in the total SFG signal ob-
tained by adding the solid contribution is in the negative =(χ(2)(ω)) band,
which systematically becomes more pronounced once the solid contribution
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to SFG is added (right panels). From our previous discussion in section 5.5,
we already know that this is due to out-of-plane SiOH groups donating HBs
to BIL-water (i.e. SiOH-BIL groups, see Fig. 5.7 for OH-groups classification
and their SFG signatures), as they are the only solid surface sites contribut-
ing to SFG in the OH-stretching region and providing a negative band at
3200 cm−1 in =(χ(2)(ω)) spectra. Their signature is here found to be simi-
lar for all the three silica-water interfaces, while the major differences in the
spectra are coming from the water contribution (left panels in Fig. 5.14).

Once again the 7.6 SiOH/nm2 surface with the silanol nests shows an
outsider behaviour, which is detected by the intensities of two bands: the
3200 cm−1 negative band and the 3660 cm−1 positive band. Starting from
the negative band, we remind the readers that we have already shown it
arises from O-H groups of BIL-water molecules donating HBs to bulk water
molecules (i.e. OH-Bulk groups, see Fig. 5.7, section 5.5). The intensity
of such band increases with the increase in the surface hydroxylation from
3.5 SiOH/nm2 to 4.5 SiOH/nm2, while it decreases again (becoming almost
zero) for the 7.6 SiOH/nm2 surface. One of the possible causes are the wa-
ter molecules that reside in the silanol-nests, that systematically accept HBs
from BIL-water above the nests. These newly formed HBs have opposite
orientation with respect to the HBs formed by OH-Bulk groups. This leads
to a partial compensation between the positive =(χ(2)(ω)) intensity and the
negative intensity from OH-Bulk groups at 3200 cm−1. Another possible ex-
planation could be given by a higher basicity of the SiOH groups involved in
the silanol nest H-Bond structure (see e.g.[191, 263]) with respect to the ones
at less hydroxylated amorphous surfaces: this leads to a red shift of the band
associated with the OH-SiOH groups (see Fig. 5.7) with a consequent en-
hancement of the positive band at 3200 cm−1. Such enhancement would lead
to a compensation between the positive =(χ(2)(ω)) intensity and the negative
intensity from OH-Bulk groups at 3200 cm−1.

We now move to the 3660 cm−1 positive band which arises from OH-
SiOSi water groups and which represents the major change between the SFG
spectra of the three silica-water interfaces reported in Fig. 5.14. In order to
better show the trend for its intensity, the integrated area of the 3660 cm−1

positive band is plotted in Fig. 5.15 for the three interfaces, as well as for the
fully hydroxylated (0001) α-quartz-water interface for comparison. The band
intensity decreases by a factor of four from the silica hydroxylation state of
3.5 SiOH/nm2 to 4.5 SiOH/nm2 and becomes zero for the quartz-water inter-
face with 9.6 SiOH/nm2 (which has no Si-O-Si groups exposed at the surface).
On the basis of this trend, one would expect a 3660 cm−1 positive band with
almost zero intensity also for the 7.6 SiOH/nm2 surface. On the contrary,
what is revealed by Fig. 5.15 is that the 3660 cm−1 positive band gains again
intensity for the surface containing silanol nests, becoming almost twice more
intense than the band obtained for the 4.5 SiOH/nm2 surface. This is due
to the BIL-water molecules within the nests which we have shown to interact
more with Si-O-Si groups than with the water molecules located outside the
nests.
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Figure 5.15: =(χ(2)(ω)) intensity (integrated area of the peaks in Fig. 5.14) of the
3660 cm−1 band in the theoretical SFG spectra of silica-water interfaces as a function of the
degree of hydroxylation of the silica surface. The fused silica surfaces with 3.5 SiOH/nm2,
4.5 SiOH/nm2 and 7.6 SiOH/nm2 have been considered, as well as the crystalline (0001) α-
quartz-water interface with 9.6 SiOH/nm2. The 3660 cm−1 band intensity for each inter-
face (black diamonds) has been calculated as the integral of the =(χ(2)(ω)) signal arising
from the OH-SiOSi population (solely contributing to the 3660 cm−1 band, see Fig. 5.7),
normalized with respect to the most intense 3660 cm−1 band (obtained for the fused silica
with 3.5 SiOH/nm2). The trend line (black line) obtained from the values calculated only
for the systems with 3.5 SiOH/nm2, 4.5 SiOH/nm2 and 9.6 SiOH/nm2 is reported to better
highlight the offset position of the value calculated for the 7.6 SiOH/nm2 silica surface.

We thus can suggest that silanol nests could be detected by SFG spec-
troscopy, thanks to their impact on the intensity of the 3660 cm−1 =(χ(2)(ω))
positive band. Given two silica-water interfaces with increasing hydroxylation
states, if the surface with higher silanol density exhibits a more prominent
3660 cm−1 band compared to the surface with lower silanol density, then our
investigation shows that one of the possible reasons could be the presence of
silanol nest(s) at the more hydroxylated silica-water interface.

Despite the SFG response of silica-water interfaces is modulated by the
specific coordination environment experienced by water molecules entering
the nests, silanol nests are however found to not have detectable effects on
the balance between hydrophilic/hydrophobic patches at silica surfaces, nei-
ther on the microscopic water arrangement above them. Water molecules
above the silanol nests, which are by construction part of the hydrophilic
domain of water in the BIL, are in fact found to maintain the characteristic
5-membered HB-rings structures already observed at the 4.5 SiOH/nm2 sur-
face (see scheme in Fig. 5.10). As a consequence, the transition from the hy-
drophobic ”horizontal ordering” (characterized by the air-water hydrophobic
interface 2D-HB-Network[103]) typical of the least hydrophilic 3.5 SiOH/nm2

silica-water interface toward the ”vertical ordering” (characterized by the 5-
membered HB-rings structure) typical of the more hydrophilic silica-water
interfaces, is not affected by the presence of silanol nests on the surface.
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5.9 Effects of Electrolytes on the structure,

dynamics and spectroscopy of amorphous

silica-water interfaces

The results presented hereafter are extracted from our paper [JACS, 142,
6991-7000 (2020)] [243] included at the end of this section. They have been
obtained in collaboration with one of our experimental partners: the Borguet’s
group at Temple University in Philadelphia (USA).

In this section we investigate how the structure and the SFG response
of electrolytic silica-water interfaces is affected by changes in the solution
ionic strength, by combining theoretical modelling from DFT-MD simula-
tions with TR-SFG spectroscopy experiments.

TR-SFG (time resolved sum frequency generation) [230, 233] spectroscopy
has been used to interrogate silica-electrolyte aqueous interfaces, especially
focusing on amorphous silica-water interfaces, with an average surface degree
of hydroxylation of 4.5 SiOH/nm2. Ions have been shown experimentally to
modulate the structure, SFG response and vibrational relaxation processes
at the interface in two ways: (1) by screening the surface charge and thus
reducing the SFG probing depth, and (2) by inducing changes in the local
water organization and thus by inducing modifications in the BIL water SFG
signal. However, a clear microscopic interpretation of these two effects is still
missing. These can be reconsidered in the light of the two distinct water in-
terfacial regions at charged interfaces, i.e. the Binding Interfacial Layer (BIL)
and the Diffuse Layer (DL): (1) is due to the ions affecting the thickness of
the DL, while (2) is due to the ions modifying the water H-Bond network in
the BIL. Both effects are being simultaneously included in the spectroscopic
TR-SFG measurements. It is thus essential to disentangle the relaxation time
of the truly interfacial BIL-water from the subsequent “bulk like” reoriented
DL-water in TR-SFG measurements. All the following rationalizations will
hence make use of the BIL/DL deconvolution scheme we have developed in
ref. [114]. See ref.[243] reported at the end of this section for details.

The solution pH has further been shown to alter ion’s adsorption, with ex-
pected consequences on interfacial structure and spectroscopy[264, 49]. As we
have shown in ref.[243] (reported at the end of this section), both theory and
experiments provide evidences that cations are preferentially accumulated at
the interface for negatively charged silica surfaces (pH>PZC) so that they
screen the surface charge, while both cations and anions populate the inter-
facial layer with the same probability for neutral silica aqueous interfaces at
PZC (pH'2-4). The effect of ions on the structural/spectroscopic properties
thus need to be evaluated at different pH conditions. This is indeed what has
been done in ref.[243], which results will be now discussed in the following.
We focused on the ions effect at the fused 4.5 SiOH/nm2 silica-water interface.
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Both the concentration of the NaCl electrolyte (in the 0-0.5 M range) and the
pH conditions (in the 2-12 range) are varied in the experiments. Only one
DFT-MD is used for theory, i.e. one concentration (0.5 M) of the electrolyte.

The vibrational lifetime T1 is experimentally measured at NaCl concen-
trations of 0 M, 0.1 M and 0.5 M and at pH values of 2, 6, 12. The values are
reported in Fig. 5.16-A. They clearly show that the vibrational dynamics at
silica-water interfaces is a function of both bulk pH and ionic strength.

Focusing firstly on the electrolytes effect at the neutral pH∼2, which

Bulk	pH	 Average	Vibrational	Lifetime	T
1
	(fs)	

Bulk	water:	190-260	fs	

0.0	M	NaCl	 0.1	M	NaCl	 0.5	M	NaCl	

pH	2	 577	±	140	
BIL	

422	±	120	
BIL	

249	±	15	
BIL2DN	

pH	6	 188	±	30	
DL	

633	±	88	
BIL	

363	±	90	
BIL2DN	

pH	12	 198	±	32	
DL	

200	±	23	
DL	

209	±	25	
DL	
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Figure 5.16: Electrolytes alter the vibratonal relaxation of interfacial water in both BIL/DL
regions. A: average vibrational lifetime T1 at different bulk pH and NaCl concentrations,
obtained from 4 level model fits to the measured TR-SFG traces. The T1 values reported are
the average T1 from separate measurements repeated 3-5 times. The error bars indicate
the standard deviation for all the individual T1 values obtained on different days. The
labels “BIL” (Binding Interfacial Layer), “BIL2DN” (2DN is a short notation for the 2D-
HBond-Network formed by the BIL-water at electrolytes concentrations ≥0.5 M), and “DL”
(Diffuse Layer) refer to the interfacial region that dominates the SFG response in each
aqueous environment, as demonstrated in the text. B: schemes of the structural organization
of water and ions at 1 M electrolytic silica-water interfaces (pH=2, 6, 12) extracted from
the DFT-MD simulations. Red/yellow balls with +/- signs represent the cations/anions
and their distribution at the interface. See ref.[243] for all details.

corresponds to the point of zero charge (PZC) conditions, the measured T1
lifetimes show that the vibrational relaxation of water next to the silica sur-
face at pH∼2 is accelerated by increasing the bulk ionic concentration. In the
absence of salt, the surface potential calculated using the silica deprotonation
ratio and the Gouy-Chapman model (see ref.[243]) is close to zero, so that the
DL contribution to SFG is negligible and the water T1 lifetime consequently
reflects the true interfacial water structure, i.e. the BIL. When ions are added
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in the solution, the T1 lifetime decreases from 577 fs, for the neat interface,
to 422 fs for 0.1 M NaCl concentration and to 249 fs for 0.5 M NaCl concen-
tration. As we demonstrate in ref.[243], there is not a preferential adsorption
of cations over anions or vice-versa at pH 2 conditions, i.e. both ionic species
have the same probability to populate the BIL layer at such low pH, so that
the surface potential remains close to zero in all the explored concentration
range. The changes in the measured T1 lifetimes at pH∼2 conditions are
consequently due to ions that are altering the water structure in the BIL.

As revealed by the DFT-MD simulations reported in ref.[243], the ions
induced acceleration of the interfacial relaxation process are due to the ca-
pability of electrolytes like KCl and NaCl to induce in-plane ordering of the
water H-Bond network at the fused silica-water interface. The microscopic
mechanism we have identified to be at the heart of the observed ions kos-
motropic effect in the BIL is summarized hereafter. When the ions concentra-
tion is lower than 0.1 M, the microscopic arrangement of water in the BIL at
the 4.5 SiOH/nm2 silica-water interface is inhomogeneous, made of very dis-
tinct water HB-structures formed above the surface hydrophilic/hydrophobic
patches. As characterized in section 5.6, the hydrophobic patches of the
4.5 SiOH/nm2 silica surface are too small to allow water above them be ar-
ranged similar to the air-water-like 2D-HB-Network [103, 105, 104] which we
have seen to allow maximize the water coordination above the silica surface
with a lower silanol density of 3.5 SiOH/nm2. The water molecules located
above the hydrophobic patches at the 4.5 SiOH/nm2 hydroxylated silica sur-
face are hence found strongly undercoordinated. This is shown in Fig. 5.17-A,
where the water coordination is spatially resolved above the silica surface and
shown to be lower than 2.2 HBs/molecule above the surface areas with a low
silanol density (i.e. the hydrophobic patches, rich in Si-O-Si siloxane sites),
while water is as much coordinated as in the bulk (3.4 HBs/molecule) above
the hydrophilic patches, where the quartz-like ”vertical order” made of the
5-membered HB-ring structures is recovered (see sections 5.7).

The substantial density of under-coordinated water molecules in the hy-
drophobic patches (40% of all water in the BIL) and weak H-bond inter-
connectivity between the water molecules in the BIL, resulting in less inter-
molecular couplings, have been hence identified as the microscopic reasons
for the slow T1 lifetime of 577 fs measured at pH 2 without excess salt.

As soon as salt is added (in the 0.1-1.0 M range), the HB-network in the
BIL is dramatically changed by both cations and anions starting to populate
the BIL and forming inner-sphere complexes, i.e. completing their solvation
shell using both silanols and BIL-water molecules (as illustrated at the top
of Fig. 5.17). The newly formed ion-silanol interactions replace previously
existing HBs between BIL-water and SiOH sites, which are a mandatory
brick for the 5-membered HB-ring structures in the hydrophilic domains. As
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Figure 5.17: KCl induced in-plane ordering in the BIL. The time averaged coordination
number of the water molecules in the BIL, spatially resolved along the lateral x-y directions
of the silica surface, is reported for (A): Neat (0 M KCl) aqueous silica interface and B:
electrolytic (1 M KCl) aqueous silica interface. The water coordination is expressed in terms
of the number of HBs (sum of water-water and water-silanol HBs) per water molecule.
The color coding (vertical scale in the plots) goes from dark blue (1.5 HBs/molecule) to
red (3.7 HBs/molecule). For each of the two extreme situations with 0 M and 1 M KCl
concentration, the number of intra-BIL HBs formed is also reported as it is a structural
marker of the formation of the ”horizontal order” in the BIL (at 1 M KCl concentration).
A MD-snapshot illustrating the inner-sphere adsorption of the KCl ion-pair at the silica-
water interface, responsable for the in-plane ordering of the water HB-Network in the BIL,
is also shown. The ions use silanols (red balls for the oxygens) and water in the BIL (blue
balls for the oxygens) in order to achieve an inner-sphere adsorption.

shown by the DFT-MD simulations, water above the hydrophilic patches is
consequently not able anymore to maintain the vertical order. The dangling
water O-H groups resulting from the breaking of water-silanol HBs hence re-
orient in-plane in order to maximize water-water intra-BIL HBs. The ions
induced increase in intra-BIL HBs ultimately leads to the formation of an air-
water-like interface made of a 2D-HB-Network[103, 105, 104], at electrolytes
concentrations equal to 0.5 M or greater. This is shown in Fig. 5.17-B by
reporting the number of intra-BIL HBs formed in the BIL, which increases
from 1.2 HBs/molecule for the neat interface to 1.7 HBs/molecule when 1 M
KCl is added (same value as for the air-water interface [103]).

The addition of electrolytes at the 4.5 SiOH/nm2 hydroxylated silica-
water interface thus produces the same effect as decreasing the surface hy-
droxylation, inducing the transition from the inhomogeneous water BIL struc-
ture obtained at the 4.5 SiOH/nm2 silica-water interface toward the ”hori-
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zontal order” typical of the least hydroxylated silica-water interfaces (i.e.
3.5 SiOH/nm2, see section 5.7). In agreement, the T1 lifetime of the silica-
water interface is experimentally found to change in response to such variation
in the microscopic arrangement in the BIL. The value of T1=249±15 fs is in-
deed measured for [NaCl]=0.5 M (Fig. 5.16-A), similar to the T1 lifetime of
∼250 fs measured by the TR-SFG and 2D-SFG experiments reported in the
literature for the air-water interface [265, 266, 225].

When more basic conditions of the silica-water interfaces are concerned,
the BIL is not solely responsible anymore for the relaxation T1 times mea-
sured by TR-SFG, which are now averages over the distinct BIL/DL relax-
ation processes. Making use of the deconvolution scheme to separate BIL/DL
contributions conceived in our group [49] (see ref.[243] reported at the end of
this section for all details), we have shown that TR-SFG spectroscopy solely
probes the relaxation T1 time of bulk-like water in the DL at pH=12 condi-
tions in the 0.0-0.5 M ions concentration range. At such conditions the pref-
erential adsorption of cations in the BIL, due to the negative surface charge,
has been found to be not sufficient to screen the DL contribution to SFG, and
the fast T1'200 fs relaxation time of DL-water is systematically measured.
On the contrary, 0.1 M of NaCl has been found sufficient to completely screen
the DL contribution to SFG at pH=6 conditions, with consequent increase
of the measured T1 time from 188 fs for 0 M NaCl (when DL dominates the
SFG signal) to 633 fs for 0.1 M NaCl (when only the BIL is probed). At
higher ionic concentrations, the T1 time has been finally shown to decrease
again down to 363 fs, due to the same water-water in-plane ordering by ions
as the one revealed at pH=2 conditions.

More details on the impact of KCl and NaCl electrolytes at the 4.5 SiOH/nm2

amorphous silica-water interface at various pH conditions, and on the ions
effect inducing ”horizontal ordering” of water in the BIL can be found in the
work reported hereafter [243].
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ABSTRACT: The structure and ultrafast dynamics of the electric
double layer (EDL) are central to chemical reactivity and physical
properties at solid/aqueous interfaces. While the Gouy−Chap-
man−Stern model is widely used to describe EDLs, it is solely
based on the macroscopic electrostatic attraction of electrolytes for
the charged surfaces. Structure and dynamics in the Stern layer are,
however, more complex because of competing effects due to the
localized surface charge distribution, surface−solvent−ion correla-
tions, and the interfacial hydrogen bonding environment. Here, we
report combined time-resolved vibrational sum frequency gen-
eration (TR-vSFG) spectroscopy with ab initio DFT-based molecular dynamics simulations (AIMD/DFT-MD) to get direct access
to the molecular-level understanding of how ions change the structure and dynamics of the EDL. We show that innersphere
adsorbed ions tune the hydrophobicity of the silica−aqueous interface by shifting the structural makeup in the Stern layer from
dominant water−surface interactions to water−water interactions. This drives an initially inhomogeneous interfacial water
coordination landscape observed at the neat interface toward a homogeneous, highly interconnected in-plane 2D hydrogen bonding
(2D-HB) network at the ionic interface, reminiscent of the canonical, hydrophobic air−water interface. This ion-induced
transformation results in a characteristic decrease of the vibrational lifetime (T1) of excited interfacial O−H stretching modes from
T1 ∼ 600 fs to T1 ∼ 250 fs. Hence, we propose that the T1 determined by TR-vSFG in combination with DFT-MD simulations can
be widely used for a quantitative spectroscopic probe of the ion kosmotropic/chaotropic effect at aqueous interfaces as well as of the
ion-induced surface hydrophobicity.

■ INTRODUCTION

Water is critical to sustaining life on Earth, and knowledge
about its chemistry and physics is central to a vast range of
subjects.1−11 However, the organization of water in inhomoge-
neous environments remains controversial, owing to water’s
many anomalous properties.12 A simple question such as how
far away ions can affect the physical and the chemical
properties of water is still rigorously debated.13−20 To make
matters worse, understanding the behavior of water and
solvated ions at an interface is an even more arduous task.
Intuitively, it is fairly obvious that when ions approach an
interface, they screen the surface charge (if present) and also
(most likely) reorganize the interfacial environment by
restructuring the original surface−solvent and solvent−solvent
interactions since competing ion−solvent, ion−surface, and
ion−ion interactions are introduced. Therefore, a quantitative
and molecular-level understanding of these interactions is
essential to understand and predict ion activity at interfaces
and their influence on chemical reactivity.
The mineral oxide−electrolyte aqueous interface provides an

excellent platform to investigate surface−ion−solvent inter-
actions as a function of surface charge by manipulating the pH

of the bulk aqueous solution across the point of zero charge
(PZC) of the mineral, hence tuning the electrostatic attraction
between the surface and the ions. The silica−water interface
represents the most widely studied mineral−aqueous interface.
Therefore, many spectroscopic and imaging techniques have
been used extensively to study the electric double layer (EDL)
at the silica−electrolyte interface.21−26 The EDL can be
broadly subdivided into a Stern layer located within the first
one/two aqueous monolayers from the solid surface where
ions accumulate, followed by a diffuse layer consisting of
solvated ions that screen the remaining surface charge.27,28

While the energetics of the diffuse layer is reasonably well
approximated by the Gouy−Chapman (GC) model, the
understanding of the Stern layer is still limited. This is largely
because the structure and dynamics of the Stern layer are
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directly sensitive to the competing effects of the surface charge
distribution, surface−solvent−ion correlations, and the inter-
facial hydrogen bonding environment, which are all extremely
difficult to probe experimentally. Hence, the detailed under-
standing of these interfacial properties is not accounted for in
the most commonly used Stern−Gouy−Chapman (SGC)
model. Therefore, experimental tools that can provide
quantitative and molecular understanding of the EDL are key
to the development of more sophisticated models that can
accurately describe its structure, composition, and energetics.
Vibrational sum frequency generation (vSFG) spectroscopy,

a laser-based second-order nonlinear optical technique, has
played a key role in the last few decades in advancing our
understanding of the EDL structure at the silica−electrolyte
interface.21,22,24,29−33 In a typical vSFG experiment, an infrared
(IR) laser beam which is in resonance with a molecular
vibration is temporally and spatially overlapped with a visible
laser at an interface of interest, resulting in the generation of
sum frequency (SF) photons whose frequency is the sum of
the IR and visible frequencies. Within the dipole approx-
imation, only noncentrosymmetric molecules and environ-
ments generate a vSFG signal. Centrosymmetry is inherently
broken at any interface between two bulk media, thus making
vSFG spectroscopy an exclusive probe of molecular vibrations

at the interface and hence an ideal tool for probing the EDL.
Moreover, vSFG can be employed in both the frequency
domain (steady-state (SS) vSFG) and the time-domain (time-
resolved (TR) vSFG) to extract structural and dynamics
information on the EDL. Despite a plethora of investigations of
the silica−electrolyte interface using SS-vSFG31,34−40 and TR-
vSFG,21,22,41,42 a complete molecular picture of the silica−
electrolyte EDL is still lacking. This mainly stems from two
critical shortcomings in past vSFG studies.
The first issue is due to the ambiguity of the probing depth

of vSFG at charged interfaces (the silica−water interface is
habitually charged except at its PZC, around pH 2−4) where
the surface electric field can break the centrosymmetry of
bulklike water residing further than the first few interfacial
layers and hence contributing to, or even dominating, the
vSFG signal. This has greatly complicated the interpretation of
vSFG studies of silica−water interfaces and has impeded a
definitive rationalization of the structure and dynamics of the
EDL, since it is unclear which populations (interfacial water or
electric field-oriented bulklike water) are probed. However,
recent experimental43 and computational44 studies have
developed methodologies to separate vSFG spectra into
contributions originating from the first few layers [binding
interfacial layer (BIL)] and from the electric field oriented

Figure 1. Effect of ions on the vibrational dynamics of the O−H stretch in H2O at the silica−water interface at (A) pH 2, (B) pH 6, and (C) pH
12. The gray dotted line represents the cross-correlation of the IR pump, IR probe, and visible pulses, i.e., the instrument response function,
indicating a fwhm of ∼120 fs. The solid lines are the best fits with a four-level system, described in the Supporting Information. (D) T1 (O−H
vibrational lifetime) vs NaCl concentration. The T1 values reported are the average T1 from separate measurements repeated at least 3 times, and in
some cases up to 5 times. The error bars indicate the standard deviation for all the individual T1 values obtained on different days.

Journal of the American Chemical Society pubs.acs.org/JACS Article

https://dx.doi.org/10.1021/jacs.9b13273
J. Am. Chem. Soc. 2020, 142, 6991−7000

6992



bulklike contribution [diffuse layer (DL)]. The BIL water
region is analogous to the Stern layer in the double layer
theory from the aspect of the spatial distribution of the ions.43

Only recently, this methodology has been applied to vSFG
studies of the fused silica−aqueous interface revealing
important insight on its chemical and physical properties (for
example, microscopic hydrophobicity).29,74

The second shortcoming stems from the lack of under-
standing of how the presence of ions affects the vSFG signal.
Historically, the ion associated attenuation of the vSFG signal
at the silica−aqueous interface has been assigned to the Debye
screening effect (as predicted by GC theory); i.e., ions reduce
the thickness of the non-centrosymmetric diffuse layer probed
by vSFG. It is also obvious that ions can rearrange the
interfacial hydrogen-bonding environment due to ion−solvent
and ion−surface interactions. However, it is unclear how ion-
induced screening and ion-induced solvent rearrangement
affect the vSFG signal. The need to look beyond the GC/SGC
models to understand the silica−electrolyte EDL, in order to
disclose the more complex molecular-level rearrangements
occurring in the BIL, is the missing ingredient for the
development of next-generation models describing ion activity
at interfaces. The need for such development was, for instance,
recently pointed out in nonlinear spectroscopy studies by
Borguet et al.,35 Gibbs et al.,25 and Geiger et al.23 where they
provided evidence for highly pH-dependent specific ion effects,
whose understanding is beyond the GC/SGC models. Here,
we report a joint effort, combining time-resolved vibrational

sum frequency generation (TR-vSFG) spectroscopy with ab
initio DFT-based molecular dynamics simulations (AIMD/
DFT-MD), to reveal novel molecular details on how ions
change the interfacial water structure in the BIL and
consequently affect its ultrafast vibrational dynamics. TR-
vSFG spectroscopy, measuring the vibrational relaxation time-
scale of the O−H stretching vibrations, provides an excellent
quantifiable probe of the hydrogen bonding environments of
the silica−electrolyte EDL, allowing us to experimentally
detect ion-induced changes in the BIL, which may otherwise
be too subtle or nonexistent in the SS-vSFG signal.24,35

Complementarily, DFT-MD simulations provide a detailed
understanding of the microscopic mechanism(s) resulting in
the ion-induced effects on the TR-vSFG measurements. Our
results clearly show that the GC/SGC models are insufficient
in describing the ion activity at silica surfaces, and the
molecular insights provided by this study could be significant
in the development of more accurate and sophisticated EDL
models that would account for the interface specific chemistry,
surface charge and ion distribution, and the resulting hydrogen
bonding environment.

■ RESULTS AND DISCUSSION
Time-Resolved Sum Frequency Generation. The

vibrational dynamics of the silica−water interface, measured
using TR-vSFG spectroscopy (experimental and sample
preparation details are provided in the SI), is clearly a function
of both bulk pH and ionic strength (Figures 1 and 2B). More

Figure 2. (A) Three descriptors used for characterizing and determining water BIL/DL/Bulk layers at the neat silica−water interface at pH 2. They
are (see refs 44, 54, and 55) the water density profile with respect to the distance from the surface (r), the average water coordination (HBs/
molecule), and the 3D-plots evaluating the probability for water−water HBs formed in each layer with a given HB (O−O) distance and orientation
with respect to the normal to the surface (red regions correspond to the maximum probability to find water with preferential HB distances and
orientations; see Section S6 in the SI for details). See all details in Section S5 of the SI. (B) Average vibrational lifetime T1 at different bulk pH and
NaCl concentrations, obtained from 4 level model fits (described in the SI) to TR-vSFG traces. The error bars indicate the standard deviation for
all the individual T1 values obtained on different days. The labels “BIL” (binding interfacial layer), “BIL2DN” (2DN stands for the 2D−H bond-
network formed by the BIL water), and “DL” (diffuse layer) refer to the interfacial region that dominates the vSFG response in each aqueous
environment, as described in the text. (C) Schemes of the structural organization of water and ions at the 1 M electrolytic amorphous silica−water
interface (pH = 2, 6, 12) extracted from the AIMD/DFT-MD simulations. Red/yellow balls with +/− signs represent the cations/anions and their
distribution at the interface (BIL vs DL).
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precisely, the water OH stretch T1 lifetime is found to strongly
depend on the ion concentration at pH 2 and 6, while a
constant T1 of ∼200 fs is observed for pH 12 in the 0−0.5 M
NaCl range. At pH ∼ 12, the silica surface is dehydroxylated by
∼25%,45 inducing a rather high surface charge density of
∼−0.2 C/m2, thus resulting in a surface potential of ∼170 mV,
as calculated using the silica deprotonation ratio and the GC
model (described in Section S3 of the SI, see also Figures S4
and S5). There is therefore a strong water DL impact to vSFG
due to the surface field-oriented bulklike water (see, e.g., refs
21, 22, 44, 46, and 47). Both the BIL and the DL impact the
vSFG response, and their relative weighted contributions to
the final TR-vSFG measurements can be qualitatively
estimated from the surface potential by using the framework
described hereafter. See Section S5 in the SI for the BIL/DL
definition. The vSFG signal in the DL is due to the potential
drop across the DL (ΔφDL, assumed here as equal to the
surface potential; see Table S2 for a comparison with other
choices) through χ(2)DL(ω) = χ(3)bulk(ω) ΔφDL,

43,44,46 where
χ(3)bulk(ω) is the third-order susceptibility of bulk liquid water
(this expression is here written without interference con-
tributions48,49 which are only important at low ionic strength
and hence trivial at pH 12 which has an ionic strength of 10
mM). χ(3)bulk(ω) is known.43,44 In the present experiments,
|χ(2)(ω)|2 signals are measured to deduce T1 relaxation times;
thus, |χ(2)DL(ω)|

2 = |χ(3)bulk(ω)|
2 (ΔφDL)

2. Defining IBIL and IDL
as the integral of χ(2)BIL(ω) and χ(2)DL(ω) in the O−H
stretching region, one finds that IDL/IBILα(ΔφDL)

2, i.e., the
ratio of DL/BIL intensities, is proportional to the square of the
surface potential. According to previous works on silica−water
interfaces,44,46 values of IDL/IBIL ∼ 10 were found for ΔφDL ∼
10 mV. Taking ΔφDL ∼ 10 mV as the reference ((ΔφDL(ref)),
we can estimate the IDL/IBIL ratio at any other ΔφDL value as
IDL/IBIL(ΔφDL) = IDL/IBIL(ΔφDL(ref)) × (ΔφDL/
(ΔφDL(ref)))

2 = 10(ΔφDL/10 mV)2. See Sections S9 and
S10 for more details. Therefore, IDL/IBIL ∼ 2960 is expected
here for ΔφDL ∼ 172 mV at pH ∼ 12 (see Table S2). The
vSFG response at the neat pH ∼ 12 silica−water interface is
consequently dominated by the water in the DL, i.e., by
bulklike oriented liquid, and indeed one measures T1 = 198 ±
32 fs (Figures 1 and 2B), typical of the 190−260 fs50−52

relaxation measured in bulk liquid water. When adding 0.1 and
0.5 M salt, the surface potential is reduced but is still of the
order ∼100 mV (see Table S2), thus giving rise to the same
DL-dominated fast interfacial relaxation. These results suggest
that higher concentrations than 0.5 M are needed to screen the
silica surface potential and hence suppress the DL contribution
to vSFG at pH ∼ 12. This is indeed the conclusion of the
recent vSFG measurements by Tahara’s group,40 where 2 M
NaCl is needed to measure only the BIL contribution at pH
12.
When lowering the pH to 6, the silica surface is now only

∼1% dehydroxylated.45 A smaller surface potential (∼80 mV)
is hence created, and in the absence of additional ions, ΔφDL ∼
80 mV (Figure S5 in the SI). Correcting for interference
effects, which now need to be considered for the neat pH 6
condition (where the ionic strength is 10−6), an IDL/IBIL ratio
of 26 is obtained (see Sections S9 and S10 and Table S2 in the
SI), still large enough to conclude that the measured relaxation
time is dominated by the DL contribution. Consistently, we
measure T1 = 188 ± 30 fs (Figures 1 and 2B), similar to pH 12
conditions. A recent study from Hore-Tyrode32 reported a
surface potential of ∼200 mV for the same neat pH 6

conditions (i.e., no excess salt). Taking this larger surface
potential value leads to an even larger IDL/IBIL ratio, making
our conclusion on dominant DL contributions even stronger.
Adding 0.1 or 0.5 M salt at pH ∼ 6 results in an

accumulation of cations at the negatively charged surface,
hence reducing the surface potential by more than 1 order of
magnitude (Figure S5 and Table S2, SI). We note here that
addition of ions is known to increase the percentage of
deprotonated sites.32,45,53 Despite the increase in deprotona-
tion, the surface potential is lower than in the case of no salt
(Figure S5B), as shown in a recent study.32 This is possibly
due to the counterion screening the surface potential by
directly interacting with the deprotonated SiO− sites, as shown
by a previous study.53 Moreover, the surface potential is
observed to decay exponentially away from the surface when
salt is present (Figure S5) so that it is only 4 and 1 mV at 1 nm
away from surface for 0.1 and 0.5 M NaCl, respectively. Due to
the lower surface potential and rapid decay (see Figure S5 and
Table S2 in the SI), the DL contribution to the vSFG signal is
largely suppressed at pH 6 when salt is added.
In agreement with these estimates, we find that the presence

of 0.1 M NaCl initially slows down T1 to 633 fs, which is
similar to the T1 at neat pH 2. This means that the 0.1 M NaCl
at pH 6 is mainly only responsible for screening surface charge,
hence excluding the DL water contribution to T1 lifetime, as
one would expect from the GC model and consistent with a
previous study.22 However, when the salt concentration is
further increased to 0.5 M, T1 becomes faster (363 fs),
deviating from the behavior expected from GC theory. Since
the surface potential is very low at pH 6 with 0.5 M [NaCl],
the T1 decrease has to arise from ion-induced changes in the
BIL.
In analogy with the findings at pH 6, a similar BIL-specific

effect is also observed for pH 2, point of zero charge (PZC)
conditions, where the measured T1 lifetimes (Figures 1 and
2B) show that the vibrational relaxation of water is accelerated
by increasing the bulk ionic concentration. In the absence of
salt, the surface potential is close to zero (Figure S5A and
Table S2, SI) and we can consequently assume that the silica
surface is neutral and that the vSFG probing depth and the T1
lifetimes reflect the water structure in the BIL alone. When
ions are introduced, the T1 lifetime decreases from 577 fs for
the neat interface to 422 fs for 0.1 M [NaCl] and to 249 fs for
0.5 M [NaCl], while the surface potential remains close to zero
(Figure S5 and Table S2, SI). The BIL is thus expected to be
solely responsible for the measured T1 lifetime in the entire
investigated concentration range at pH = 2, meaning that there
is no preferential adsorption of cations over anions or vice
versa, and both ionic species have the same probability to
populate the BIL layer.
Here, it is important to consider the possibility of cations

preferentially accumulating at the neutral silica surface
compared to anions (as is known to occur at higher pH
values, above PZC), resulting in a slightly positive surface so
that the vSFG probes DL (“bulklike”) water via the χ(3) effect
and causing an acceleration of the T1. However, this scenario
would manifest in a large DL-water contribution to the total
SS-vSFG spectra. This was indeed reported in a recent vSFG
study24 which showed a significant increase in the vSFG signal
at pH 2 when the NaCl concentration was raised from 10 to
100 mM, which was interpreted as an overcharging effect.
However, the overcharging effect was mostly apparent for the
ssp-vSFG signal and not for the ppp-vSFG signal. We use the
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latter polarization combination in this study. Also, hysteresis
has been reported when pH is varied at constant ionic strength,
which is how the above-mentioned study was conducted. In
our study, we vary the ionic strength at constant pH which
avoids the hysteresis issue. We see no significant increase in
SS-vSFG signal at pH 2 when NaCl concentration is increased
(Figure S6), which is consistent with other past studies of
silica−water interfaces at pH ∼ 2 conditions35 as well as with
the estimated surface potential values (Figure S5A). On the
contrary, we notice a small decrease in ppp-vSFG intensity
with salt addition, which could also be in principle attributed
to the screening effect of the electrolyte (by hypothesizing that
a small net surface charge persists at pH 2). However, we also
see an acceleration of T1 when 0.1 M salt is added. Thus, the
decrease in ppp-vSFG intensity cannot be entirely due to the
screening effect. As we will show later, such a decrease can be
explained when the ion-induced changes in the BIL water
structure are considered.
In the light of all the above-discussed evidence, the

accelerations of T1 lifetimes at pH ∼ 2 conditions and pH 6
with [NaCl] = 0.1−0.5 M are ascribed to ion inducing order
and more interconnectivity within the structure of the BIL
water, i.e., a kosmotropic effect. A deep understanding of the
associated microscopic mechanism, which goes beyond pure
electrostatic effects and is almost entirely driven by specific
ion-induced changes in water−water and water−surface
interactions, is pivotal in order to improve our comprehension
and modeling of electrolytic interfaces. We hence now make
use of DFT-MD simulations to address this challenge.

DFT Molecular Dynamics. A DFT-MD simulation of the
aqueous amorphous silica surface (4.5 SiOH/nm2, representa-
tive of the silica surfaces in experiments) at pH 2 was
performed (see Section S5 in the SI for all computational
details). In agreement with the experimental results, the
simulation shows that when the surface is neutral (pH ∼ 2),
only the water in the BIL is noncentrosymmetric and hence
vSFG-active. This is summarized in Figure 2A, where water in
the BIL is shown to be denser than in the bulk, forming fewer
water−water HBs, and with a noncentrosymmetric orientation,
while bulklike water coordination, orientation, and density are
recovered right beyond the BIL, i.e., further than 3.0 Å from
the SiO2 surface (see also Section S6 of the SI). The absence of
a DL confirms that the aqueous silica interface is at the
isoelectric point at pH ∼ 2.
What the DFT-MD simulation also reveals is that the

inhomogeneous spatial distribution of silanols at the
amorphous silica surface results in a nonuniform spatial
distribution of the coordination number of the water molecules
in the BIL (Figure 3A, where the time averaged spatial
distribution of the coordination number of water in the BIL is
shown in a contour-map). Water coordination results from the
sum of water−water and water−silanol HBs, where a standard
HB definition is applied (O−O distance <3.2 Å and O(−H)−
O angle in 140−220° interval).54 If, on average, water is 3-fold
coordinated in the BIL, this number is in fact due to two
distinct populations: 60% of the water molecules in the BIL are
tetrahedrally coordinated (HB/mol ≥3.1, blue zones in Figure
3A), while the other 40% are undercoordinated (HB/mol <2.2,

Figure 3. AIMD/DFT-MD simulations of the amorphous silica−water interface at pH ∼ 2. Time-averaged coordination number of the water
molecules in the BIL spatially resolved along the lateral x−y directions of the silica surface (in Å) for (A) neat aqueous silica interface and (B)
aqueous silica interface with one KCl ion pair in the BIL. The water coordination is expressed in terms of the number of HBs (sum of water−water
and water−silanol HBs) per water molecule (see Section S6 in the SI for details). The color coding (vertical scale in the plots) goes from light red
(0.7 HBs/molecule), dark red (1.8 HBs/molecule), grayish-blue (2.9 HBs/molecule) to greenish-blue (4.1 HBs/molecule). The top view of the
interface shows the solid Si−O covalent bonds in gray lines to highlight the solid surface covalent patterns. The surface silanols are marked by the
O−H groups in red (O) and white (H) spheres. (C) Time-evolution of the number of intra-BIL HBs formed per water molecule located within the
BIL. t = 0 is the time when a KCl ion-pair is introduced in the BIL. The red and blue dashed lines indicate the average number of intra-BIL HBs per
water molecule for the neat interface (red, 1.2) and for the KCl electrolyte interface (blue, 1.7), respectively.
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red zones). These two water populations are located above
silica areas made of high (bottom half of Figure 3A and B) and
low (top half of Figure 3A and B) silanol densities,
respectively, which we have recently identified as hydro-
philic/hydrophobic patches on the macroscopically hydro-
philic silica surface.29,56

To reveal how ions affect the BIL water structure and
dynamics, eight additional DFT-MD simulations have been
performed in the presence of a KCl ion-pair. In AIMD
simulations, the Na+ cation is known to require much larger
plane wave basis sets for its accurate electronic representation
than K+, hence considerably increasing the computational cost
of the AIMD, and, thus, the choice of K+ in the present
simulations. The results obtained with KCl have been then
confirmed with one supplementary MD simulation where one
NaCl ion-pair is accommodated at the silica−water interface
(see Section S8 in the SI). The similarity between Na+/K+

behaviors found in the present work is consistent with a
previous study.57 As already discussed, since the silica surface is
at the isoelectric point at pH ∼ 2, and no static field is
generated by the neutral surface, there is no surface
electrostatic driving force to favor cations over anions (and
vice versa) to approach closer to the silica surface. Starting
from this knowledge, nine distinct initial ion configurations
have been prepared for the MD simulations, where both K+/
Na+ and Cl− ions were randomly located within the BIL layer
(see Sections S4 and S8 of the SI).
We make the choice to discuss hereafter the results from one

representative DFT-MD simulation, the results of which have
been validated by all the other simulations (the total of nine
simulations amounts to 150 ps time-scale), revealing that our
findings are independent of the average position and
configuration (i.e., contact ion-pair CIP, solvent shared ion-
pair SSIP) that ions have in the BIL, as well as on the K+/Na+

nature of the cation (all detailed in Section S8 of the SI).
The resulting picture obtained from the DFT-MD

simulations is the following. The presence of the electrolyte
in the BIL leads to the BIL water becoming homogeneously 3-
fold coordinated (Figure 3B); i.e., there is one single water
population (91% of the water in the BIL), highly
interconnected by H-bonds formed within the layer (1.7
intra-BIL HBs on average). This striking change in the water
structural organization in the BIL from the neat to the
electrolytic SiO2−water interface is due to two combined
factors: by approaching the silica surface, the ions are able to
complete their solvation shell with surface silanols on top of
BIL water molecules (i.e., ions adsorbed in innerspheres, see
Figure 4C), as already shown at the crystalline quartz−water58
and alumina−water59 interfaces, thereby breaking local water−
surface H-bonds that were previously present at the neat
aqueous silica interface. Innersphere ions hence locally drive
the breaking of water−surface interactions which is character-
istic of the hydrophobic patches at the silica surface.29,56 They
consequently increase the portion of the surface assigned to
the hydrophobic domain. Above these ion-induced hydro-
phobic domains, water adapts to this change by maximizing H-
bonds in between interfacial water molecules (intra-BIL HBs),
hence increasing the water−water H-bond connectivity within
the BIL. As a result of such an ion-catalyzed shift in the balance
between water−water and water−surface interactions toward
the former, a highly ordered water−water HB-network with
HBs parallel to the silica surface plane is formed in the whole
BIL, reminiscent of the 2D-HB-network recently revealed at

the canonical hydrophobic air−water interface,54 where 1.7
intra-BIL HBs are also found on average.55,60 The time-
evolution for the formation of the 2D-HB-network at the
silica−water interface (Figure 3C) reveals that the number of
intra-BIL HB/molecule increases in a few picoseconds, from
1.2 (neat interface, start of the dynamics) to 1.7, by adding one
KCl ion-pair in the BIL.
The electrolyte-induced increase in water interconnectivity

is further illustrated in Figure 4A where top views of the BIL
water molecules (20 on average in these simulation boxes) of
the neat SiO2−water (left), the SiO2−water+KCl (middle),
and the air−water interface (right; taken from refs 54 and 55;
be aware of the larger simulation box) are compared. One can
immediately observe the 60%/40% ratio between the two
water populations discussed above at the neat solution
interface (Figure 4A, left), with the isolated blue-waters
above the hydrophobic patches (which are too small for water
to form a 2D-HB-network) on one hand and the locally
interconnected, tetrahedral red-waters above the hydrophilic
patches on the other hand. Once the electrolytes are present in

Figure 4. (A) Top views of the BIL water structural arrangement at
the neat silica−water (left), the silica−water interface with one KCl
ion pair in the BIL (middle), and the canonical hydrophobic air−
water interface (right) used here as a reference for the highly
interconnected H-bond network (2D-HB-network) formed by the
water in the BIL.54,55 The silica surface atoms are black balls (left and
middle), while the gray balls in the right-hand figure are the water in
the bulk liquid. The water molecules in the BIL are color-coded
according to their coordination number, i.e., blue if ≤2.2 HBs/mol,
red if >2.2 HBs/mol. In the absence of ions, water molecules with
lower coordination number (blue) and with higher coordination
number (red) are present, connected only by few H-bonds (orange).
When KCl is added, blue water molecules disappear, and only red
water molecules remain, resembling the canonical air−water interface.
The increase in the number of orange connections between BIL water
molecules from the neat to the electrolytic interface illustrates how
ions increase in-plane H bonding within the BIL. (B) Evolution with
time of the number of water molecules (Nmax) that are interconnected
by intra-BIL HBs into one single 2D-HB-network, normalized by the
average number of water in the BIL (⟨NBIL⟩). Red, reference air−
water interface; blue, silica−water + KCl interface. A similar plot is
not reported for the neat silica−water interface, as the 2D-HB-
network does not exist at that interface. (C) Innersphere adsorption
of the KCl ion-pair at the SiO2−water interface. The ions use silanols
(red balls for the oxygens) and water in the BIL (blue balls for the
oxygens) in order to achieve an innersphere adsorption.
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the BIL (pink/green balls in Figure 4A, middle), one
immediately observes the disappearance of the blue-under-
coordinated water molecules, and the increased HB
interconnectivity in between the red-water molecules, now 3-
fold coordinated and extended over the whole silica surface.
This is similar to the HB interconnectivity at the air−water
interface54,55 (Figure 4A, right).
To understand the time-dependent behavior of the HB

network of the KCl−silica−water interface with respect to the
air−water, we further compare in Figure 4B the time-evolution
of the 2D-HB-network size (Nmax), normalized by the average
number of BIL water molecules (⟨NBIL⟩) (⟨NBIL⟩ = 45 and 20,
respectively, at the air−water and silica−water interfaces). One
can see that the two interfaces behave similarly over time, with
the normalized 2D-HB-network size steadily varying between
0.8 and 1.0 during the whole simulation.
We can hence conclude that innersphere adsorbed ions alter

the water organization in the BIL by shifting the balance from
dominant water−surface interactions (“out-of-plane ordering”)
to in-plane water−water interactions (“in-plane ordering”).
Our molecular picture is consistent with previous theoretical
studies61−63 showing that adsorbed ions can reorder the
interfacial H-bonding network at the quartz (101)−water
interface by promoting the formation of intrasurface H-bonds
and disrupting the surface water H-bonds. This drives an
inhomogeneous interfacial water coordination landscape
toward a homogeneous, highly interconnected in-plane 2D
hydrogen bonding network, reminiscent of the canonical,
hydrophobic air−water interface.
Connecting TR-vSFG and AIMD. We now make use of

the structural knowledge obtained from the simulations to
provide a rationalization for the T1 lifetime acceleration upon
ion addition at pH 2. The MD simulations demonstrated that
there is no DL contribution to the vSFG at the fully
hydroxylated (pH 2) silica−water interface and hence
confirmed that the acceleration of interfacial relaxation
dynamics can only be due to the ion-induced changes in the
BIL structure, which in turn alter the intermolecular coupling
and affect the BIL dynamics. In more details, we have seen that
ions change both water−water interactions and SiOH−water
interactions. The question remains as to which is responsible
for the experimentally measured changes in T1. The SiOH
vibrations are expected to exhibit slower relaxation dynamics
than OH vibrations of water as the former do not have access
to Fermi resonance coupling (which is known to be a major
OH vibrational relaxation pathway51,64−68) into its SiOH bend
overtone due to the large energy mismatch. The SiOH bend
mode is at ∼800 cm−1, and thus, its overtone is at ∼1600 cm−1,
which is far away from the SiOH stretch vibrational modes
(>3000 cm−1).56 This is consistent with time-resolved
measurements done in the 1980s by Cavanagh et al.69 which
determined the vibrational lifetime for hydroxyls at the silica−
vacuum interface as ∼200 ps, which decreased to ∼56 ps in the
presence of significant amounts of physisorbed water (5 H2O/
100 Å2). In our study, the silica hydroxyls are H-bonded to
adjacent water and thus are expected to have a shorter
vibrational lifetime than ∼200 ps, but it is highly unlikely to be
anywhere close to the 100s of femtosecond time-scales we
measure. Moreover, SiOH−water couplings are weakened by
increasing ion concentration due to ion breaking of water−
surface HBs (as discussed before). This would reasonably
provoke a slowdown in the SiOH relaxation due to reduced
connections to the aqueous environment. In light of all of this,

SiOH group dynamics would explain an increase in T1, not a
decrease (as observed experimentally). Based on this, we can
argue that the SiOH−water coupling contribution to the
overall relaxation within the BIL is much less important than
the one from water−water couplings. This is consistent with
the fact that water molecules in the BIL are much more
abundant than surface silanols (from MD simulations, we
calculate an average of 12.4 BIL waters/nm2 vs 4.5 SiOH/
nm2), as well as with water providing the dominant
contribution to the vSFG intensity of silica−water interfaces
in the OH-stretching region. From integration of the
theoretical vSFG spectra,29,47 we find that water contributes
76% of the imaginary χ(2) vSFG spectra in the 3000−3800
cm−1 range, while surface SiOH groups only contribute 24% at
frequencies <3300 cm−1. This 24% value is further reduced to
∼6% when considering that we are measuring the |χ(2)|2 signal
in this study.
What remain to be evaluated are the ion-induced water−

water couplings within the BIL as the reason for the
acceleration of T1 at pH 2 (and 6) when ions are introduced.
As mentioned above, Fermi resonance coupling is known to be
a major OH vibrational relaxation pathway.51,64−68 Since the
H2O bend mode is at ∼1650 cm−1 (and so its overtone is at
∼3300 cm−1, without accounting for anharmonicity), there is
Fermi resonance coupling between the H2O stretch vibrations
and the H2O bend. Therefore, an ion-induced increase in
water−water interactions is expected to lead to efficient
coupling thereby accelerating the vibrational energy transfer
and causing a decrease in T1. Additional evidence comes from
comparing the BIL water structure and T1 lifetimes at the
silica−water and the air−water interfaces. As discussed
previously, the BIL structure at the air−water interface is
dominated by water−water couplings resulting in a 2D-HB-
network, and the T1 for this hydrogen bonded water has been
experimentally measured to be 200−300 fs.70−73 Similarly, ion-
induced water−water coupling resulting in a 2D-HB-network
is detected for the silica−water interface, and consequently, T1
of 250 fs is also measured. This correlation between the BIL
structure and the T1 lifetime at two different interfaces
supports our claim that ion-induced water−water coupling is
responsible for the reduction of T1.
We further suggest that the acceleration of interfacial

relaxation processes with increasing NaCl concentration is
justified not only by the ion-induced increased HB-
connectivity within the BIL (increased water−water couplings)
but also by the net reduction in the number of “strongly
undercoordinated” water molecules at the interface (blue water
in Figure 4), which are expected to have the slowest relaxation
due to the reduced connectivity with the environment.
In light of these findings, the slow T1 lifetime (T1 = 577 ±

140 fs) measured for the neat interface at pH 2 conditions can
be ascribed to the substantial density of undercoordinated
water molecules (40%) and weak H-bond interconnectivity
within the out-of-plane ordered BIL. The ion-induced in-plane
ordering provokes the acceleration in the vibrational relaxation
processes within the BIL, from T1 ∼ 600 fs, typical of the water
out-of-plane ordering, to T1 ∼ 250 fs, typical of the water in-
plane ordering, that is reminiscent of the fast vibrational
relaxation measured for the air−water interface. The same
microscopic mechanism revealed for pH 2 also rationalizes the
acceleration of T1 at pH 6 in the presence of high salt
concentration. Such an acceleration at pH 6 has been observed
previously22 and was hypothesized to be due to ion-induced
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interfacial ordering, but in this study, we are able to provide,
for the first time, a molecular mechanism that explains the T1
acceleration at the silica−electrolyte interface. Even though we
are mainly probing the BIL water at pH 2 and pH 6 (with salt),
it is important to note that the absolute values of T1 are not
strictly identical (Figure 2B), presumably reflecting the
structural variations of surface silanol groups at the two pH
conditions, including the difference in the ionic species
enrichment at the neutral vs charged silica surface (see the
scheme in Figure 2).75 Nevertheless, the ratio in the T1 values
at the two ionic concentrations is identical: water systemati-
cally relaxes 1.7 times faster at the higher 0.5 M ionic
concentration due to the highly interconnected 2D-HB-
network formed in the BIL.
Finally, the transition from out-of-plane to in-plane ordering

of BIL water due to breaking of water−surface HBs (vSFG
active since oriented along the normal to the surface) and
consequent formation of intra-BIL water−water H-bonds
(non-vSFG active due to the orientation parallel to the
surface) also explains the microscopic origin of the previously
discussed decrease (albeit small) of the SS-vSFG (ppp) signal
when ions adsorb at the neutral silica−water interface.35

■ CONCLUSIONS
In conclusion, the interplay between experimental vibrational
dynamics measurements and the interfacial structural charac-
terization by theory provides a compelling combination to
reveal the ion adsorption process at silica−water interfaces and
its effect on interfacial structure and dynamics, as a function of
pH/electrolytes conditions. At highly and moderately charged
silica−water interfaces (pH > 6), cations are preferentially
adsorbed at the surface, and their major impact on the
interfacial arrangement is screening the surface charge, as
expected from GC theory. However, more subtle molecular
changes in the BIL are hidden below the dominant DL
contribution at these high pH conditions. As revealed by both
experiments and simulations performed in this work, such
changes manifest at low surface charges (pH < 6) and high
ionic concentrations, and they cannot be rationalized by pure
electrostatic models as they are driven by local chemistry
associated with the ion adsorption processes.
We here show, for the first time, that the acceleration of

interfacial vibrational energy relaxation is due to the
kosmotropic effect of ions that drive in-plane ordering of
water within the BIL, the topmost interfacial layer. This deeper
understanding of such a phenomenon, which is beyond the
existing GC/SGC theories, represents a key ingredient in the
development of more accurate models for describing electro-
lytic interfaces. Ions such as KCl and NaCl are hence shown to
be able to form innersphere complexes at the silica surface,
even at low pH (i.e., around PZC) conditions. This requires
breaking of previously existing water−surface HBs, thereby
forming local “hydrophobic” areas on the silica surface, which
adds to the already present hydrophobic patches (silanol poor
areas) in the BIL. In such ion-induced hydrophobic domains,
water rearranges by forming the extended 2D-HB-network,
similar to the canonical air−water interface. TR-vSFG
experiments, directly probing interfacial vibrational dynamics,
are shown to be a powerful tool to reveal such BIL structural
transitions, which is modulated by the delicate balance
between water−surface and water−water interactions and is
marked by the ion-induced acceleration of interfacial vibra-
tional relaxation.

The methodology employed here for aqueous silica
interfaces can be broadly applied to reveal the kosmotropic/
chaotropic nature of ions at other aqueous interfaces: TR-
vSFG experiments provide a direct measure of BIL water
ordering/disordering, while DFT-MD simulations unveil the
underlying microscopic mechanisms.
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S1 - Experimental setup.  

Optical Setup. To access the vibrational lifetimes of the interfacial O-H stretch, one-color IR 

pump – vSFG probe measurements were performed at the silica/water interface using the 

experimental setup described in previous studies.1-5  In brief, a one box Ti:Sapphire oscillator + 

regenerative amplifier (Coherent, LIBRA –F-1K-110-HE+) produces 5.0 mJ at 800 nm with a 

pulse duration of 120 fs at a repetition rate of 1 kHz (Figure S1).  90% of the output (4.5 mJ) was 

used to pump a commercial OPA (Coherent, TOPAS-Prime HE) to produce 1.3 W of signal and 

idler.  The DFG/OPA combination was tuned to generate IR pulses, centered at 3200 cm-1 with a 

typical pulse energy of 20 µJ @ 3 µm (~200 cm-1 FWHM), which were then split in a 70%-30% 

ratio to be used as IR pump and IR probe, respectively.  The remaining 5% of the regenerative 

amplifier output, spectrally narrowed to a FWHM of ~ 2.5 nm (38 cm-1) using a narrow bandpass 

filter, was used as the visible light for vSFG measurements.  The infrared probe and visible beams 

that generate the vSFG probe have incident angles of 65o and 70o, respectively, with respect to the 

surface normal, while the IR pump was incident at an angle of 75o with respect to the surface 

normal (Figure S2).  The incident angles were selected based on the best Fresnel factor 

enhancement under total internal reflection, similar to previous studies.2-3, 6-7  The focal spot 

diameters of the IR pump, IR probe, and VIS probe were 150 µm, 150 µm and 200 µm, 

respectively.  All incident beams were p polarized and the vSFG signal was collected in p 

polarization.   

 

Sample Preparation. IR transmitting amorphous fused SiO2 triangular roof prisms (15 x 13 x 13 

x 15 mm) with the 15 x 15 mm square face (opposite of the roof) were purchased from Team 

Photon Inc. (San Diego, CA).  Before the experiment, the SiO2 triangular prism was first cleaned 

with freshly prepared “piranha” solution (1 volume concentration H2O2: 3 volume concentration 
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H2SO4) for ~30 minutes in a Teflon holder. (CAUTION: “piranha” is a very reactive mixture and 

must be handled with great care by using protective equipment including appropriate gloves, 

googles, and lab coat).  This was followed with copious amount of rinsing with deionized water 

(>18.2 MΩ·cm resistivity, Thermoscientific Barnstead Easypure II purification system with a UV 

lamp) and then the prism was dried by filtered compressed N2 gas.  The SiO2 prism was then 

assembled onto the sample holder and exposed to neat water immediately and allowed to 

equilibrate in ambient at room temperature before experiments. 

The silica/water interface was achieved by pressing the silica prism against a volume of water in 

a home-built sample cell (Fig. S2).  The design of the sample cell allowed for an easy exchange of 

the aqueous media without moving the prism.  This provision prevents any change in the position 

of the interface.   

All solutions were prepared using deionized water, the pH of which was ~6 after equilibration with 

the laboratory ambient.  Solutions of pH 2 and 12 were made by dropwise adding small amounts 

of concentrated HCl (~12.0 M, Fisher Scientific, analytical grade) and 6 M NaOH (Fluke 

Analytical, analytical grade), respectively, till the pH of the solution reached the desired level as 

measured by a pH meter (Oakton).  Salt solutions of 0.1 M and 0.5 M were prepared using NaCl 

(Fisher Scientific, >99.8%), which was baked overnight at 500 °C to remove possible organic 

impurities. 
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Figure S1: Schematic of the laser system and the experimental set up for frequency SFG 

measurements with the Libra-HE laser system, used to perform one-color TR-vSFG 

measurements  

 

 

 

Figure S2: Diagram of the TR-vSFG measurements performed under total internal 

reflection conditions at the silica/water interface 
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Experimental Details. Previous TR-vSFG studies have shown that at the silica/H2O interface, the 

vibrational dynamics do not exhibit any frequency dependence2, 8.  In other words, for one-color 

TR-vSFG, we expect similar results for strongly and weakly hydrogen bonded water, i.e., the same 

dynamics for IR frequencies centered at 3200 cm-1 or 3400 cm-1.  Owing to better signal to noise 

of the vSFG spectra obtained at 3200 cm-1 region, all the results discussed here are pumped and 

probed at 3200 cm-1 region of the O-H stretch, which corresponds to the strongly hydrogen bonded 

water species.  Additionally, it is important to mention that usually the bleach signal can be 

accompanied by a hot band response.  However, due to anharmonicity, the hot band of O-H stretch 

is 200-400 cm-1 red-shifted from the fundamental O-H stretch and therefore, outside the window 

of our probe vSFG (3100 to 3300 cm-1).  The tail of the hot band might affect the bleach dynamics, 

but we expect its contribution to be insignificant on the T1 lifetime, since we are primarily probing 

the population at the 3200 cm-1 region (ground state OH stretch). 

The vibrational relaxation of interfacial water at a silica surface is determined by the recovery of 

the bleach in the vSFG intensity as a function of the delay between the IR pump and the vSFG 

probe.  The kinetics of vibrational relaxation is modeled using a four level system (Figure S3), 

already extensively used in previous work to describe the dynamics of bulk water9-11 as well as 

water at  mineral oxide surfaces1-5, 8, 12.  

 

S2 - Model used to describe vibrational dynamics of O-H in water: 

In this model, the vibrational energy of the excited ν=1 state is first transferred to an intermediate 

state ν* state, via inter- and intramolecular energy transfer to the overtone of the bend, or via 

resonant energy transfer to the O-H stretches of other water molecules that may be are coupled via 

hydrogen bonds2.  This occurs with a relaxation time (T1), which corresponds to the vibrational 

lifetime of the first excited state (υ=1) of the O-H oscillator.  The relaxation from the intermediate 
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υ* state to a hot ground state υ0* occurs via a thermalization process with a time constant of Tth.  

The thermalization step involves the statistical distribution of the remaining vibrational energy to 

all possible modes, including librations and the hydrogen bond reorganization13-14.   

 

 

Figure S3:  Four level model used to describe vibrational relaxation of water in the bulk 

and at interfaces. 

 

 

The time-resolved vSFG data can be fit to the following equation, which describes the kinetics of 

vibrational relaxation: 

 

𝐼𝑆𝐹𝐺  = IRF(t) ∗  𝑁0 𝑡 − 𝑁1 𝑡 + 𝐶2𝑁2 𝑡 + 𝐶3𝑁3 𝑡  
2                     (𝑆1) 

where N0, N1, N2, and N3 are the populations of the ν=0, ν=1, ν*, and ν*=0 states, respectively, 

and are determined by the solution to the system of coupled differential equations that describe the 

rates of population change for the four levels.  C2 and C3 are factors related to the strengths of the 

vSFG signal from the intermediate and final levels, and IRF(t) represents the Gaussian profile of 

the instrument response function (IRF). 
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Since our experiments were not sensitive to the thermalization effect, the Tth value was held 

constant to a previously reported2-3 value of 700 fs while fitting the data.  The insensitivity of our 

data towards the thermalization effect probably stems from the pump IR and probe IR being 

identical.  If we were to pump the strongly hydrogen bonded region and probe the weakly hydrogen 

bonded region, the thermalization timescale can be more accurately measured.  However, this is 

not the scope of our investigation.   

 

S3 - Calculated surface electric potential 
 

The silica surface charge () was calculated at each pH and ionic strength using Equation (S2):  

𝜎0 = 𝜎𝑚𝑎𝑥 × (𝜃 > 𝑆𝑖𝑂𝑡𝑜𝑡𝑎𝑙 )                   (𝑆2) 
 

where max (~0.72 C/m2) is the maximum surface charge generated by deprotonation of all the 

silanol groups (4.5 SiOH/nm2) on the silica surface and (> SiOtot) is the total number of 

deprotonated sites (SiO- and SiO-Na+) obtained from Dove’s model15.  The surface potential (0) 

was estimated from the Gouy-Chapman model as16-17:  

∅0 =
2𝑘𝑇

𝑧𝑒
sinh−1(

𝜎0

 8𝑘𝑇𝜀0𝜖𝑁𝐴𝐼
)                   (𝑆3) 

 

where 𝑘, 𝑁𝐴, 𝑇, 𝐼 , and 𝑧 are Boltzmann’s constant, Avogadro’s number, the absolute temperature, 

the ionic strength of the solution, and the electrolyte valence, respectively, and 𝜀0 and 𝜖 are the 

permittivity of free space and dielectric constant of the electrolyte.  The calculated surface potential 

(Figure S4) using Equation (S3) at the silica surface with background electrolyte of 0.5 M NaCl is 

in good agreement with the measured surface potential reported by Eisenthal et al.18  
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Figure S4: Calculated surface potential using the Gouy-Chapman model (Equation S3) 

as a function of bulk pH at 0.5 M Na+ ionic strength.  It is in good agreement with the 

measured surface potential by Eisenthal et al.18   

 

 

The decay of the potential as a function of distance from the silica surface can be estimated by 

solving the Poisson-Boltzmann equation as16-17: 

∅(𝑥) =
4𝑘𝑇

𝑧𝑒
tanh−1  tanh  

𝑧𝑒∅0

4𝑘𝑇
 𝑒−𝜅𝑥                    (𝑆4) 

 

where is the inverse of the Debye length and can be estimated as 17:  

𝜅 =  
2𝑧2𝑒2𝑁𝐴𝐼

𝜀0𝜀𝑘𝑇
                   (𝑆5) 

 

The drop of the surface potential at pH 2, 6, and 12 in the presence of 0, 0.1 M, and 0.5 M NaCl is 

shown in Figure S5. 
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Figure S5: Calculated drop in surface potential as a function of distance using the 

Poisson-Boltzmann model (Equation S4) at bulk pHs (A) 2, (B) 6, and (C) 12 at 

varying ionic strength of 0 M, 0.1 M, and 0.5 M NaCl 

 

 

S4 – SS-vSFG signal counts at pH 2 conditions  

 

 

Figure S6: Non-normalized steady-state vSFG signal counts at SiO2-pH 2 conditions in 

the presence of bulk NaCl concentrations of 0 M (red circle), 0.1 M (blue square), and 

0.1 M (green plus). 
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S5 - AIMD/DFT-MD molecular dynamics simulations.  

Density Functional Theory-based Molecular Dynamics simulations (DFT-MD or AIMD for Ab 

Initio MD) have been carried out on amorphous silica-liquid water interfaces.  See a snapshot in 

Figure S7.  The amorphous silica model is taken from Ugliengo et al19, with a 4.5 SiOH/nm2 silanol 

coverage of the surface in contact with the air (i.e. eight SiOH groups in our simulation box).  Once 

put in contact with water, the surface is found stable along the simulation length (30 ps).  The 4.5 

SiOH/nm2 silanol coverage is typical of hydrophilic silica surfaces19 and typical of the 

experimental conditions close to the PZC potential of zero charge (pH~2-4)15.  The PZC condition 

also corresponds to the isoelectric point for aqueous amorphous silica.  This is shown in section 

S6 where we define water layers at increasing distance from the surface and water structural 

properties within each layer are characterized. Our results clearly show that at the amorphous 

silica/water interface at PZC condition the interfacial layer is solely composed by the BIL, which 

is directly followed by bulk water.  Since no DL is observed at this interface, we can conclude that 

PZC condition indeed corresponds to the isoelectric point.   

 

Figure S7. Snapshot of the DFT-MD simulation box, with amorphous silica, water and 

the KCl ion pair (Contact Ion-Pair in an inner-sphere adsorption).  

3
7

.0
 Å

 

13.4 Å 
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The DFT-MD simulations were conducted with the CP2K software package20, consisting in Born 

Oppenheimer MD, BLYP21-22 electronic representation including Grimme D2 correction for 

dispersion23, GTH pesudopotentials24 and a combined plane waves (400 Ry energy cut-off) and 

SR-DZVP-MOLOPT Gaussian basis set for all atoms.  The dimensions of the simulation box are 

13.386 Å X 13.286 Å X 37.0 Å, the box is periodically repeated in all directions of space.  The 

silica slab is 15 Å thick, composed of 204 atoms, while the liquid water is modeled with 120 

molecules in the box, providing the required 1 g/cm3 liquid density.  The amorphous silica slab 

was re-optimized in the gas phase at the level of theory adopted for the dynamics, then put in 

contact with bulk water.  After an equilibration run of 10 ps (5 ps with possible rescaling of 

velocities plus 5 ps in the pure NVE ensemble) the dynamics was run in the NVE ensemble for 20 

ps with a time step of 0.4 fs, where data are collected and analyzed.  

 

Nine DFT-MD simulations of the amorphous silica-water interface in presence of salt were 

conducted on the same system, including one NaCl (note KCl is replaced by NaCl in one of the 

nine simulations) ion-pair in contact with the neat amorphous silica surface.  The simulations setup 

is the same as for the case of the neat silica-water interface.  The only exception is the plane wave 

cutoff used for the simulation with NaCl, which has been enlarged to 1000 Ry in order to properly 

sample the Na+ diffusion.  All simulations consists of a 5 ps equilibration run (2.5 ps with possible 

rescaling of velocities plus 2.5 ps in the pure NVE ensemble) and a subsequent dynamics in the 

NVE ensemble, with a time step of 0.4 fs and simulations lengths in the 15 ps – 25 ps range for all 

trajectories, for a total of 150 ps.   In these additional simulations, the initial position of the ion 

pair is randomly varied in the box, to check the dependence of the MD results on the initial 

configuration, as detailed in section S8 (see also Table S1). 
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As the silica surface is modelled at the isoelectric point at PZC conditions, there is no surface 

electrostatic driving force to favor cations over anions (and vice versa) to approach closer to the 

silica surface when adding electrolytes at the SiO2/water interface.  This is demonstrated in section 

S6 by showing that there is not a DL layer at the neat silica-water interface, and it is confirmed by 

the surface potential estimations (Figure S5).  Three generic scenarios can hence be envisaged in 

the relative position of K+ and Cl- at SiO2/water interfaces: 1) the two ions are simultaneously 

located in the BIL and interact with the silica surface, 2) K+(resp. Cl-) is in the BIL while Cl-(resp. 

K+) is in the DL, 3) both ions are in liquid water (DL or Bulk).  Scenario-1 is compatible with the 

PZC isoelectric conditions at the silica/water interface, while scenario-2 would induce a non-

negligible surface potential (incompatible with the estimated close to zero electrostatic potential 

at the electrolytic interface, see S3-2) and scenario-3 is of no importance for the interfacial 

properties.  

 

We have therefore chosen to include KCl/NaCl in the BIL-water (i.e. at the direct interface with 

the surface, see BIL/DL definitions in S5) by adding one ion pair in the simulation box at the 

SiO2/water interface.  

 

Both ions remain in the BIL over the total simulation time (see details in section S8), without 

significant vertical diffusion of the ionic species over this time-scale.  Note that we have shown in 

refs25-26 that NaCl and KCl behave identically at silica-water interfaces.  We refer to Figure S7 for 

a snapshot of the system extracted from the simulation.  The KCl/NaCl ion-pair is furthermore 

shown (see main text) to preferentially adsorb in an inner-sphere mode.  
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S6 – Characterization of BIL and DL water layers in molecular dynamics simulations.  

A critical issue in calculating and interpreting vSFG nonlinear spectra (and associated T1 relaxation 

times) is a clear and unambiguous definition of the water thickness contributing to the total signal, 

i.e., the extent of the region where the water is non-centrosymmetric.  The pioneering work of Tian 

et al.27 has provided a framework comprised of the two universal water layers, named BIL 

(Binding Interfacial Layer) and DL (Diffuse Layer), solely responsible for vSFG activity at any 

interface (only the BIL contributes to the vSFG spectra at neutral/isoelectric interfaces).  In refs28-

30, we have developed, applied and validated a theoretical protocol to unambiguously define these 

layers from (DFT)-MD simulations on the basis of water structural properties only.  Our method 

uses three structural descriptors: (1) The water density profile as a function of the distance (z) from 

the surface, which provides the number of water layers and their z-boundaries; (2) The average 

number of hydrogen bonds formed by the water molecules within the layers found in 1); (3) 3D-

plots of the distribution of water-water H-Bond lengths and H-Bond angles (defined with respect 

to the normal to the surface) that provide the general structural organization of water within the 

layers defined in 1.   

The layers where water has all three descriptors identical to bulk liquid water are termed ‘liquid 

water’.  This is further verified by checking that the associated vSFG spectrum is equal to zero, as 

it should indeed be for centrosymmetric liquid water.  The layers where all descriptors are identical 

to bulk liquid water except for the orientation of the water-water H-Bonds along one given 

direction of space are associated to the DL (Diffuse Layer).  This DL is indeed bulk water 

reoriented by the surface charge potential/field, and therefore is not centrosymmetric anymore. 

The DL can hence be seen as bulk water under the influence of an external field.  The layers where 

all descriptors are different from bulk liquid water are called the BIL.  From our previous works28-
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29, 31, the BIL has been systematically found to be composed of one monolayer of water, within ~3 

Å thickness.  The present work makes no exception to this result.  

 

Figure S8. Two of the three descriptors used for characterizing and extracting water layers 

at neutral and charged interfaces.  The third descriptor is the average number of 

HBs/molecule in each layer and is discussed in the text.   

A: Time averaged water density profile (normalized with respect to bulk water density) as a 

function of the distance from the instantaneous surface for the neat silica-water interface.  

The boundary between the BIL and the DL is marked with a red dashed line.   

B: 3D-plots of the HB patterns formed between the water molecules in the BIL and Bulk 

layers at the neat silica-water interface.  The x-axis reports the O-O distance between two 

H-Bonded water molecules and the y-axis provides the angle (cosine values) between the 

O-O vector (from donor to acceptor) and the normal to the surface (oriented from liquid to 

solid phase).  The color represents the probability to find one O-H group in the BIL/Bulk 

layer forming one HB with a given distance and orientation. 

 

 

The same methodology has been applied here to the simulated amorphous silica-water interfaces, 

neat (without electrolytes) and in presence one KCl ion pair (roughly corresponding to 1M 

concentration in the simulations).  The density profile and 3D-plots for the neat silica-water 

interface are presented in Figure S8, in order to show the layer characterization and definition.  

The BIL layer corresponds to the first peak in the density profile.  It has a higher density than bulk 
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water.  In this layer, water molecules form on average 3.0 HBs/molecule (including water-solid 

and water-water HBs), less than the value of 3.4 HBs/molecule obtained from a reference 

simulation of bulk water (with the same computational setup)29.  In addition, water molecules in 

this first layer are not in an isotropic environment, as shown in the 3D-plot (Figure S8 B - BIL), 

where one can see an inhomogeneous distribution in cosine values (in contrast with the 

homogeneous distribution in bulk water), as water molecules preferentially form water-water HBs 

with water located in the subsequent (bulk) layer (thus the red region at negative cosine values).  

Water in the BIL thus differs from bulk water for all the investigated structural properties.  On the 

contrary, after this first layer, water molecules have an average coordination of 3.4 (equal to the 

value obtained for bulk water) and spatial orientation isotropy is recovered (homogeneous 

distribution in cosine values as shown in the 3D-plot).  Bulk water is thus recovered after one water 

monolayer only at the investigated neutral silica-water interface. 

In Figure S9 we present a schematic representation of the water layers at the neat (A panel) and 

1M-electrolytic (B panel) amorphous silica/water interfaces characterized in the present work by 

DFT-MD simulations.  These schemes are for PZC conditions.  Figure 2 in the main text provides 

the three schemes at pH=2 (PZC), 6, 12 conditions.  See text above (and main text) for the 

justification of why both cations and anions are simultaneously located in the BIL water layer in 

our simulation at PZC (pH=2) conditions (surface at the isoelectric point).  
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Figure S9. pH=2 (PZC conditions), schematic representations of the water layers (BIL and 

Bulk) identified for the neat (A) and electrolytic (B) amorphous silica/water interfaces 

investigated in the two DFT-MD simulations performed in this work.  The 3Å thickness of 

the BIL interfacial region is highlighted in dark blue in the figure.  For the electrolytic 

interface (B) the location of the cation and anion in the BIL is also highlighted.   The SI 

and the main text provide explanations of why the two ions of the electrolyte are 

simultaneously located in the BIL water layer at PZC conditions. 

 

 

S7 – Coordination of water mapped in the BIL.  

The time averaged spatial distribution of the coordination number of water in the BIL shown in 

Figures 3A and 3B in the main text is obtained by the following procedure.  Two water molecules 

are considered hydrogen bonded, and therefore coordinated, if the O-O distance is less than 3.2 Å 

and if the O(-H)-O angle is in the range of 140-220°.  This is the standard HB criterion30.  The 

same criterion is applied for water-silanol hydrogen bonds.  The coordination numbers in Figures 

3A-B (main text) take into account water-water and water-silanol HBs.  The coordination 

number/water molecule is calculated at each time-step of the dynamics and then averaged over the 

whole trajectory.  These coordination numbers have been calculated for each water molecule that 

belongs to the identified BIL (see section S5), and these coordination numbers have been plotted 

with respect to the average position of the water molecules along the trajectory, within the x-y 

lateral directions of the silica surface, resulting in the x-y spatial mapping shown in Figures 3A-B 
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in the main text.  This results in a 3D-map, where the color-coding (scale on the left-hand side of 

each figure) reports the average coordination number/water molecule.  The scaling goes from dark 

blue zones for coordination numbers < 2.2 to green-red zones for coordination numbers ≥ 3.1.  The 

reference value is 3.4 in bulk liquid water (obtained from AIMD simulations of bulk liquid water 

using the same set-up as the one employed here).  

 

S8 – Dependence of the MD results on the limited statistic of DFT-MD simulations.  

The rationalization, emerging from the DFT-MD results, for the way ions affect interfacial water 

structure and dynamics in the BIL is that both anion (Cl-) and cation (K+) are able to form inner 

sphere complexes with the silica surface when located in the BIL, hence completing their 

coordination shell using both BIL-water and surface SiOH (silanol) terminations.  These ion-

silanols interactions replace previously existing water-silanols H-Bonds, resulting in the formation 

of dangling OH-groups which in turn reorient in-plane to form new water-water intra-BIL HBs, 

leading to the creation of an extended 2D-HB network (2DN) connecting BIL-water molecules via 

intra-BIL HBs (parallel to the surface).  This highly connected 2D-HB-Network is reminiscent of 

the hydrophobic BIL-water revealed at the air-water interface29-30.  This ultimately leads to a more 

homogeneous water coordination landscape above the surface and thus to a strong reduction of the 

number of under-coordinated water molecules in the BIL, which we propose to be the reason for 

the ion-induced acceleration of water vibrational relaxation observed at pH=2 & 6.  One key point 

of this interpretation is that the ions (K+ & Cl-) form inner sphere complexes with the silica surface 

when located in the BIL.  

 

Thus, we will first focus on ion configurations within the BIL.  Since DFT-MD simulations do not 

provide enough sampling to correctly characterize the way ions are adsorbed at the silica-water 
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interface,  we show that our conclusion that KCl (NaCl) ions located in the BIL complete their 

hydration layer using both water and surface SiOH groups remains true also when randomly 

varying the ion position within the BIL in the total of 9 MD simulations (8 with KCl + 1 with 

NaCl, for a total of 150ps simulation time) that we have performed.   

 

For each of the 9 simulations, the initial point has been chosen by randomly locating the ions in 

the simulation box, within a maximum initial distance of 6 Å from the water surface.  The ions are 

hence randomly located either in the BIL or in the first bulk water layer (as defined in section S5).  

Each simulation has been accumulated for ~15-20 ps after a short equilibration time, for a total of 

150 ps. 

 

Averaging over all the 8 simulations with KCl, we first find that K+ and Cl- spend the same total 

amount of time in the BIL, equal to 83% for K+ and 81% for Cl-.  For the remaining 17% / 19% of 

the time, both ions never reach distances larger than 8 Å from the silica surface.  This is in 

agreement with  the DFT-MD simulation of the neat silica-water interface (see section S5) and 

with the experimental estimation of surface potential (see section S3), both showing that the system 

is at the isoelectric point, thus without an electrostatic driving force for the preferential adsorption 

of one ion over the other.  The additional simulation with NaCl confirm this result, with both ions 

remaining for more than 85% of the time within the BIL. 

 

The second and even more important result is that both K+/Na+ and Cl- are found to systematically 

form inner sphere complexes when located in the BIL, independent of the kind of surface sites 

they interact with (i.e. germinal, isolated…), of the kind of ion pair they form (i.e. CIP, SSIP…), 
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and of where they are located within the BIL.  This shows that the conclusion obtained from DFT-

MD simulations presented in the main text and in sections S4 & S5 are not an artifact of the limited 

statistic of DFT-MD and remains valid also when different ion configurations are explored.  

 

In particular, the average (over all the trajectories) composition of the K+ and Cl- coordination 

shells (when the ions are located in the BIL) is the following: 3.9 water + 3.2 silanols for K+ & 3.6 

water + 2.3 silanols for Cl-.  A similar result is obtained from the trajectory with NaCl.  See Table 

S1 for a summary.  This shows that NaCl and KCl behave similarly.  The total ions coordination 

resulting from ion-water + ion-silanol interactions is equivalent to the ion coordination in the 

bulk25.  Note also that these results are in agreement with the coordination shell composition 

calculated for K+ and Cl- ions adsorbed at quartz-water interfaces from DFT-MD simulations in 

ref.25.  The trajectory of 20 ps discussed in the main text corresponds to trajectory 1 in the following 

table. 

 

 K+ - H2O K+ - SiOH Cl- - H2O Cl- - SiOH Ion pair type  

Trajectory 1 4.2 2.0 3.1 3.0 CIP 

Trajectory 2 3.6 4.3 4.8 2.0 Far apart 

Trajectory 3 4.0 4.0 2.5 2.4 CIP 

Trajectory 4 4.4 2.4 2.4 1.2 CIP/SSIP 

Trajectory 5 3.9 4.2 4.0 2.2 SSIP 

Trajectory 6 4.2 2.7 2.4 2.9 CIP 

Trajectory 7 3.3 2.6 2.9 2.3 CIP/SSIP 

Trajectory 8 5.0 3.5 4.8 1.6 Far apart 

Average 3.9±0.6 3.2±0.8 3.6±1.1 2.3±0.6    / 
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Traj. NaCl 3.2 2.1 3.5 1.6 CIP 
 

 

Table S1. Coordination shell composition of K+/Na+ and Cl- ions when located in the BIL.  For 

each of the 9 independent simulations performed, the time-averaged K+/Na+ -SiOH, K+/Na+ -

H2O, Cl- -SiOH, Cl- -H2O coordination numbers are reported, as well as the kind of 

configuration assumed by the ions during the simulation time, i.e. contact ion pair (CIP), 

solvent shared ion pair (SSIP, with  part of the first hydration layer being shared in between 

the two ions) and far ions not forming an ion pair (far, with anion-cation distance larger than 6 

Å). 

 

Now that preferential absorption of the Cl-/Na+/K+ ions in inner-sphere mode has been proved for 

all trajectories, we present in Figure S10 the corresponding 9 plots for the time averaged spatial 

distribution of the coordination number of water in the BIL (like the ones shown in Figures 3A 

and 3B in the main text).  These plots allow us to evaluate the ions effect on the BIL-water HB-

structure.  
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Figure S10. Time averaged coordination number of the water molecules in the BIL spatially resolved 

along the lateral x-y directions of the silica surface (in Å) for: Neat aqueous silica interface (top), Each of 

the 8 trajectories (described in Table S1) with one KCl  ion pair in the BIL (inside the dashed box) labeled 

as “traj1” to “traj8”,  Trajectory with one NaCl ion pair in the BIL (bottom).  The color coding (vertical 

scale in the plots) goes from red (1.5 HBs/molecule) to blue (3.5 HBs/molecule).  Note that “neat” and 

“traj1” are the same as the plots shown in the main text, but in a slightly modified scale. 

 

Figure S10 confirms (for all 9 trajectories with ions) the conclusion reached in the main text, i.e. 

that KCl/NaCl ions are able to order BIL-water molecules by inducing the formation of an air-

water like 2D-HB-Network, resulting in a uniform 3-fold coordination for all water molecules in 

the BIL (vs the inhomogeneous and less connected BIL-water structure above the neat interface).  

This can be deduced from the homogeneous grey coloring in the plots for all the 9 trajectories with 
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ions added to the interface vs the inhomogeneous coloring of the plot for the neat silica-water 

interface.  In agreement, we also find that averaging over all the 9 simulations with one ion-pair in 

the BIL, a value of 1.74 ± 0.09 intra-BIL HBs/molecule (i.e. the in-plane oriented HBs forming 

the 2D-HB-Network) is obtained, coherent with the value of 1.7 intra-BIL HBs/molecule discussed 

in the main text. 

 

 

S9 – Estimation of BIL/DL contributions to TR-SFG based in the surface potential ΔV 

As discussed in the main text, the BIL/DL contributions to SS-SFG and TR-SFG (i.e. to the 

measured T1 lifetimes) can be qualitatively estimated from the surface potential (ΔV), knowing 

that relaxation processes from both BIL/DL layers will contribute to the measured T1 lifetimes for 

a charged interface.  This is because both BIL and DL layers are SFG active 

(|2)()|2=|2)
BIL()+2)

DL()|2), with the DL-SFG signal being proportional to the surface 

potential drop across DL (DL) through |2)
DL()|2 = |(3)

bulk()|2 (DL)2.  Note that DL defines 

the potential difference across the DL, which can, in first approximation, usually estimated as 

equal to the surface potential.  However, for a quantitative estimation of the DL contribution, one 

should also consider the potential drop within the BIL layer, so that DL < ΔV.  The potential 

drop within the BIL is usually assumed negligible for large Debye lengths, i.e. for slow decaying 

surface potentials. 

 

To better illustrate the deconvolution of the total SFG signals and T1 lifetimes into BIL/DL 

contributions, taking a theoretical point of view, we can consider that the total SFG (ppp) response 

of any aqueous interface is proportional to the Fourier transform of the sum of correlation functions 

between the z-component of the dipole moment of each water molecule at time t1 (μz,m t1   and 
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the  zz-element of the polarizability tensor of each water molecule at time t0 (αzz,l 𝑡0  .  For a 

system composed of N water molecules, the water SFG response will depend on NxN correlation 

terms (i.e. between all possible pairs of water molecules): 

χ𝑧𝑧𝑧
 2  ω ∝ ∑ ∑∫ dt eiωt〈μz,m t1 αzz,l t0 〉 =  〈𝑁 𝑁〉                          𝑆 6 

+∞

−∞

N

l=1

N

m=1

   

In the equation above, we named the sum of these NxN correlation terms as <N N>.  By 

considering that both BIL/DL layers are SFG active for a charged interface, we can partition the 

sum over m=1 to N in the equation above into NBIL +NDL where NBIL and NDL are the numbers of 

water molecules within the BIL and DL regions, respectively.  We hence obtain <N N> = < NBIL 

N>+ <NDL N>, where < NBIL N> and <NDL N> are respectively the IBIL and IDL discussed in the 

text, once integrated in the OH stretching region.  By applying the same rationale to the second 

term in the correlation functions (i.e. to the sum over l=1 to N in the equation above), we obtain 

that < NBIL N>=< NBIL NBIL > + < NBIL NDL> and <NDL N>=<NDL NBIL > + <NDL NDL>, where   < 

NBIL NDL> and <NDL NBIL > are the BIL/DL cross-correlation terms.  

The partition into IBIL and IDL hence takes into account BIL/DL cross correlation terms, in 

principle.  However, in the present paper, we do not calculate theoretical vSFG spectra for pH 6 

and 12 conditions, as the interpretation can be achieved with experiments and potential estimation 

alone.  

To do this, we make use of the relationship IDL/IBIL DL)2, i.e. the ratio of DL/BIL intensities 

is proportional to the square of the surface potential.   

In order to be able to evaluate the ratio of DL/BIL intensities for any given DL value, we need 

to know the value of IDL/IBIL for a reference case, at a given DL value which will become our 
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reference potential DL(ref).  Once a reference is obtained, we can calculate IDL/IBIL at any other 

DL value as: 

IDL/IBIL(DL) = IDL/IBIL(DL(ref)) * (DL /DL(ref))2                                  (S7) 

 

According to our previous works on silica-water interfaces28, 31, a value of IDL/IBIL~10 is obtained 

for DL~10 mV (with both IDL/IBIL and DL calculated ab initio from DFT-MD, see all details in 

ref. 28, 31).  We hence take DL(ref)=10 mV as the reference, with IDL/IBIL(DL(ref)) = 10. 

 

Thus, Equation S7 is used to qualitatively estimate how much BIL and DL contribute to vSFG and 

hence to T1 relaxation time by making use of: 

 

1) the theoretically calculated I-BIL/I-DL ratio for a silica-water interface with (DL)=10 mV 

(determined from ab-initio).   

 

2) the relationship IDL/IBIL (DL)2, where we assume DL =V  

 

The total measured T1 lifetime can be finally estimated as a first simple approximation by 

considering that the measured relaxation time can be physically interpreted as the weighted 

average of the relaxation processes involving different BIL/DL populations, so that: T1 = T1(BIL) 

IBIL + T1(DL) IDL.   

Equation S7 leads e.g. to IDL/IBIL(DL)=2958 for pH 12 and no ions (where V=172 mV), and to 

IDL/IBIL(DL)=1464 for pH 12 + 0.1 M [NaCl] (where V=121 mV).  See Table S2 below. 
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The ratio is reduced if the DL is estimated with more accuracy by also accounting for the 

screening of the potential within the BIL region.  In order to show this, we now do not consider 

anymore DL=V, but we take the potential values (from Figure S5) at a distance from the surface 

which correspond to the BIL/DL boundary. 

 

From MD simulations, we know that the BIL/DL boundary is located at 0.3 nm from the 

instantaneous water surface (see section S6), which corresponds to a distance of 0.7-0.8 nm from 

the silica surface plane defined by the topmost heavy-atoms.  Thus, if we take the V values at 1 

nm from the solid surface, close to the BIL/DL boundary, we get DL = ~80 mV for pH 12 and 

no ions (instead of ~200 mV) and DL = ~30 mV for pH 12 + ions (instead of 100 mV).  These 

values, however, still lead to dominant DL contributions (IDL/IBIL=690 and 80, respectively; see 

Table S2), confirming the conclusion reached with the less accurate surface potential estimation.  

 

We also notice that for pH 6 and no ions, DL = 80 mV for both surface potential estimation 

methods (due to the slow decay typical of such a low ionic strength, i.e. 10-5-10-7 M), while when 

ions are added to the system, the DL value is very low (~4 mV) at 1 nm from the surface (Figure 

S5 & Table S2), and so the DL-SFG contributions are negligible in the latter case. 

 

 

S10 – Interferences effect on the BIL/DL intensity ratio 

In our experiments, the ion concentration for the system with pH 6 and [NaCl] = 0 M is expected 

to be on the order of 10-5-10-7 M.  For these concentration values the “effective” DL intensity which 

is experimentally measured at the silica-water interface (as well as any other charged aqueous 

interface), is known to be largely reduced due to destructive interferences27, 32-34.  For the silica-
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water interface investigated here, such behavior has been previously observed by Bonn et al.32 and 

Hore-Tyrode34.  From these works, it is evident that, depending on the experimental geometry, the 

DL intensity is decreased up to 20% of its original intensity (i.e. when interferences effect on the 

DL-SFG intensity are negligible).   

 

In order to correct our estimated IDL/IBIL ratio for interferences, following the derivation detailed 

in ref.34, we can recast Equation S7 in the form: 

 

IDL/IBIL(DL) = IDL/IBIL(ref=10mV) * |DL f3(, kz)|
2/ref 

2                         (S8) 

Where f3(, kz) is the interference term, with f3(, kz)= /( - ikz), = inverse of the Debye 

Length and kz= wave vector mismatch for SFG photons generated at different probing depths34.  

The equation is here written by neglecting BIL-DL correlation terms for simplicity.  This is 

possible because for such a large IDL value (IBIL/IDL=640 before correcting for interferences, since 

DL=80 mV) including the cross terms would not alter the results and conclusions reached from 

the IBIL/IDL estimation (i.e. that DL contributions are dominant for pH 6 and no ions conditions).  

However, for a quantitative estimation of the BIL/DL contributions to the vSFG (which is out of 

the scope of the present investigation), the BIL/DL cross correlation terms should be explicitly 

included in the modeling. 

 

By using Equation S8 to correct the IDL/IBIL ratio for interferences, and knowing that at pH 6 and 

no ions conditions DL=80 mV (and |f3(, kz)|=0.2), we obtain IDL/IBIL=26, i.e. the DL 

contribution is still dominant also after correcting for interferences. 
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Table S2: IDL/IBIL ratio calculated for the surface potential at the silica surface (V @ z = 0 

nm) and for the surface potential at the BIL-DL interface (DL @ z = 1 nm).  Reduced 

IDL/IBIL ratio is also calculated for the pH 6 condition where the interference effect is 

expected, and the last column indicates whether the DL or the BIL dominates based on the 

IDL/IBIL ratio.  
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5 Structural and spectroscopic characterization of the amorphous
silica-water interface

5.10 Summary of the chapter

We have provided a microscopical characterization of the amorphous silica-
water interface organization in response to the variations in the hydrophilic
character of the silica surface at the interface with liquid water (see sections
5.6 and 5.7) and in response to the electrolytes concentration (see section
5.9).

In section 5.6 we have investigated the evolution of silica-water interac-
tions by tuning the degree of hydroxylation of the silica surface and mon-
itoring the outcome on the solid-water SFG signatures assigned to specific
water OH populations. We have identified the presence of two interfacial
water populations respectively located above the hydrophobic (silanols poor)
and hydrophilic (silanols rich) microscopic patches of the amorphous silica
surface, each one characterized by a specific solid-water SFG signature. Wa-
ter molecules above the hydrophobic patches point one of their OH groups
toward siloxane bridging oxygen atoms giving rise to a positive SFG band at
∼3660 cm1, while water molecules above the hydrophilic patches point one
of their OH groups toward an in-plane surface silanol site giving rise to a
broad positive SFG band at ∼3470 cm−1. By monitoring the evolution of the
two SFG water-solid marker bands as a function of the spatial extension of
hydrophobic and hydrophilic patches over the silica surface we have identified
the SFG spectroscopic marker bands for the hydrophobicity of water.

In section 5.7 we have characterized the evolution of the structural ar-
rangements of the interfacial water molecules in response to variations in the
silica surface degree of hydroxylation. By tuning the degree of hydroxylation
of the amorphous surface model we can play with the patches’s size, and hence
observe the outcome on the interfacial water organization. We have found
the relative dimensions of hydrophilic and hydrophobic silica surface patches
to dictate the BIL-water organization. At high and intermediate degree of
hydroxylation (7.6 and 4.5 SiOH/nm2), where none of the hydrophobic and
hydrophilic patches prevail on the surface, we observe a disordered BIL-water
organization characterized by the simultaneous presence of low (above the
hydrophobic patches) and high coordinated (above the hydrophilic patches)
water molecules. The lowering of the surface degree of hydroxylation (increas-
ing the size of the hydrophobic patches) down to the value of 3.5 SiOH/nm2

causes a drastic change in the water organization at the interface with the
silica: water molecules maximize water-water interactions formed parallel to
the surface (horizontal order) to compensate for the lack of solid-water inter-
actions (vertical order). We observe the transition from the inhomogeneous
water BIL structure (found at the 4.5 and 7.6 SiOH/nm2 hydroxylated sur-
faces) to an extended homogeneous 2D H-Bond network, characterized by
water molecules with a homogeneous coordination number. This is the same
organization that we revealed and fully characterized at the prototypic hy-
drophobic air-water interface in ref.[103].
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5.10 Summary of the chapter

We have investigated in section 5.9 how the structure and the SFG re-
sponse of electrolytic silica-water interfaces is affected by changes in the solu-
tion ionic strength (NaCl electrolyte is used). We have revealed that the ad-
dition of electrolytes at the 4.5 SiOH/nm2 hydroxylated silica-water interface
produces the same effect as decreasing the surface hydroxylation, thus induc-
ing the transition from the inhomogeneous water-BIL structure obtained at
the 4.5 SiOH/nm2 silica-water interface to an interfacial water that is highly
interconnected into a 2D-H-Bond network, reminiscent of the one observed
and characterized at the hydrophobic air-water interface[48]. We propose
such variation in the microscopic organization of the BIL-water to be at the
origin of the decrease in the vibrational life time of vibrationally excited water
OH stretching modes measured experimentally when increasing the solution
electrolytes concentration.
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Chapter 6

The amorphous silica aqueous
surface as a function of pH
conditions

The results presented in this chapter have been obtained in collaboration
with one of our experimental partners: Prof. W. Liu’s group at Fudan Uni-
versity in Shangai, China, in collaboration with Prof. Y.R. Shen at the Uni-
versity of Berkeley, USA

6.1 Generalities

Beyond the interfacial water organization, another important aspect to
consider when dealing with aqueous silica interfaces is the silica surface struc-
tural organization and ionization state as a function of the solution pH.

The ratio between SiOH/SiO− groups at the aqueous silica surfaces is
tuned by the solution pH condition. Another factor that influences the proto-
nation state of the surface, even if less dominant, is the solution ionic strength
(see section 5.3 of the previous chapter). The promotion of a negative charge
via deprotonation of SiOH groups at the silica surface, in response to an
increase in the pH condition, can have an enormous impact on water and
biomolecules adsorption on silica[267].

The generation of a negative charge on amorphous silica surfaces has
been typically followed by means of surface sensitive spectroscopic techni-
ques[232, 212]. In particular Ong et al.[212] have followed the promotion of
a negative charge at the aqueous fused silica surface by measuring the SHG
(second harmonic generation) response of water molecules in the DL (Diffuse
Layer) as a function of the solution pH conditions (see Fig. 6.1). The re-
sulting SHG titration curve is characterized by the presence of two successive
jumps divided by 4 pH units that clearly reveal the existence of two silanol
surface groups with distinct acidities: 19 % of the silanols exhibit a pKa of 4.5
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6 The amorphous silica aqueous surface as a function of pH conditions

Figure 6.1: Intensity of the SHG (second harmonic generation) electric field (proportional
to the surface charge) at the fused silica-water interface as a function of the solution pH.
Figure adapted with permission from ref.[212]

(acidic silanols), while the remaining 81% are found with a pKa value of 8.5
(non acidic silanols). Similar results have been obtained by Shen et al.[268]
on the aqueous (0001) α-quartz surface investigated by means of SFG spec-
troscopy. Also evanescent wave cavity ring-down spectroscopy experiments
based on the adsorption of cationic species on silica as a function of the pH
conditions has confirmed the bimodal acidity of silica[267].

Conversely experiments[269] based on acid-base titration do not find any
pH jump by measuring the density of negative charge on silica surfaces as a
function of pH (see Fig. 6.2). The reason for this discrepancy between the

Figure 6.2: Surface charge densities obtained by proton titration for three different silica,
one aerosil and two biological silica, as a function of pH. Figure adapted with permission
from ref.[269]

data obtained by SHG and SFG measurements with the ones obtained by
acid-base titration is still not known.

In the last decade computational works have attempted to microscopically
identify the nature of the acidic and non acidic populations of silanols by as-
sociating their chemical nature (geminals, isolated and vicinals) and their
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6.1 Generalities

H-Bond connectivity with water (silanols H-Bonds acceptor and/or donor
with respect to water) with the calculated pKa values[181, 193, 270]. In par-
ticular Pfeiffer et al.[181], calculating the silanols pKa’s at the amorphous
silica-water interface by biased DFT-MD techniques, have found the water to
play a key role in determining the silanols acidity by varying the stabilization
of the silanols conjugate bases as a function of the conjugate bases exposure
to water. These authors further excluded a possible role of the nature of the
silanols (i.e. geminal, isolated, vicinal) in the silica bimodal acidity.

Rimola et al.[184] have explained the silica bimodal acidity by attributing
respectively the acidic silanol sites (pKa∼4.5) to the terminal SiOH groups
involved in a chain of mutually H-Bonded silanols and the non-acidic silanol
sites (pKa∼8.5) to isolated SiOH groups.

Interestingly the computational work of Leung et al.[271] suggests the
silanols on strained surface regions with low silanol coverage to be associated
to the acidic silanols (pKa∼4.5).

An important aspect that has not been considered up to now in the litera-
ture when modelling, silanol acidities is the possible direct dependence of the
silanol’s pKa values to the solution pH condition. For instance all the above
mentioned computational works have calculated the acidity of silanol groups
without taking into account the possible effects of the silica surface charge
(at high pH condition). An isolated species in water has, by definition, a pKa
value which is independent from the pH condition of the solution while the
pKa value of a surface group at an interface can be affected by the negative
surface charge within a certain proximity (i.e. generated by the deprotonation
of other silanol groups in the proximity of the first one) that is in turn de-
pendent on the pH condition of the solution. This implies that a dependence
of the silanols pKa values on the solution pH condition cannot be a priori
excluded. This is an issue that we will in part consider in section 6.5 of this
chapter. The importance of such aspect, especially at high pH conditions, is
also highlighted in the review by Rimola et al.[184].

Another aspect that has not been taken into account up to now is how
the deprotonation of silanol groups on amorphous silica can lead to species
other than silanolate groups. For instance, in section 6.3 we will find that
the deprotonation of certain silanol groups does not lead to stable silanolate
species. We indeed observe along our DFT-MD simulations the formation of
exposed silicium five fold coordinated species (Si5). This will be shown in
section 6.3.

As highlighted in the review by Tielens[193] the formation of Si5 species is
observed on crystalline silicates compressed at high pressure[272, 273], which
is of great interest in the domain of geophysics and geochemistry in the upper
and lower mantles of the Earth crust. Si5 species are supposed to have sig-
nificant influence on wave velocities anomalies, deformation mechanisms and
chemical reactivity of silicate rocks[193]. Interestingly, Si5 structures have
also been found on the dry (011) α-quartz surface as result of the reconstruc-
tion process following the homolytic fracture of α-quartz crystal at room
temperature[274]. In these works Si5 structures have been systematically
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6 The amorphous silica aqueous surface as a function of pH conditions

found to be characterized by a silicon atom penta coordinated by oxygens at
the center of trigonal base bipyramidal and/or square pyramidal geometries.

It is clear from the above discussion that a technique able to probe directly
the evolution of silica surfaces when exposed to increasing pH conditions is
necessary in order to rationalize the acid-base properties of silica. SFG spec-
troscopy in the phonon frequency region (800-1200 cm−1) probes the solid
surface vibrational modes and the associated surface structures at the inter-
face with water[275, 183, 276, 277, 278, 279]. It thus represents the perfect
candidate for such characterization.

The works by Liu et al.[183, 275] on aqueous and dry silica surfaces have
experimentally identified and characterized the SFG responses of silica surface
groups in the phonon frequency region (800-1200 cm−1). In particular, the
phonon ssp SFG spectrum of the neat (0001) α-quartz surface under ambient
condition[183] reports two vibrational modes at 880 and 980 cm−1 (see Fig.
6.3-A) that have been assigned to the Si-O stretching vibrations respectively
of the Si-O-Si and Si-O(H) species at the surface. Liu et al.[183] have followed

Figure 6.3: SSP-SFG spectra of: A) freshly cleaned (0001) α-quartz surface at ambient
condition. B) (0001) α-quartz surface after being baked at 100 ◦C (black curve with solid
squares) and then rehydroxylated (red curve with open circles). Figure adapted with per-
mission from ref.[183]

directly the interconversion process between the Si-O-Si and Si-OH groups by
monitoring their associated SFG-marker bands when the surface is exposed
to dehydroxylation-hydroxylation cycles. The dehydroxylation of the surface
is obtained by heat treating the quartz at high temperature (2 SiOH→ Si-
O-Si + H2O), while the hydroxylation is obtained by putting the surface in
contact with water (Si-O-Si + H2O → 2 SiOH). The heat treatment of the
silica surface at 100 ◦C (black curve with solid squares in Fig. 6.3-B) leads to
a decrease in intensity of the 980 cm−1 peak assigned to Si-OH groups and an
increase of the 880 cm−1 assigned to Si-O-Si groups. When compared to the
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6.1 Generalities

non temperature pretreated quartz SFG spectrum (Fig. 6.3-A) one concludes
that there is a conversion of silanol groups Si-OH to siloxane bridges Si-O-
Si. The process of dehydroxylation is found to be reversible. Indeed, after
rehydroxylating the quartz surface by contact with water (Si-O-Si + H2O →
2 SiOH) the final spectrum is the same one as the one of the non pretreated
surface. See red curve with open circles in Fig. 6.3-B.

This work reveals the capability of SFG experiments in the phonon fre-
quency region (800-1200 cm−1) to spectroscopically describe changes in the
silica surface organization in response to perturbations in its chemical and
physical environment.

This is the context of our theoretical work which main objective is to
characterize the complex evolution of the silica surface structure and chemi-
cal properties in response to variations in the bulk water pH conditions. To
that end, we couple experimental SFG phonon spectroscopy with computa-
tional techniques.

The direct access to the surface groups chemical nature and structural
organizations under different pH conditions offered by phonon SFG experi-
ments, coupled with the molecular rationalization emerging from DFT-MD
and enhanced sampling of biased DFT-MD simulations provides a deep in-
sight into the controversial acidity of the silica surface.

In this chapter we first focus on the experimental spectroscopic evidences
from the SFG spectra of an amorphous silica-water interface recorded as a
function of the pH conditions in the 900-1150 cm−1 phonon frequency range
(section 6.2). The experimental findings show that a molecular picture based
only on the balance between Si-OH and Si-O− species at the silica surface is
not enough in order to rationalize the trends in the phonon SFG bands in the
4-9 pH range. In particular, the spectroscopic data suggest the appearance of
chemical species at the silica-water interface other than silanol or silanolate
groups when increasing the solution pH conditions.

We then provide in section 6.3 a theoretical description at the molecu-
lar level of the amorphous silica aqueous surface chemistry under various pH
conditions by means of DFT-MD and DFT-MD metadynamics simulations.
In order to mimic the right deprotonation state of the model silica surface at
a given pH condition we have initially characterized the pKa of the various
Si-OH surface groups in contact with water. The formation of Si5 species on
the silica surface in response to an increase of the solution pH conditions is
revealed and characterized as a function of the pKa of the silanols.

Our study continues in section 6.4 where we provide a direct link with ex-
periments by computing the spectroscopic signatures arising from the silica
surface models exposed to different pH conditions.

A complete rationalization of the SFG experiments is reached in section
6.5 where the stability of the Si5 species as a function of the pH conditions
is found to nicely match the SFG bands trends.

Our results provide a new interesting molecular picture of the silica-water
interface at different pH conditions coherent with the surface Si–O SFG ex-
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6 The amorphous silica aqueous surface as a function of pH conditions

periments on fused silica-water interface from the group of Prof. W. Liu
(Fudan University, China).

6.2 Experimental data and opened questions

(from Y.R.Shen, W.Liu et al., Fudan Uni-

versity)

Figure 6.4: Panel A: ssp SFG spectrum of the amorphous silica-water interface at pH=2,
recorded in the phonon frequency region (900-1150 cm−1).
Panel B: ssp SFG spectrum of the amorphous silica-water interface at pH=12, recorded in
the phonon frequency region (900-1150 cm−1).
Panel C: Evolution of the amorphous silica-water interface phonon SFG spectra as a func-
tion of the solution pH (pH range 2-12). On the X axis are reported the frequencies (cm−1)
and on the Y axis the pH values. The colors represent the SFG intensity in arbitrary units
(a.u.). The SFG intensity increases from blue to red. All spectra have been recorded by the
group of Prof. Weitao Liu at Fudan University (China).

The SFG spectra of an amorphous silica-water interface have been recorded
as a function of pH conditions in the 900-1150 cm−1 phonon frequency range,
where the Si-O surface modes allow to directly detect the protonation state
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6.2 Experimental data and opened questions (from Y.R.Shen, W.Liu et al.,
Fudan University)

of the silanol sites exposed to water. In particular, the specific signatures of
Si-O(H) and SiO− terminations can be determined by considering the SFG
spectra recorded at extreme pH 2 (Si-OH) and 12 (SiO −) conditions.

The main spectral feature at pH 2, is a prominent band centred at 980
cm−1 (Panel A of Fig. 6.4). Since the silica surface is supposed to be on av-
erage fully protonated at this specific pH condition[178], the 980 cm−1 band
is assigned to the Si-O vibration of Si-OH groups. Note that the IR marker
bands of the silica lattice Si-O-Si symmetric and antisymmetric stretches vi-
brations are respectively at 1107 and 876 cm−1 [280], therefore an overlap in
frequency between the Si-O(H) and the Si-O-Si bands can be excluded.

Increasing the pH condition up to 12, where only silanolate groups SiO−

are supposed to be present at the silica surface[212], one single band at 1020
cm−1 is recorded (see Panel B Fig. 6.4). The band at 1020 cm−1 is thus
assigned as the SFG spectroscopic marker band of SiO− groups. The as-
signments presented here are in agreement with previous spectroscopic as-
signments on colloidal silica particles obtained by FTIR and Raman spectro-
scopies[280].

The evolution of the amorphous silica-water interface SFG spectra in the
800-1150 cm−1 frequency range as a function of the increase of the solution
pH (2-12) is now presented in Panel C of Fig. 6.4. The colors represent the
SFG intensity in arbitrary units (a.u.). The SFG intensity increases from
blue to red.

At low pH conditions (in the range 2-4), the Si-O(H) band at 980 cm−1

is systematically present, with the same intensity between pH 2 and 4. This
is the signature of Si-OH groups at the surface, as expected. The surface
is fully protonated, without acid-base processes occurring at the silica-water
interface. This is coherent both with the experimental value of the Point of
Zero Charge (PZC ∼ 2-4) measured in ref.[178] and previous silanol groups
pKa’s measurements[212].

Increasing the pH from 4 to 9, one can see that there is a huge drop in
SFG intensity, plus a red shift in frequency by 30 cm−1 when intensity is
present. The SFG band amplitude is hence found to decrease by 50 % at pH
5.8, to finally disappear around pH∼9.5. There is one striking conclusion that
appears from the SFG plot: while the SFG intensity of the 980 cm−1 band
(pH=2-4) disappears in between pH∼ 4 and 9.5, there is no simultaneous
appearance of any other SFG band in the 900-1100 cm−1 range for this pH
interval. Further experiments outside of the 900-1100 cm−1 frequency range
have not shown any other spectral band appearing.

It is only in the pH range 9-12 that one can see the appearance of an SFG
signal, the one corresponding to SiO− at ∼ 1020 cm−1. The SiO− signal ap-
pears for the first time around pH ∼ 9.5-10.0 and then its intensity increases
up to pH 12. Thus the drop of the Si-O(H) SFG signal is not accompanied
by the simultaneous appearance of the SiO− marker band, as it should be
expected when gradually going from fully protonated silica surface (PZC) to-
wards basic conditions. Notice that the appearance of the SiO− band at pH

249



6 The amorphous silica aqueous surface as a function of pH conditions

10 is in contrast with previous pKa measurements estimating the emergence
of the SiO− groups at the silica surface around pH ∼ 5-6 [212, 232, 267], i.e.
20 % of the silanol groups are predicted to be already deprotonated around
pH ∼ 6.

One possible explanation for the trend of the two marker bands could be
the reorientation of silanol (Si-OH) and silanolate (SiO−) groups in response
to the silica surface deprotonation. The Si-O bond reorientation could indeed
induce variation in the SFG activity of the surface Si-OH and SiO− groups,
explaining the trends in the two associated bands intensity observed in the
pH range 4-9. To test such hypothesis, phonon-SFG spectra as a function
of pH were recorded with the ppp configuration. The comparison between
ssp and ppp SFG spectra in the 800-1200 cm−1 frequency region is reported
in Fig.1 of section 6.7.1. The ppp/ssp amplitude ratio of Si-O(H) and SiO−

bands changes only slightly with increasing pH, indicating that there is no
dramatic orientational change in the Si-O bonds at the surface. For this rea-
son the surface groups re-orientation has to be disregarded as possible cause
of the SFG drop in the pH range 4-9.

The spectroscopic data clearly mean that the silanol species that get de-
protonated do not lead to stable silanolate groups (SiO−) in the pH range
4-9. Therefore, the possible appearance of new chemical species at the silica-
water interface due to surface reconstruction(s) in this pH range has to be
considered.

It is obvious that a description at the molecular level is required in order
to directly characterize the surface chemistry governing the silica-water in-
terface at different pH conditions, that in turn can explain the SFG features.

To that end, we have modelled the silica-water interface under various pH
conditions by means of DFT-MD simulations and we have extracted vibra-
tional marker bands from the simulations.

6.3 DFT-MD at aqueous silica and pKa val-

ues of silanols. Appearance of Si5 motifs

at the surface.

A model of amorphous silica with a degree of surface hydroxylation of 4.5
OH/nm2[31], close to the 5 OH/nm2 average degree of hydroxylation found
experimentally for a set of about 100 different silica aerogel samples in ab-
sence of pretreatment [254, 176, 177], is used in our DFT-MD simulations.

This model surface is 13.386 Å X 13.286 Å X 15.0 Å in the three directions
of space and put in contact with water (120 water molecules), hence the z
direction of the box being 35 Å. At the surface of this amorphous silica there
are 8 Si-OH groups and three exposed Si-O-Si bridges. These two groups form
patches of hydrophilic and hydrophobic (less hydrophilic at least) regions, see
our ref.[135, 243].

It is therefore relevant to characterize the pKa of the various Si-OH surface
groups in contact with water, and thus be able to mimic the right deproto-
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nation state of the model silica surface at a given pH condition. It is known
experimentally [212] that there is a bimodal behaviour of the silica silanols,
with one group of acidic character and another group of basic character. Sim-
ulations [182, 181, 271] have tried to unveil the microscopic origin of these
2-pKa behaviours. Here, we want to deprotonate Si-OH groups as a function
of increasing pH and characterize the deprotonated surface in terms of struc-
ture and SFG fingerprints. It is thus important to deprotonate the right sites
at the right pH. Therefore, we have performed DFT-MD simulations in order
to calculate the pKa values of all the 8 Si-OH groups present at the surface
of our model aqueous amorphous silica.

To that end, metadynamics DFT-MD are performed (see sections 6.7.2
and 6.7.3 for details). The biased metadynamics are done with the coordi-
nation number of the chosen silanol oxygen with respect to all the hydrogen
atoms of the system (CNSi−O−−H) as reaction coordinate. This allows to
model one single silanol deprotonation event at a time, silanol by silanol.
Adding the coordination number of the silanol oxygen with respect to all
the silicon atoms of the silica (CNSi−O−−Si) as a second reaction coordinate
allows to sample possible surface reconstruction processes. If no surface re-
constructions are taking place a reaction path orthogonal to the CNSi−O−−Si
coordinate would be observed.

The microscopic picture emerging from the metadynamics simulations is
that there are two groups of surface silanols, that differ by the subsequent
reorganization processes once one Si-OH is deprotonated (Panel A and B of
Fig. 6.5):

A) We find that 37.5 % of the silanol groups at the aqueous 4.5 OH/nm2

silica surface (three Si-OH groups over eight in our model) are not stable as
silanolate species once deprotonated by water.

There is indeed a nucleophilic attack on the first Si neighbour atom (be-
longing to a SiO4 tetrahedra) leading to the formation of a new Si-O covalent
bond in between this Si and the one that was initially carrying the OH silanol
(see Panel A of Fig. 6.5). The reconstruction process results in the forma-
tion of an exposed silicium five fold coordinated species (Si5), as illustrated
in Panel A of Fig. 6.5, characterized by a base square pyramidal geometry
with the five coordinated silicium atom at the center and the oxygen atoms
at the edges. The free energy landscape associated to this nucleophilic at-
tack and the subsequent reconstruction, is reported in Panel A-Right. It
shows two well defined minima respectively related to the Si-OH (reactant
species) and Si5 species (final product species). These minima correspond to
the CNSi−O−−Si reaction coordinate equal to 1.0 and 1.6 respectively. The
surface reconstruction process is found to proceed from the Si-OH minimum
to the Si5 stable one through a concerted mechanism characterized by the si-
multaneous proton transfer from the Si-OH group to water and the formation
of a new Si-O-Si bond. The resulting reconstruction process is endoergonic
(̇∆G(GSiO− − GSiOH)> 0) with the Si-OH minimum 22.3 kJ/mol more sta-
ble with respect to the Si5 one. No minimum is found for the SiO− group,

251



6 The amorphous silica aqueous surface as a function of pH conditions

Figure 6.5: Panel A: On the top left, reaction scheme of the silanol deprotonation process
leading to Si5 structures at the amorphous silica-water interface. On the top right, the free
energy landscape associated with the considered reconstruction process. Two minima associ-
ated with the silanol Si-OH and Si5 groups are found as written in the plot. The formation
of the Si5 structure occurs through a concerted step-wise mechanism with the simultaneous
deprotonation of the Si-OH group by water and the formation of a Si-O-Si covalent bond.
At the bottom of Panel A is reported the averaged pKa value of the silanol groups exhibiting
such behaviour. Panel B: Reaction scheme and free energy landscapes associated with the
silanol deprotonation process leading to the formation of a stable silanolate (SiO−) species
at the amorphous silica-water interface. Three minima associated with the silanol (Si-OH),
silanolate (SiO−) and Si5 structures are found, as indicated in the plot. At the bottom of
the Panel is reported the average pKa value with its standard deviation of the silanol groups
showing such behaviour

indicating that it is not stable at the surface. From this free energy surface
we can calculate (see section 6.7.3) the pKa value of the Si-OH site. The pKa
calculations reveal an acidic character for two of the three silanols behaving
as described above once deprotonated, with an average pKa value of 3.9±0.9
(see bottom of Panel A). It was not possible to calculate the pKa value of one
of these silanols because the formation of the covalent Si-O-Si bond induces
a chain reaction along the silica surface with the consecutive cleavage and
formation of new Si-O-Si bonds, thus preventing the calculation of the pKa
value of this Si-OH site.

B) We find that the remaining 62.5 % Si-OH (five Si-OH sites over eight
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for our model) of the aqueous 4.5 OH/nm2 surface do have the expected be-
haviour of forming a stable silanolate species once deprotonated by water (see
Panel B of Fig. 6.5). The silanolate group is found to form stable H-Bonds
with water and/or neighbouring silanol groups of the surface (the oxygen av-
erage coordination number is found equal to 3.0). The free energy landscape
of the deprotonation process reveals the existence of two stable minima re-
spectively associated with the Si-OH and SiO− groups located respectively at
1.0 and 0.4 along the CNSi−O−−H reaction coordinate.

The reaction is found to proceed directly from the ”Si-OH minimum”
to the ”SiO− one” along the CNSi−O−−H reaction coordinate. The mini-
mum associated to the Si5 structure (minimum located at around 1.6 for the
CNSi−O−−Si reaction coordinate), when it is present (one metadynamics over
five only), results in an unstable species and the minimum is found flat (∼
5 kJ/mol deep) at a higher energy with respect to the silanol and silanolate
ones (∆G(GSi5 − GSiOH) = 95 kJ/mol). The pKa calculations reveal that
all these Si-OH groups are basic with an average pKa value of 7.7 ± 0.9.

Two crucial conclusions are obtained here from the DFT-MD simulations:

1) We find a bimodal acid-base behaviour of the Si-OH groups at the aque-
ous silica surface, which is compatible with previous experiments[212, 232].
The silanols that lead to the formation of stable Si5 species, once deproto-
nated, are acidic with an average calculated pKa value of 3.9, while the ones
forming stable silanolate SiO− species are found to be about 3.8 pKa units
less acidic with an average pKa=7.7. The pKa difference of 3.8 units we have
found between the acidic-basic silanol types is in line with the experimental
value of 4 pKa units. Note however that our acidic and basic sites are on
average slightly more acidic than in the experiments: 3.9 in our DFT-MD vs
4.5 in the experiments for the acidic silanol groups and 7.7 in our DFT-MD vs
8.5 in the experiments for the less acid ones[212]. Such discrepancy between
theoretical and experimental pKa values could arise from the limited number
of silanols investigated in the simulations, thus a reduced statistics. Another
possible explanation is the chosen DFT set-up here with BLYP functional
plus D2 correction. However our results present an excellent agreement with
the experimental trend, as highlighted by the good theoretical reproduction
of the experimental pKa differences between the acidic and less acidic silanol
groups (3.8 vs 4.0 pKa units).

2) Our calculations reveal the nature of the silanol conjugate base, i.e. Si5
or SiO−, to be an essential factor in determining the amorphous silica surface
groups acidity. The relevance of the conjugate base has already been shown
in ref.[181]. Our findings are in line with the pKa calculations of Pfeiffer et
al.[181], showing the silica surface acidity to be essentially determined by the
stability of the silanol conjugate base.

In particular, the metadynamics calculations reveal here that the Si5
species at the surface is 22 kJ/mol more stable as silanol conjugate base than
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the silanolate species (the Si5 free energy well in Panel A is 22 kJ/mol deeper
with respect to the SiO− one in Panel B). This results in a more acidic silanol
group, which hence leads to Si5 species, when deprotonated (pKa=3.9).

Now that we have acquired the knowledge and comprehension of the
silanols pKa values, we can characterize the evolution of the silica surface
in contact with water as a function of the progressive increase in pH by DFT-
MD simulations.

6.4 DFT-MD and SFG bands at increasing

pH

In our DFT-MD simulations the pH conditions are tuned by playing with
the protonation states of the silanol groups. Three surface scenari, corre-
sponding to the three pH ranges explored in the phonon SFG experiments,
have been envisaged. In order to provide a direct link between calculations
and experiments, the Si-O VDOS (velocity density of states, see section 6.7.6)
signatures (i.e. without the SFG intensity) of the SiO− and Si-OH surface
groups have been calculated for each scenario and compared with the exper-
imental SFG bands (for their positions).

The reported SFG experiments (Fig. 6.4) and the microscopic picture
arising from the DFT-MD simulations, go hand in hand (see Fig. 6.6), in
particular:

1) Region 1, pH∼PZC (pH<4): according to our pKa calculations of Si-
OH groups and according to experimental pKa measurements[212, 232, 178]
the silica surface is fully protonated, and remains fully protonated throughout
the 40 ps DFT-MD simulations. As a consequence the VDOS (calculations)
and SFG (experiments) spectral signatures are the ones of Si-OH groups, i.e.
920 cm−1 in the DFT-MD/VDOS (Fig. 6.6, top) and 980 cm−1 in the ex-
periments (Fig. 6.4). The main feature of the Si-O VDOS spectrum arising
from the Si-OH silica surface groups consists in a single band centred at 920
cm−1 corresponding to the 980 cm−1 experimental band. Note that the small
mismatch between theoretical and experimental values can be related to the
well known frequency shift due to the BLYP functional.

2) Region 3, pH>9: all the acidic silanol sites (average experimental pKa=4.5,
DFT-MD pKa=3.9) are deprotonated while the basic ones (average experi-
mental pKa=8.5, DFT-MD pKa=7.7) are expected to get progressively de-
protonated up to pH 12 where all the silica surface will be fully deprotonated
[212]. With these elements in hands, we have simulated a high pH scenario
(pH 12) by deprotonating all the silanol groups at the 4.5 OH/nm2 silica-water
interface in our DFT-MD. With such a deprotonation state we find that there
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Figure 6.6: On the left: Schematic illustration of the silanol protonation states considered
for each pH range explored. The silanol belonging to the acidic groups has the oxygen atom
marked in green, the one belonging to the basic group is marked in blue. On the right: Si-O
VDOS (velocity density of states) spectra in the frequency range 800-1200 cm−1 arising
from the Si-OH and SiO− surface groups for each pH scenario explored. For the pH range
4<pH<9 the Si-OH theoretical VDOS signature as a function of a progressive increase of
the Si5 structures present on the silica surface is presented. For the same pH range an inset
showing the VDOS signatures for the basic Si-OH (blue oxygen) before (orange curve) and
after (red curve) the Si5 formation is presented.

are formations of silanolate SiO− which are stable for all the DFT-MD sim-
ulation time scale (two separate simulations of 30 ps each, were achieved).
No Si5 species were detected in this pH condition. As we will demonstrate
in the next section by quantifying the stabilities of Si5 species as a function
of the pH condition by metadynamics, increasing the pH condition beyond
pH 9 leads to a progressive disappearance of the Si5 structures over the silica
surface.

To summarize, at high pH condition (pH>9) our theoretical result predicts
the formation of stable silanolate groups and the instability of Si5 structures
at the silica surface. The instability of the Si5 species and the stable forma-
tion of SiO− explain the 1020 cm−1 (experiments)/980 cm−1(VDOS/DFT-
MD) band starting at pH=9.5 in the experiments and its increase in intensity
up to pH 12 (see Fig. 6.6, bottom plus Fig. 6.4). Note that we find again
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6 The amorphous silica aqueous surface as a function of pH conditions

∼ 50-60 cm−1 redshift in frequency between theory and experiment (see top
and bottom of Fig. 6.6).

3) Region 2, 4<pH<9: according to experimental and calculated pKas,
all acidic Si-OHs are deprotonated (pKa = 4.5 from experiments, 3.8 from
DFT-MD). The deprotonation of the most acidic silanols systematically re-
sults into Si5 species appearing after few ps of dynamics (seen over the 6
DFT-MD simulations performed), no SiO− species appear. Our six DFT-
MD simulations (length-time of 30 ps each) show the Si5 species to be stable
in the 4-9 pH window. This will be further demonstrated in the next section.
It is worth mentioning here that SFG spectroscopy is not sensitive to the
Si-O stretch related to Si-O-Si structures at the amorphous silica surface for
question of symmetry, as reported in ref.[183]. The Si-O-Si bond involved in
the Si5 species formation is thus not directly detected by SFG experiments
in this spectral range. It follows that the Si5 appearance in the 4-9 pH range
can only be probed by SFG spectroscopy in the 900-1100 cm−1 region by
the decrease in intensity of the Si-O(H) band, without the appearance of any
other band. Si5 species are therefore found here as the microscopical origin
of the decrease in intensity and further disappearance of SFG band(s) in the
4-9 pH domain.

However, the Si5 species do not directly explain the red shift of the Si-
O(H) band observed experimentally when the pH increases beyond 4. To
understand this point we have deconvolved the Si-O(H) VDOS signal aris-
ing from the silanols hosting the Si5 species (the oxygen of the silanol group
considered is marked in blue in Fig. 6.6) from the signal due to the rest of
the silanol groups of the surface. The inset in Fig. 6.6 reports the average
VDOS Si-O(H) signature respectively for the silanol groups involved in the
Si5 species (red curve, Si5) and the silanol groups not belonging to Si5 species
(orange curve, Si4).

When not involved in Si5 species, the Si-OH silanols give rise to a vi-
brational band centred at 917 cm−1 (orange curve of the inset in Fig. 6.6).
Conversely when the Si-OHs are involved in Si5 species, their spectroscopic
signature (red curve in Fig. 6.6) is redshifted by 70 cm−1, resulting in a band
centred at 845 cm−1, with a shoulder located around 830 cm−1.

The flux of electronic negative charge into the central silicium atom that
follows the formation of the Si5 species, leads to a weakening of the Si-O(H)
bond, which average distance systematically increases by 0.05 Å along the
DFT-MD simulations. As a consequence Si-O(H) vibrational frequency red-
shifts of 70 cm−1 are obtained.

In a second step, we have modelled the evolution of the total Si-O(H)
VDOS signal in response to the increase in the number of Si5 species going
from pH 4 to 9. The total Si-O(H) signals for four distinct surface scenarios
with an increasing number of Si5 species have been obtained by combining
the two Si-O(H) VDOS maker bands (Si4 and Si5) weighted by the abun-
dance of their associated silanol species (Fig. 6.6). The progressive increase
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6.5 Si5 structures stability as a function of the pH conditions

of the pH, and thus the growth in the number of Si5 species over the silica
surface, leads to an overall red-shift of the Si-O(H) band from 920 cm−1 in
absence of Si5 species (pH <4, dark green curve) to 880 cm−1 in presence of
three Si5 species over the surface (5<pH<9, blue curve).

The obtained red shift of 40 cm−1 is in good agreement with the 30 cm−1

one recorded experimentally in Fig. 6.4 in the 4-9 pH range. The change in
the coordination number of the central silicium atom, as it occurs in the Si5
species formation in the 4-9 pH range, induces variations in the spectroscopic
signatures of the Si-OH groups involved in the Si5 species, inducing an overall
30 cm−1 red shift of the total Si-O(H) SFG band. We can therefore consider
the SFG Si-O(H) band red-shift in the pH range 4-9 as a direct spectroscopic
evidence of the Si5 formation at the silica-water interface.

We further notice that our simple model can in part explain also the SFG
Si-O(H) band strong decrease in intensity recorded in the 4-6 pH range: For
each Si5 species formed on the surface, one Si-O(H) signal red-shifts in fre-
quency and one disappears, such phenomenon not only provokes a red-shift
of the Si-O(H) signal, but induces also a strong decrease in the Si-O(H) in-
tensity at 970 cm−1 as one can see by both the VDOS calculations in the 4-9
pH range (Fig. 6.6) and experiments (Panel C of Fig. 6.4).

To summarize, our results clearly indicate a pH window from 4 to 9 where
Si5 species are formed once acidic Si-OH silanol sites get deprotonated. The
Si5 species remain stable over the silica surface. The formation of Si5 struc-
tures is directly probed by SFG spectroscopy by the red-shift of the Si-O(H)
band, and indirectly by the strong decrease in intensity of the Si-O(H) band,
without any appearance of SFG signatures for SiO− species. Our theoretical
calculations show that the formation of SiO− species on the deprotonated
silica surface starts when the pH goes above ∼ 9. This is seen in the SFG
spectrum with the appearance of the SiO− band at pH∼ 9.5 and in the pro-
gressive increase of the SFG intensity up to pH 12.

In the next section we will further characterize and rationalize the stabil-
ity of Si5 species as a function of the pH conditions by metadynamics. In
particular we will directly simulate the disappearance of Si5 structures at
high pH conditions and we will shed light on the microscopic origin of such
phenomenon.

6.5 Si5 structures stability as a function of

the pH conditions

We have characterized the evolution of the Si5 stability as a function of
the progressive increase of the pH. To that end, we have considered one single
Si5 species at the aqueous 4.5 OH/nm2 silica surface and we have simulated
its disappearance in response to changes in the pH condition by one metady-
namics (see section 6.7.2 for details). The disappearance of the Si5 species is
expected to lead to the formation of two Si4 (four fold coordinated silicium
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atom) species as schematically presented in Panel A of Fig. 6.7.
The pH condition is directly tuned in the metadynamics simulations by

considering as reaction coordinate the protonation states of the two oxygen
atoms involved in the formation of the Si5 species considered (identified and
characterized along the DFT-MD simulations in the previous section). The
two oxygen atoms are the ones, that along the Si5 formation, respectively
belong to one basic silanol group (pKa=7.7 from our calculation) hosting the
Si5 species (labelled O1 and marked in blue in Panel A of Fig. 6.7) and to
one acidic silanol group (pKa 3.9 from our calculation) involved in the nucle-
ophilic attack (labelled O2 and marked in green in Panel A of Fig. 6.7). Note
that preliminary metadynamics indicate that the O1 and O2 oxygen atoms
involved in the Si5 formation, are also the main actors in the Si5 disappear-
ance.

We have therefore chosen as reaction coordinate the difference between
the coordination number of the O2 atom with respect to all the hydrogen
atoms of the system and the coordination number of the O1 atom with re-
spect to all the hydrogen atoms of the system (CO2−O1 coordination number)
in order to take into account the effect of the protonation state of both oxy-
gen atoms. In particular, this reaction coordinate takes the value of -1 if only
the acidic silanol (O2, oxygen coloured in green in Fig. 6.7) is deprotonated
(CO2−O1=0−1), 0 if both considered silanols are protonated (CO2−O1=1−1)
and a value of +1 if only the basic silanol site (O1, oxygen coloured in blue
in Fig. 6.7) is deprotonated (CO2−O1=1−0).

We have further chosen a second reaction coordinate which is the coordi-
nation number of the O2 oxygen atom with respect to all the Silicium atoms
of the system (Si-O–Si coordinates, green arrow in Panel A of Fig. 6.7) in
order to sample the presence or not of the Si5 species on the silica surface.
In particular, this coordinate takes the value of 1.6, when the Si5 species is
stable at the silica surface with the O2 atom bridging two silicium atoms at
the base of the Si5 geometry, while it takes a value of 0.9 when the Si5 species
evolves into a Si4 species whereby the O2 atom is bonded to only one silicium
atom. With the two adopted reaction coordinates we can therefore probe the
nature and the stability of the molecular species (Si5 or Si4) residing at the
surface over different pH ranges.

In Fig. 6.7 the free energy landscape with the reactive species associ-
ated to each of the minima explored along the metadynamics simulation is
presented. Minimum 1 has the Si-O1 group that is deprotonated (pKa=4.5)
while the Si-O2 group is protonated (pKa=8.3), this situation corresponds to
a pH condition roughly in the range 5–9 where only the more acidic silanols
get deprotonated on the silica surface. As one can see by the position of the
minimum along the Si-O–Si coordinate, the Si5 species is stable at the surface
in this pH range.

From structure 1, the Si5 disappears through a concerted mechanism char-
acterized by the simultaneous proton transfer from water to the O2 group and
the cleavage of the O2-Si covalent bond. The process terminates with the for-
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Figure 6.7: Panel A: Schematic illustration of the reaction coordinates adopted along the
metadynamics. The difference between the protonation states of the two oxygens marked
in blue and in green (CO2−O1) is used as one reaction coordinate. The coordination of the
O2 atom with respect to all the silicium atoms of the system is chosen as a second reaction
coordinate and it is represented by a green arrow in the figure. Panel B: On the top the
chemical structures associated to the minima explored along the metadynamics simulation.
The pH range of existence of each structure is also reported. At the bottom the free energy
landscape underlying the breaking/formation of Si5 structures reaction is illustrated.

mation of two Si4 species (minimum 2 in Fig. 6.7) on the silica surface.
Minimum 2, has both silanols protonated, such surface protonation state cor-
responds to pH=PZC (pH<4). As one can see by the position of the minimum
along the Si-O–Si coordinate, the Si5 species is not present anymore in this
pH range.

The minimum associated to the Si5 structure (structure 1) is found with
a roughly 35 kJ/mol barrier to overpass for the interconversion reaction to
structure 2 to proceed.
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No minimum is found either for the Si5 species at pH >9 where both the
silanol groups considered are deprotonated (Structure A in Panel B of Fig.
6.7). This result indicates a high instability of the Si5 species when the pH is
increased beyond 9. Along the metadynamics simulation we sample a third
minimum associated to structure 3 (Panel B of Fig. 6.7), with the more basic
silanol group deprotonated (pH>9).

In order to further confirm our metadynamics result that Si5 is not sta-
ble any more at pH>9 (where also the most basic sites with pKa>7.7 start
to be deprotonated), we have run two additional DFT-MD simulations, de-
protonating only the two silanol groups involved in the Si5 formation, i.e.
the silanol group performing the nucleophilic attack (acidic silanol pKa=3.9,
green oxygen in Fig. 6.6) and the silanol linked to the Si atom hosting the
Si5 species (basic silanol pKa=7.7, blue oxygen in Fig. 6.6). The considered
microscopic scenario corresponds to a silica surface exposed to solution at
high pH conditions (pH>9) because of the basic character (pKa value of 7.7)
of one of the silanol groups being deprotonated (the blue oxygen in Fig. 6.7).
This given deprotonation state leads to the formation of two silanolate groups
at the silica-water interface, stable for all the time of the DFT-MD simula-
tions (30 ps), no formation of Si5 species is detected at the silica surface.

These DFT-MD simulations are in line with the metadynamics, and in-
dicate a progressive disappearance of the Si5 structures with the increase of
the pH beyond nine, a range where also the most basic sites with pKa>7.7
are progressively deprotonated. The straightforward physical rationalization
of such phenomenon lies in the deprotonation of the silanol hosting the nu-
cleophilic attack at high pH condition (average pKa of 7.7) that provokes
a flux of negative charge to the silicium at the center of the Si5 geometry,
strongly reducing its electrophilic character. This makes the central Si atom
less prone to accept the nucleophilic attack from the silanolate group (SiO−),
hampering the Si5 formation to proceed.

6.6 Conclusions

Our work provides an original molecular picture on the acid-base chem-
istry of amorphous silica surfaces. The direct access to the surface groups
nature and organizations under different pH conditions by means of SFG and
DFT-MD simulations have allowed identify ”in situ” the formation of Si5
species at the silica-water interface.

The Si5 species have been characterized both structurally, spectroscopi-
cally (see sections 6.2 and 6.4) and energetically (see section 6.3) and their
stability as a function of the pH conditions is assessed (see section 6.5).

The previous molecular picture based on the balance between silanol and
silanolate groups at the silica surface as a function of the solution pH con-
ditions is modified. The emergence of a third molecular species, the ”Si5”,
reveals a more complex acid-base surface chemistry of amorphous silica.

We have found in particular the Si5 species formation strongly modulating
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the silica surface acidity: the silanols that lead to the formation of stable Si5
species, once deprotonated, are acidic with an average calculated pKa value
of 3.9, while the ones forming stable silanolate SiO− species are found to be
about 3.8 pKa units less acidic with an average value of pKa=7.7.

Moreover the stability of Si5 species is directly dependent on the pH con-
ditions: Si5 is stable in the pH range 4-9, while it converts into two silanolate
groups when increasing the pH above 9. This implies that the surface charge
generated at the silica surface by increasing the pH is not only due to the for-
mation of silanolate groups. It arises also from the appearance/disappearance
of Si5 species. The emergence of the Si5 species breaks down the biunivo-
cal correspondence between the generation of a surface negative charge on
silica and the silanol group deprotonation event. This assumption has been
widely used in the past to measure the acidity of aqueous amorphous silica
surface[267, 212, 268].

The molecular picture on the amorphous silica surface consisting in 19 %
of the silanols exhibiting a pKa of 4.5 (acidic silanols) and 81% a pKa value
of 8.5 (non acidic silanols) extrapolated by indirect measurements of the sur-
face charge as a function of pH[212, 268, 267] could be strongly altered when
taking into account the formation of Si5 species in the model, as revealed in
this work. However, further studies able to deconvolve and quantify the silica
surface charges generated from respectively the silanolate and Si5 species are
needed in order to provide a direct link between the acid-base chemistry of
silica and the experimental evolution of the silica surface charge as a function
of pH[212, 268, 267] .

More details on our investigation can be found in the paper reported at the
end of the chapter at page 273. It is still a preliminary version of the paper.
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6.7 Experimental and computational details

6.7.1 SSP and PPP SFG spectra of the amorphous
silica-water interface

The details for the SFG experiments can be found in the paper reported
at page 273. Below are reported the experimental SFG spectra of silica-water
interfaces as a function of the solution pH condition.

Figure 6.8: On the left are reported the SSP SFG spectra of the amorphous silica-water
interface as a function of the solution pH, in the frequency range 900-1150 cm−1. On
the right are reported the PPP SFG spectra of the amorphous silica-water interface as a
function of the solution pH, in the frequency range 900-1150 cm−1. For both PPP and SSP
polarization schemes, the pH is progressively increased from 2 (red curve) to 12 (blue curve).
Increasing the pH in the 2-10 range induces a red shift and a progressive loss in intensity of
the Si-O(H) SFG band at 980 cm−1, until its complete disappearance at pH∼9.5. The SiO−

band at 1020 cm−1 appears at pH∼9.5 and strongly increases in intensity up to pH 12. The
PPP/SSP ratio of the Si-O(H) SFG band amplitude changes only slightly at increasing pH,
indicating that there is not a dramatic change in orientation of the Si-O groups.

6.7.2 DFT-MD and metadynamics set up

All the DFT-MD and DFT-MD metadynamics simulations have been car-
ried out using the CP2K package[118] at the BLYP[120][121] level of repre-
sentation and including Grimme D2[122] correction for van der Waals interac-
tions and a combination of GTH pseudo-potentials[123] and Gaussian Plane
Waves basis sets[119]. The DVZP-MOLOPT-SR basis set, augmented with a
400 Ry plane wave basis set have been used. The nuclei displacements have
been predicted using the classical Newton’s equations of motions integrated
through the velocity verlet algorithm.
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The DFT-MD simulations employed for the calculations of the VDOS
spectra (see section 6.7.6) have been equilibrated for 10 ps in the NVT en-
semble with a CSVR thermostat[281] at the target temperature of 300 K and
then have been carried on for 50 ps in the pure NVE ensemble. The VDOS
were performed over these 50 ps. The rest of the DFT-MD simulations and
the DFT-MD metadynamics have been performed in the NVT ensemble with
a CSVR thermostat[281] and a target temperature of 300 K.

The 4.5 OH/nm2 amorphous silica-water interface is modelled in a box of
dimension 13.4 Å X 13.3 Å X 35 Å . There are 8 Si-OH groups at the silica
surface and the liquid water is modelled with 120 water molecules.

For the 5.5 and 7.6 OH/nm2 amorphous silica-water interfaces, boxes of
dimension 9.117 Å X 16.342 Å X 32 Å are used. The surfaces are respec-
tively composed of 8 and 12 SiOH groups and in both cases the liquid water
is modelled with 115 water molecules.

The α (0001) quartz/water interface is simulated with a box of dimension
9.82 Å X 8.5 Å X 32 Å . There are 8 Si-OH groups on the quartz surface and
the liquid water is modelled with 64 water molecules.

Neutral boxes were employed for all the metadynamics simulations done in
this work in order to calculate the silanol pKa values. For the metadynamics
testing the Si5 stability as a function of the pH condition presented in sec-
tion 6.5 of the main text, we have ensured the neutrality of the box by placing
one K+ cation far from the silica surface (> 8 Å), i.e. located in the bulk of
water. For the DFT-MD simulations where the Si-O− or Si5 species are simu-
lated in absence of the H3O

+ species, the resulting net negative charge in the
box is counterbalanced by an artificial uniform charge background to avoid
the divergence of the Ewald summation. The total simulation time amounts
to 360 ps for the DFT-MD simulations and to 270 ps for the metadynamics
simulations.

6.7.3 Details for the DFT-MD metadynamics

The free energy profiles for the Si-OH acid-base equilibrium at the aque-
ous silica surface have been obtained by DFT-MD metadynamics simulations
as implemented in the CP2K software package[118]. The acid-base behaviour
(i.e. protonation/deprotonation of the surface sites) of each silanol over the
4.5 OH/nm2 silica surface has been simulated and characterized. Eight meta-
dynamics are performed, one per silanol present at the surface.

Our computational approach for the metadynamics is similar to the one
successfully adopted in previous works[62, 20, 126] for the study of reactions
at aqueous solid interfaces. The type of reaction coordinate c(A-B) adopted
is the coordination number[127] of an atom A with respect to a set of atoms
B, defined as:

c(A−B) =
∑

I∈B

1− (RAI/R
0
AB)6

1− (RAI/R0
AB)12

(6.1)
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where RAI is the distance between atoms A and I (belonging to the chosen set
of B atoms). R0

AB is a fixed cut-off parameter based on the equilibrium bond
distance between A and B atoms. In particular, we have chosen to simulate
the silanol acid-base behaviour adopting the following reaction coordinates:
1) The silanol oxygen coordination number with respect to all the hydrogen
atoms of the system (CNSi−O−−H), going from 1 (SiOH) to 0.5 (SiO−). This
allows to model silanol deprotonation events.
2) The silanol oxygen coordination number with respect to all the silicium
atoms of silica (CNSi−O−−Si). This allows to sample possible surface recon-
struction processes.

The heigth of the Gaussian hills added along the biased metadynamics
are 0.8 kJ/mol. The width of the Gaussian hills function (δs) is 0.05. These
values have been shown by previous works to provide accurate estimations of
the free energy barriers of chemical reactions at solid-water interfaces[20].

In order to avoid the ”hill-surfing”, as discussed in ref.[43, 62, 20, 126], a
Gaussian hill is added every time the dynamics explores a spot on the reac-
tion coordinate space at a distance 3/2δs from the spot where the previous
Gaussian hill was deposited:

|s(t)− s(ti)| = 3

2
δs (6.2)

where s(t) is the position along the reaction coordinate at a given time t, δs
is the width of the Gaussian hills, and ti is the time when the last Gaussian
hill was deposited.

The computed free energy is considered at convergence after having ob-
served the double crossing of the energetic barrier forward and backward
along the same reaction coordinate. The convergence criterion is on average
reached within 20 ps of dynamics for all systems studied here (8 metadynam-
ics, one for each silanol of the surface model used in this investigation).

The pKa value of each silanol is calculated as the free energy difference
(∆G) between the minima of respectively the silanol species (SiOH) and the
conjugate base (SiO− or Si5):

pKa = ∆G/2.303RT (6.3)

where T is the temperature of the system in Kelvin (imposed by the NVT
ensemble) and R (8.314 JK−1mol−1) is the ideal gas constant.
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6.7.4 Validation of the pKa values

A plethora of computational works have recently shown how the compu-
tation of the free energy landscape obtained by the combination of DFT-MD
with the metadynamics technique provides accurate estimates of the pKa val-
ues for weak acids, amino acids and polyprotic acids in aqueous solutions[282,
283, 284, 285, 286]. In particular, Tummanapelli et al.[282, 283, 284] have
calculated pKa values by metadynamics for a wide range of acidic and basic
species in aqueous solution, reporting an accuracy within 0.1 pKa units with
respect to experiments.

However there are not in the literature, according to the best of our
knowledge, works reporting the acidity of solid surfaces by metadynamics
techniques. We have therefore assessed the reliability of our metadynam-
ics in describing the acid-base behaviour of silica surfaces, by comparing
our pKa results on a crystalline silica surface with the one obtained on the
same system by the ”reversible proton-insertion” method[130]. Developed by
Sprik’s group, the ”reversible proton-insertion” method is a computational
technique[130] based on MD simulations that describes the acidity constants
of a vast range of oxyde surfaces immersed in liquid water.[182, 181, 271, 180,
287]

In this method the free energy difference between the acidic species and its
conjugate base, necessary for the pKa calculation, is obtained by a thermody-
namic integration in which the AH species is gradually transformed into the
deprotonated base A− along a fictitious reaction coordinate. The derivative
of the free energy at each step of the thermodynamic integration is calculated
from the vertical energy gap for the insertion (or removal) of the proton in
the system. More information on the ”reversible proton-insertion method”
can be found in ref.[182, 180, 287].

The acidity calculations done on the (0001)α-quartz surface in contact
with water.[182] by the ”reversible proton insertion method”, have revealed
the presence of two silanol groups on the quartz surface, with two distinct
acidities. It has been shown in ref.[182] that the in-plane silanols (half of the
silanols at the aqueous quartz surface), i.e. pointing their OH group paral-
lel to the silica surface, are found basic with a pKa value of 8.6, while the
out-of-plane silanols (half of the silanols at the aqueous quartz surface), i.e.
pointing their OH groups toward water, are found acidic with a pKa value of
5.6.
Therefore we have made use of these silanols pKa’s estimations as a reference
and we have compared their values with the ones calculated for the in-plane
and out-of-plane silanols on the same system (same simulation box and DFT
set-up as in ref.[182]) by our metadynamics approach.

The acid-base behaviour respectively of the out-of-plane and in-plane
silanols over the (0001) α-quartz have been described by adopting the same
reaction coordinates as the ones described above (see section 6.7.3), i.e. the
coordination number of the silanol oxygen with respect to all the hydrogen
atoms of the system (CNSi−O−−H) and the coordination number of the silanol

265



6 The amorphous silica aqueous surface as a function of pH conditions

Figure 6.9: Left: free energy landscape associated with the out-of-plane silanol acid-base
behaviour at the aqueous (0001) α-quartz. Two minima associated with the silanol (Si-
OH) and silanolate (SiO−) groups are found. Right: free energy landscape associated with
the out-of-plane silanol acid-base behaviour at the aqueous (0001) α-quartz. Two minima
associated with the silanol (Si-OH) and silanolate (SiO−) groups are found. At the bottom
of the Figure are reported the calculated pKa values for both the in-plane and out-of-plane
silanols (pKa = ∆G/ 2.303 RT), to be compared to the values of 8.6 and 5.6 from ref.[182].

oxygen with respect to all the silicium atoms of the surface (CNSi−O−−Si).
The free energy profiles in Fig. 6.9 show both the in-plane and out-of-plane
silanols to have silanolate species (SiO−) as conjugate bases, as one can see
by the two minima positions along the CNSi−O−−H reaction coordinate on the
free energy profiles. For both the in-plane and out-of-plane silanol species,
the deeper minimum around 1.0 on the CNSi−O−−H coordinate corresponds
to the undissociated silanol (SiOH) while the minimum at 0.5 corresponds to
the silanolate species (SiO−).

The microscopic picture arising from the values obtained by metadynam-
ics (Fig. 6.9) is again characterized by two groups of silanols with two distinct
acidities : the out-of-plane SiOHs are found acidic with a pKa value of 3.9
while the in-plane SiOHs are found basic with a pKa value of 8.3. The analysis
of the free energy profiles indicates that the calculated difference in acidities
between the two surface groups is mostly due to the higher stability of the
in-plane SiOH free energy minimum (GSiOH

inplane −GSiOH
outofplane=23 kJ/mol) with

respect to the out-of-plane one, as one can see by comparing the free energy
values of the Si-OH minima in Fig. 6.9 (∼ -100 kJ/mol for the in-plane
silanols and ∼ -70 kJ/mol for the out-of-plane one). This brings to a higher
free energy difference between the SiOH and the SiO− minimum (∆G used
in the pKa calculations) for the in-plane silanols that is in turn reflected by
a lower acidity of the in-plane silanols with respect to the out-of-plane ones.

Our metadynamics calculations predict a bimodal acid-base behaviour of
the two Si-OH groups at the aqueous (0001) α-quartz surface, which is in
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agreement with the previous pKa calculations performed by the ”reversible
proton-insertion method” [182] on the same system. Note however that our
acidic and basic sites are slightly more acidic than the ones calculated by the
”reversible proton-insertion method”: 3.9 in our work vs 5.6 in ref.[182] for
the acidic silanol species and 8.3 in our work vs 8.5 for the basic silanol species
in ref.[182]. Such discrepancy (especially for the acidic silanols) between the
two sets of theoretical pKa values can be partly due to the different level of
basis sets adopted for the MD-simulations (DZVP in the case of metadynam-
ics and TVZP in the case of the ”reversible proton-insertion method”), partly
due to the different boundary conditions between the two methods, e.g. im-
posing constraints in the case of the thermodynamic integration, and partly
due to errors associated with the Gaussian hills deposition frequency in the
case of the present metadynamics. However the pKa final difference of 4.4
and 3.0 between the in-plane and out-of-plane silanols found respectively by
metadynamics and the ”reversible proton-insertion method” are far beyond
the numerical error of both methods and both methods point to the same
acid-base bimodal behaviour at the (0001) α-quartz surface associated to the
in-plane vs out-of-plane surface silanols.

Our calculations are also in good agreement with the (0001) α-quartz
acid-base bimodal behaviour revealed by SFG experiments[268]. The pKa
measurements of Ostroverkhov et al.[268] by SFG spectroscopy indeed indi-
cate the presence of two distinct silanol populations at the (0001) α-quartz
surface characterized by pKa values respectively of 4.5 and 9.5, close to the
pKa values of 3.9 and 8.3 here found by our metadynamics simulations of the
pKas.

To conclude, the agreement with past pKa calculations[182] on the same
system (same simulation box and slightly different DFT set up) and with
experiments[268] shows the combination of DFT-MD and metadynamics to
be a reliable technique for the pKa calculations of silica surface groups at the
interface with liquid water.

Interestingly the formation of Si5 species (see the main text) is neither
observed for the in-plane or the out-of-plane silanols at the aqueous (0001) α-
quartz surface. The convergence criterion of metadynamics is reached within
20 ps of metadynamics. We have however continued our metadynamics until
90 ps in order to sample higher energy structures. With this much higher
energy exploration, no minimum associated to the Si5 has been found. Such
results indicate a non existence/high instability of the Si5 species at the
(0001) α-quartz aqueous surface.

6.7.5 Structural Characterization of Si5 species

In this section we investigate the microscopic origins of the Si5 species
formation at the amorphous silica-water interface. We focus on the specific
structural ”local” properties of the silica-water interface that can lead to the
formation of Si5 species.

A first aspect that we have considered is the possible role of water in the
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Si5 formation on the amorphous silica surface (the model used here is with 4.5
SiOH/nm2 silanol density). In this regard we have specifically considered the
silanols, that once deprotonated in presence of water lead to the formation
of Si5 species. We have deprotonated these sites one by one in absence and
in presence of water in three distinct simulations, and we have observed their
subsequent behaviour at the silica-air surface and at the silica-water surface.
We find that the same behaviour whether water is present or not. The same
SiOH sites are found to form Si5 species, once deprotonated, with and with-
out liquid water at the interface with silica. Following such results, we have
thus disregarded water as playing a role in the Si5 species stabilization on the
4.5 OH/nm2 silica surface.

Figure 6.10: Radial distribution functions (RDF) of the silanol group oxygen atoms with
respect to all the silicium atoms at the 4.5 OH/nm2 silica surface. The red, black and blue
dashed curves are associated to the oxygen atoms of the SiOH groups that are found able
to form Si5 species, once they are deprotonated.

We have then focused on whether there are specific morphological sur-
face factors for the Si5 formation. We report in Fig. 6.10 the O–Si radial
distribution functions for the oxygen atom of each SiOH group at the 4.5
OH/nm2 surface with respect to all the Si atoms of the system. The SiOH
groups involved in the nucleophilic attack leading to the Si5 formation, once
deprotonated (red, blue and black dashed curves in Fig. 6.10), are closer
(<3.5 Å) to surface Si atoms than other silanol groups (> 3.5 Å). Such result
might suggest that the proximity between a Si-OH group and a surface Si
atom could be a mandatory condition for the Si5 formation. However, de-
spite the proximity, steric hindrance between the reactive SiOH site and the
SiO groups belonging to the SiO4 tetrahedra, hosting the nucleophilic attack,
could still hamper the Si5 formation.
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For this reason the orientation between the reaction partners involved in

Figure 6.11: On the top is reported a snapshot from the DFT-MD simulations representing
the SiO4 tetrahedra perfectly oriented with respect to the reactive SiOH for the Si5 forma-
tion. The blue arrows correspond to the vectors defining the angle analyzed (x). In yellow
the silicium atoms, in red the oxygen atoms and in white the hydrogen atoms. At the bottom
are illustrated the angular and distance densities of the SiO groups linked to the central Si
atom of SiO4 building block of bulk silica, hosting the nucleophilic attack, with respect to
the reactive SiOH group.

the Si5 formation has also been analysed. We have studied the orientation
of the SiOH groups that lead to the formation of Si5 once deprotonated with
respect to the SiO groups belonging to the neighbouring SiO4 tetrahedra par-
ticipating in the Si5 formation reaction.

The angle x (top of Fig. 6.11) that describes the orientation of the Si-O
belonging to the silanol group performing the nucleophilic attack with respect
to the SiO groups linked to the central Si atom, is defined by the two vectors
reported on the top of Fig. 6.11 (blue arrows).

At the bottom of Fig. 6.11 is reported the angular (cos x ) and distance
density distribution of the SiO groups linked to the central Si atom with re-
spect to the reactive SiOH group (that gets deprotonated). The density map
has been calculated only for the three SiO groups facing the reactive SiOH
species. The maxima positions reveal a preferential orientation of the SiO
groups at 90 degrees (cosx=0) with respect to the oxygen atom of the SiOH
group. Such conformation is indeed ideal for the Si5 formation since it avoids
any steric hindrance between SiO and SiOH groups during the nucleophilic
attack (see the snapshot extracted from the MD simulation on the top of Fig.
6.11).

Our structural analysis points to the proximity and good orientation be-
tween SiOH groups and SiO4 tetrahedra as one necessary condition for the
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formation of Si5 species.

In order to verify if the results on the silica surface reconstruction as
a function of the pH condition obtained here and in the main text for the
4.5 OH/nm2 model silica aqueous surface are independent of the silica model
used, two additional models of the silica surface with varying degrees of hy-
droxylation have been investigated, i.e. 7.6 and 5.5 OH/nm2 amorphous silica
model surfaces[188] put in contact with liquid water.

Figure 6.12: Radial distribution functions (RDF) of the silanol group oxygen atoms with
respect to all the silicium atoms at the 7.6 OH/nm2 silica aqueous surface. The red, black
and blue dashed curves are associated to the oxygen atoms of the SiOH groups forming Si5
species, once they are deprotonated.

We have first identified the silanol groups that do have the structural
properties (in terms of orientations and proximity) found at the 4.5 OH/nm2

surface to be necessary for the Si5 formation, and we have then characterized
their chemical behaviour after deprotonation, by DFT-MD simulations. In-
terestingly three silanols over the 7.6 OH/nm2 silica surface are found with
the right distance and orientation for the possible formation of the Si5 species
(named hereafter silanols Si5 candidates), as can be appreciated in Fig. 6.12
where the O–Si radial distribution functions of the oxygen atom of each SiOH
group at the 7.6 OH/nm2 surface with respect to all the Si atoms of the sys-
tem are reported.

However, once the silanols candidates for the Si5 formation are deproto-
nated, there is no nucleophilic attack occurring on the neighbour Si atom
along our 30 ps DFT-MD simulations. The silanols are systematically re-
protonated within few ps of dynamics by a silanol group in the proximity
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through a proton transfer mechanism mediated by water (see Panel A of Fig.
6.13). Despite the silanol proximity and good orientation toward a surface
SiO4 tetrahedra, the reprotonation of the SiO− group hinders the possible
formation of the Si5 on the 7.6 OH/nm2 amorphous aqueous silica surface.

However the observed intra-silanol proton transfer clearly indicates that

Figure 6.13: Panel A: illustration of the silanol Si5 candidate behaviour when deprotonated
at the 7.6 OH/nm2 amorphous silica surface in contact with water. The reprotonation
(few ps of dynamics) by a silanol group located in the proximity through a proton transfer
mechanism hampers the Si5 formation. Panel B: Illustration of the Silanol Si5 candidate
behaviour when deprotonated together with its silanol proton transfer partner at the 7.6
OH/nm2 amorphous silica surface in contact with water. As expected, in absence of the
intra silanol proton transfer the silanolate group is now free to approach the SiO4 tetrahedra
in the proximity. It can then perform a nucleophilic attack that leads to the formation of
one Si5 species. In both panels the oxygen performing the nucleophilic attack on the other
Si atom is marked in blue, the other oxygen atoms are in red, the hydrogens in white and
the silicium atoms in yellow.

the explored microscopic scenario, where the considered silanol Si5 candidate
is deprotonated alone at the silica surface, is in this case physically mean-
ingless. The observed intra-silanol proton transfer reveals a lower acidity of
the silanol Si5 candidates with respect to its proton transfer partner (the
one donating the proton), i.e. the silanol donating the proton is more acidic
than the silanol Si5 candidate accepting the proton. Therefore the micro-
scopic scenario that we have explored by deprotonating the Si5 candidate
(less acidic) and leaving protonated its proton transfer silanol partner (more
acidic) is not plausible. The deprotonation of the silanol Si5 candidate at a
given intermediate-high pH condition imposes the deprotonation of its proton
transfer silanol partner. Thus, if we want to envisage a plausible microscopic
scenario where the Si5 candidate is deprotonated we have to consider its pro-
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ton transfer silanol partners deprotonated too.
For such reasons we have decided to explore a microscopic scenario where

both the silanol Si5 candidate and its neighbour silanol are simultaneously
deprotonated. As expected, in absence of the intra silanol proton transfer
(see Panel B Fig. 6.13), the silanolate group is now ”free” to approach the
SiO4 tetrahedra and do the expected nucleophilic attack, hence leading to the
formation of a Si5 species. For this specific deprotonation condition the Si5
is formed at the 7.6 OH/nm2. The same is found at the 4.5 OH/nm2 and 5.5
OH/nm2 silica surfaces.

Our results indicate that the possibility of Si5 species formation on various
silica surfaces that differ from each others by their degree of hydroxylation
(here taken as 4.5, 5.5 and 7.6 OH/nm2) depends on the solution pH. In
particular, when in contact with water at pH conditions higher than the sil-
ica PZC (point of zero charge), the Si5 is formed regardless of the degree of
hydroxylation.

6.7.6 Velocity Density of States calculations

The assignment of the vibrational bands in the phonon frequency re-
gion (800-1200 cm−1) into the molecular motions of the silica surface groups
is achieved in this work by making use of the VDOS (Velocity Density of
States)[288]. The VDOS are obtained through the Fourier Transform of the
atomic velocity autocorrelation function and the VDOS spectrum, denoted
here IV DOS(ω), is calculated as:

IV DOS(ω) =
M∑

i=1

∫ ∞

−∞
〈~vi(t) · ~vi(0)〉 exp(iωt)dt (6.4)

where i runs over all the M atoms of the investigated system. ~vi(t) is the
velocity vector of atom i at time t. The

∑
is over the M atoms of the sys-

tem. The angular brackets represent a statistical average of the correlation
function. The VDOS spectrum provides all vibrational modes of the molec-
ular system whether active in Infrared, Raman or SFG spectroscopies. The
expression in eq. 6.4 can also be restrained by replacing M in the summation
by a selection of given atoms instead of all atoms. In that case the IV DOS(ω)
gives the signatures of the selected atoms only. In the present work we have
selected the atoms belonging respectively to the silanol SiOH, silanolate SiO−

and Si5 species in order to identify their VDOS signatures in the phonon fre-
quency region (800-1200 cm−1).
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Abstract 

The water interaction with mineral oxides shapes our landscape and determines atmospheric 

content. Exact knowledge about the structure and composition of these hydrous surfaces is a 

prerequisite for understanding all underlying mechanisms. Yet even for ubiquitous materials like 

silicon oxides, there still lacked such knowledge due to limited access to the buried solid surfaces 

in water. In this study we realize an in situ surface-specific spectroscopy of oxide lattices in 

liquid water. Combined with ab initio molecular dynamics simulations, we uncovered a surface 

reconstruction leading to five-coordinated silicon species upon reacting with water. This newly 

identified species, rather than conventional silanolates, act as the major deprotonation products 

of silanol groups in acidic solutions that cause the intriguing bimodal behavior of the interface 

discovered decades ago. The finding remodels our picture of this classical material system, and 

provides a new framework for understanding all related phenomena including interfacial water 

properties. 
  



 2 

Introduction 
Aqueous interfaces of mineral oxides are ubiquitous, constituting the most abundant 

solid/liquid interfacial system in nature. They play a crucial role in the Earth ecosphere, hosting a 
broad spectrum of phenomena in numerous disciplines and fields [1-3]. For example, the 
protonation and deprotonation of silicate minerals can strongly affect their weathering process at 
the water interface, as well as their ability to serve as the major carbon dioxide sink in global 
carbon cycle [4]. At such interfaces, the oxide surface together with vicinal water molecules 
form a surface-specific bonding network that dominates the functionality and reactivity of the 
system [5, 6]. Accurate knowledge on its composition and structure is a prerequisite to the 

fundamental understanding of all aspects of these interfaces. Experimentally, such buried 

oxide/water interfaces are notoriously difficult to probe [7, 8], and the surface-specific nonlinear 

optical methods are arguably the most viable among all available tools [9-14]. In 1992, Eisenthal 

and coworkers first employed second harmonic generation (SHG) to monitor the acid/base 

chemistry of the silica (SiO2) /water interface [15]. They discovered a bimodal titration behavior 

at the interface that led to the classical two-site model [16-18]. Soon afterwards, Shen and 

coworkers obtained the first sum-frequency vibrational spectrum (SFVS) of OH bonds at the 

SiO2/water interface and achieved a new level of understanding [18-21]. Since then, SHG and 

SFVS [22-26], together with the ever-growing capability of theoretical calculation and modeling 

[References on theory], have made great advances in exploring the mineral aqueous interfaces. 

Nonetheless, our understanding is still far from thorough. SHG cannot distinguish between 

responses originated from either water or oxide, and SFVS in the OH range provides information 

predominantly about the water. Neither of them could directly monitor the oxide surface, 

meaning that half of this interfacial system remains in fog. In surface science, probing insulating 

oxide surfaces has long been a hard nut to crack [8], let alone at the buried aqueous interfaces. 

Previously, SFVS has successfully discovered lattice vibrational modes from bare surfaces of 

silica, titania, and alumina [27-31]. Yet the extension to aqueous interfaces was not trivial, 

because of the strong infrared attenuation in both water and oxides [Ref]. In this study, we 

realized the first in situ sum-frequency vibrational spectroscopy of oxide surface lattices at the 

water interface, using an oxide thin film on infrared transparent substrate. With optimal 

geometric parameters, the IR field could not only penetrate the oxide layer, but be strongly and 

specifically enhanced at the boundary of interest [32]. This enabled our observation of lattice 

vibrations from silanol (Si-OH) and silonate (Si-O-) groups at a well-defined, extended 
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SiO2/water interface. Surprisingly, at varying pH values, the two surface groups do not 

interconvert as had always been acquiesced. With ab initio molecular dynamic simulations 

(DFT-MD), we unveiled a novel reconstruction at this aqueous interface: a five-fold coordinated 

silicon species [Si(5c)] resultant from the deprotonation of SiOH at acidic pH. The Si(5c) species 

served as the center of surface negative charges, softening the surrounding Si-OH bonds as 

experimentally detected. 

Discovery of the new species answers the long-standing controversy about this interface: 

what is the microscopic origin of the bimodal behavior of SiOH groups. Since its discovery in 

1990s [15, 33], the behavior has remained to be a research focus, with debates on whether it is 

due to different types of SiOH groups [16, 33-37], or SiOH seeing different bonding 

environment [17, 18, 38-40]. Now our in situ spectroscopy provides direct, unambiguous 

information about the structure and coverage of surface Si-O species for answering this question. 

Our ab inito simulation reveals that, at low pH, the deprotonation of SiOH leads to the formation 

of stable Si(5c) species; while at high pH, SiO- groups take over as the stable deprotonation 

product. The two sequential processes lead to the bimodal deprotonation of SiOH groups. High 

concentration of cations can reverse the relative stability between Si(5c) and SiO-, rendering the 

latter to show up at less basic pH. This finding could remodel our understanding of this very 

fundamental mineral surface, as well as that of interacting water molecules with the oxide 

surface. 

 

 

The experimental setup of SFVS was described elsewhere [41]. As sketched in Fig. 1a, the 

infrared beam was sent through the infrared-transparent wafer, overlapping with the near infrared 

(NIR) beam at the water interface and generated the sum-frequency (SF) signal (see details in 

Experimental Section and SI). Here, a silicon dioxide (amorphous silica, SiO2) thin film was 

deposited on the silicon wafer and in contact with water. As we showed in [32], such a structure 

could act like an optical cavity and boost up the SF response from selected interface. When the 

infrared and NIR beams are centered at 1000 cm-1 and 800 nm, respectively, the total local field 

strength of input/output beams at the SiO2/water interface reaches a maximum for a ~150 nm-

thick SiO2 film (Fig. 1b) (see details in SI). Meanwhile, the local field strength at the 

silicon/SiO2 interface remains low, ensuring the total SF signal to be dominated by that from the 
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water interface [41]. We thus deposited a 150 nm-thick SiO2 film on an n-type silicon wafer with 

PECVD (see details in SI). First we measured the SF spectrum of the thin film at the air interface 

(Fig. 1c), which exhibited a prominent resonance at ~970 cm-1 due to the Si-O stretching 

vibration of surface silanol groups (Si-OH). The spectrum agreed nicely with that from the air 

interface of a typical bulk fused silica sample (Fig. 1c) [28]. We then immersed the thin film 

sample in water solutions, and took a series of pH dependent SF spectra in the O-H stretching 

frequency range, which also agreed nicely with those using bulk samples (see details in SI) [11, 

20]. These measurements confirmed the surface quality of SiO2 thin film samples. 

We then acquired SiO2/water interfacial spectra in the Si-O stretching frequency range 

(800~1100 cm-1) at varying pH values, as presented in Fig. 1d. Sodium chloride (NaCl) buffer 

solution was used to keep the ion activity a constant [42, 43], and the polarization combination 

was SSP (S-SF, S-NIR, P-IR) [44]. At pH 2, the SiO2 surface is essentially all covered by SiOH 

groups [15, 45]; and close to that at the air interface, the spectrum shows a single resonance due 

to the Si-OH stretch vibrational mode (υSiOH) at ~980 cm-1 (Fig. 1d) [46]. When pH increases, 

SiOH groups are gradually deprotonated, and the υSiOH mode dropped accordingly, accompanied 

by a steady frequency redshift [47, 48] to ~940 cm-1 toward pH 10. At that point, the υSiOH mode 

nearly disappeared, and a new resonance at ~ 1020 cm-1 emerged. This mode was not detected at 

the air interface, but was found in hydrated silica particles and attributed to the stretching 

vibration mode of deprotonated silanolate groups (Si-O-) [47]. Accordingly, the ~1020 cm-1 

mode grows stronger with progressive deprotonation at even higher pH values (Fig. 1d). The 

results are reproducible upon tens of cycles of pH variation (see details in SI). These nice 

agreements confirmed our successful detection of SiO2 surface lattice species at the aqueous 

interface. 

Nonetheless, the spectra revealed a highly unexpected relationship between the SiOH and 

SiO-surface groups. They are believed to have a one-to-one correspondence, converting to each 

other through SiOH + OH- ↔ SiO- + H2O. However, as seen in Fig. 1d, or more clearly from the 

2D mapping in Fig. 2a, SiO- started to show up only when SiOH almost disappeared. To check 

possible effects due to bond re-orientation and ion adsorptions, we also took spectra with 

different beam polarization combination (PPP) and ion concentrations, as shown in Figs. 2b-2d. 

In all cases, we saw the absence of both SiOH and SiO- resonances near pH 9~10. Figures 2e and 

2f display extracted amplitudes (A) of υSiOH and υSiO- modes versus pH (see details in SI), all 
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normalized to ASiOH at pH 2 [30]. According to the basic theory of SFG, the mode amplitude is 

proportional to the surface number density of corresponding species [49-53]. Dashed and dotted 

curves present the SiOH and SiO- coverages calculated from standard Gouy-Chapman-Stern 

(GCS) model with a single pKa value at 10 mM and 0.5 M, respectively [Ref] (Figs. 2e and 2f). 

Though the GCS model can reproduce the contrast between different ion concentrations, 

quantitatively the calculated coverages vs. pH are both very off from the experimental results. 

The calculated SiOH coverage dropped at a much slower rate compared to the measured ASiOH. 

Previous SHG studies have derived the surface coverage of SiO- vs. pH [15], and the result 

matched with ASiO- found in our case (Fig. 2f, dashed and cross curve). However, if we assume a 

one-to-one correspondence between SiOH and SiO- groups, again the derived SiOH coverage 

was quite off from the measured ASiOH (Fig. 2e, dashed and cross curve). 

To understand why SiOH and SiO- signals do not conserve, we consider the following 

possibilities. First, there might have been other silanol species than the one showing the 970 cm-1 

resonance [54]. Yet in the extended Si-O stretch frequency range from ~800 to 1200 cm-1 [27, 28, 

47, 54], we did not observe any other mode from this interface (see details in SI). Second, the Si-

OH bonds might undergo significant orientational change at varying pH, which could also alter 

the resonance amplitude [49-51]. For a linear bond on an isotropic surface, SSP spectra probe 

mostly the out-of-plane dipole moment, and PPP more of the in-plane component  [55]. As PPP 

spectra showed very similar pH dependence to that of SSP (Fig. 2a-2d), the orientation of SiOH 

and SiO- groups would not have strong dependence on pH. The extracted polar angles of both 

groups are presented in SI. Overall Si-O- bonds tilt more away from the surface normal than Si-

OH bonds, but neither varied much with the pH. 

Another possibility is that, as alkaline cations and SiO- can form SiO-…R+ complexes [56], it 

might shift the related Si-O- stretch frequencies away from the detectable range. However, even 

for Na+ and K+ ions that form inner sphere adsorption with the surface, the distance between 

cations and Si-O- is over ~ 2.4 A [57, 58], unlikely to cause any appreciable frequency change in 

the latter. Moreover, if the complex formation were important, we would expect ASiO- to be 

further suppressed at higher cation concentration. With 0.5 M of Na+ or K+ added to the 

electrolyte, on both SSP and PPP spectra (Fig. 2c, 2d, and SI), the ASiOH dropped more rapidly 

compared to that with 10 mM of cations (Fig. 2f, 2g) at above point-of-zero-charge (pzc) (pH 2), 

in accordance with previous studies suggesting that alkaline cations facilitate the SiOH 
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deprotonation [47, 59-61]. However, the Si-O- mode appeared at even lower pH, and grew more 

rapidly toward the higher pH (Fig. 2c), clearly showing that the complex formation would not 

suppress the Si-O- resonance. Overall, none of the above could explain the imbalance between 

SiOH and SiO- groups, and the phenomenon awaits further analysis.  

By carefully examine the interface with DFT-MD simulations, we identified a new chemical 

species from SiOH deprotonation in the range of pH 4~9. Details of the simulation are described 

elsewhere [57, 58] and provided in SI. Briefly, we started from an amorphous silica model with 

4.5 OH/nm2 [62], then deprotonated SiOH groups at increasing pH, and characterized the 

deprotonated surface structure and resultant SFVS spectral features. To model one single SiOH 

deprotonation event at one time, we chose the reaction coordinates to be the coordination number 

of one SiOH oxygen with respect to all hydrogen atoms of the system (CNSiO--H), and that with 

respect to all silicon atoms of the system (CNSiO--Si). A reaction path orthogonal to the latter 

exclude possible surface reconstructions, and vice versa. At low pH, when the deprotonation rate 

is less than 40%, the free energy landscape (Fig. 3a) shows a well-defined minimum related to 

SiOH as the reactant. Yet no minimum is found for the SiO- group, meaning that it is not a stable 

deprotonation product. Instead, a surface reconstruction was identified, corresponding to a five-

fold coordinated silicium species [Si(5c)] (Fig. 3a). The reconstruction proceeds from the SiOH 

minimum to the Si(5c) stable one through a concerted mechanism: upon the proton transfer from 

SiOH to water, a simultaneous nucleophilic attack occurs on the neighboring silicon atom and 

forms a new Si-O-Si covalent bond (Fig. 3b, see details in SI). The metadynamics analysis 

revealed an acidic character for SiOH groups deprotonated through the above mechanism, with 

an average pKa value of 3.9±0.9. The Si(5c) species act as the conjugated base, as well as center 

of negative charges. 

At higher pH, when the surface is more negatively charged, the free energy landscape 

becomes very different (Fig. 3c). A minimum corresponding to SiO- is now clearly seen, but that 

for Si(5c) diminishes. So SiO- is energetically more favorable as the reaction product of SiOH 

deprotonation (Fig. 3d), which proceeded directly from the SiOH minimum to the SiO- minimum 

along the CNSiO—H reaction coordinate. The metadynamics analysis revealed corresponding 

SiOH groups to have an average pKa of 7.7±0.9. Meanwhile, the Si(5c) species disappeared 

progressively at increasing pH (see details in SI). The physical picture is straightforward: the 

deprotonation of more basic SiOH provokes a flux of negative charge to the corresponding 
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silicium, strongly reducing its electrophilic character and less prone to accept the nucleophilic 

attack. In summary, the simulation reproduces the bimodal acid-base behavior of SiOH groups, 

with two pKa values at ~ 3.9 and 7.7, respectively. They are nicely in-line with experimental 

values of ~ 4 and 9 found by SHG and other methods [15, 63-66]. More importantly, the 

simulation revealed a novel surface reconstruction upon the deprotonation of low pKa SiOH 

groups, which leads to the new Si(5c) species at about 22 kJ/mol lower than the commonly 

assumed SiO-. 

The calculation results immediately explained the non-conservation between SiOH and SiO- 

groups we observed experimentally. When pH increases from ~2 to 9, most SiOH groups are 

deprotonated without producing SiO-. Meanwhile, the Si-O-Si bonds involved in Si(5c) 

formation are randomly oriented across the amorphous silica surface, which are inactive in SFVS 

and not detectable [28]. Only at higher pH, when the more basic SiOH groups are deprotonated 

and Si(5c) centers are decomposed, the SiO- groups start to appear in the spectra. Though Si(5c) 

species do not produce SFG signals by themselves, they lead to spectral changes that are directly 

observable. We computed the Si-O vibrational density of states (VDOS) signature of both SiOH 

and SiO- groups. For pH near pzc, the SiO2 surface is fully protonated, and produces a 920 cm-1 

mode in VDOS due to the Si-OH stretching vibrations (Fig. 3e). This is in accordance with the 

~980 cm-1 mode in SF spectra, with a small mismatch due to the well-known frequency shift 

from the B3LYP functionals [62, 67, 68]. For 4 < pH < 9, all acidic Si-OHs are gradually 

deprotonated by producing Si(5c) species, without yielding SiO-. Among the remaining Si-OH 

species, those hosting the Si(5c) show a redshift by ~70 cm-1 compared to those far away from 

Si(5c) (inset of Fig. 3f). This is caused by the negative charge centered on Si(5c) that weakens 

the connected Si-OH bond, with the average bond length elongated by ~0.05 A (see details in SI). 

Evolution of the total Si-OH VDOS upon deprotonation is presented in Fig. 3f, showing a 

progressive redshift of the entire SiOH band by ~40 cm-1, which agreed very well with the 

experimental observation. For pH > 9, the deprotonation of residual SiOH groups and the 

decomposition of Si(5c) lead to the formation of SiO- groups, and indeed a new mode emerge in 

VDOS near 1000 cm-1 (Fig. 2g) in accordance with the spectroscopy results. 

 

To conclude, we develop an in situ experimental study that can shed light on the buried oxide 

surfaces in water. With DFT-MD calculations, even for a model system like SiO2/H2O, which 
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has been investigated intensively for nearly a century, we were able to reveal unexpected new 

aspects on its most prevailing surface reactions. The result provides new insight into the nature 

of surface hydrous species that determine the surface chemistry, reactivity, and all applications 

based on them [Ref]. Moreover, our understanding of vicinal water structures was largely built 

on the conventional picture of silica surfaces. The new knowledge about the oxide now calls for 

a reinvestigation of such understanding: for example, the Si(5c) and SiO- are likely to interact 

with water, and affect the water structures in different ways. Our experimental scheme is 

applicable to all sorts of oxide surfaces with no fundamental limitation. Moreover, the usage of 

semiconducting substrate makes it ready for electrochemistry studies. Combined with theoretical 

efforts, as well as spectroscopic information from the water side, we can expect to achieve new 

perceptiveness and mechanistic understanding on oxide/water interfaces, as one of the most 

important interfacial systems on our planet. 
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Figures 

 
Figure 1. Experimental scheme, the field enhancement and the sum frequency spectra of oxide thin 

film. a) The sample cell and beam geometry. b) The calculated local field intensity (|Etot|2) combining 

input/output beams at various interfaces in a Si/SiO2/H2O junction vs. the SiO2 thin film thickness. Both Si 

and H2O are taken as semi-infinite. The two curves are values at the SiO2/H2O and Si/SiO2 interfaces, 

respectively, with the latter magnified by 30 times. c) The Si-O stretch vibrational SF spectra at the air 

interface of a 150 nm-thick SiO2 film grown on Si substrate (orange), and that of a bulk phase fused silica 

sample (green). Peaks at ~960 cm-1 are due to the stretch vibration of surface Si-OH bonds (νSi-OH). Both 

spectra are normalized to the calculated |Etot|2 at the two interfaces. d) In situ SF spectra from the SiO2/H2O 

interface of a Si/SiO2(150 nm)/H2O junction with pH increasing from 2 to 12. Spectra at pH 2, 4, 6, 8, 10, 

and 12 are thickened for clarity. Peaks at 950~980 cm-1 for pH < 10 are due to the νSi-OH mode, and those at 

~1020 cm-1 due to the stretch vibration of deprotonated Si-O- mode (νSi-O
-). Spectra were taken with the SSP 

beam polarization combination (S polarized SF, S polarized NIR, and P polarized IR). 
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Figure 2. Si-O surface vibration signals at the water interface vs. pH at various conditions. SF spectra 

with various beam polarization combinations and ion activity (NaCl as the buffer solution): a) SSP, 10 mM; 

b) PPP, 10 mM; c) SSP, 0.5 M; d) PPP, 0.5 M. e) Resonant amplitudes of the νSi-OH mode at 10 mM (open 

square) and 0.5 M (solid square) vs. pH, and calculated SiOH coverage vs. pH from Guoy-Chapman-Stern 

(GCS) model (dashed and dotted curves) and Ref. xx (cross). All data normalized to that at pH 2. f) 

Resonant amplitudes of the νSi-O
- mode at 10 mM (open square) and 0.5 M (solid square) vs. pH, and 

calculated SiO- coverage vs. pH from (GCS) model (dashed and dotted curves) and Ref. JCP2005 (cross). 
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Figure 3. Free energy landscapes, reaction schemes and vibrational density of states (VDOS) spectra of 

various surface species by the DFT-MD simulation of silica/water interface. a) The free energy landscape 

associated with SiOH deprotonation process at acidic pH. Two minima associated with SiOH groups and the 

reconstructed five-fold Si [Si(5c)] species are clearly seen. b) Top: reaction scheme of the SiOH deprotonation 

process leading to Si(5c) structures described by a); bottom: the charge distribution near Si(5c). c) The free 

energy landscape associated with SiOH deprotonation process at more basic pH. The energy minimum 

associated with Si(5c) species diminishes, and is replaced by a new minimum with SiO- group. d) Top: 

reaction scheme of the SiOH deprotonation process leading to SiO- group described by c); bottom: the charge 

distribution near SiO-. e) VDOS spectra arising from SiOH groups at the highest coverage. f) Spectra from 

residual SiOH groups upon the progressive increase of the Si(5c) structures presented on the surface. Inset: 

Spectra from the SiOH group associated with normal four-fold Si species (yellow) and that with Si(5c) species 

(red). f) Spectra from SiO- groups. 
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Chapter 7

Conclusions and perspectives

Many chemical reactions have been shown strongly accelerated when oc-
curring at aqueous interfaces as compared to bulk water. Such acceleration
has been observed on atmospheric aereosols, sprays, water nanodroplets, oil-
water emulsions, extended air-water and solid-water interfaces with huge im-
pact in prebiotic, atmospheric, biological and synthetic organic chemistry. A
microscopic comprehension of the processes occurring at the boundary be-
tween water and other media that govern the enhancement in the reaction
rates can open the route for the design of novel and more green chemical
processes at industrial scale. However, such understanding is limited by the
experimental difficulty in discerning the specific catalytic effects originating
from the heterogeneous interfacial water environment.

In this PhD thesis we have provided a molecular description of chosen
chemical reactions at aqueous interfaces by means of DFT-MD and enhanced
sampling DFT-MD simulations in order to rationalize the catalytic roles of
liquid-solid and liquid-vapour interfaces.

The first part of the manuscript (chapters 3 and 4) has been dedicated to
the study of the prebiotic peptide bond condensation reaction at the air-water
interface. In 2012 Prof. Vaida and collaborators [15] have experimentally ob-
served the formation of polypeptides at room temperature in dilute conditions
from amino acid esters and CuCl2 salt at the air-water interface, suggesting
the surface of oceans and marine aerosols as suitable environments for the
birth of life on the prebiotic Earth. Understanding the specific role of the
air-water interface in the peptide bond condensation reaction and the micro-
scopic reasons for which this reaction occurs at the interface, while it does
not occur in bulk water, have been the central objectives of our theoretical
investigations.

Our data point to novel catalytic roles of the air-water interface for the
peptide bond condensation reaction (see chapter 3) that go beyond the al-
ready well-known catalytic interfacial factors, e.g. concentration of reactants,
aligning reactants, pKa shifts, partial desolvation of reactants. In particular
we have identified how the under-coordinated nature of the interfacial water
environment provides specific ”reactive” molecular arrangement of the reac-
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7 Conclusions and perspectives

tants, that is not stable in bulk water. This allows the reaction to proceed at
the air-water interface only.

We have further shown the Cl− in the salt to have a catalytic role at the
heart of the peptide bond condensation reaction. The presence of the Cl− at
the interface hence reduces by more than two times the free energy barrier of
the reaction rate determining step, by the stabilization of the transition state
and by inducing proximity and good orientation of the reactants. These find-
ings can be possibly extended to other water restricted environment processes.
For instance, it is interesting to remark that the transition state stabilization
and the proximity of reactants, observed along the peptide formation reaction
at the air-water interface, are two of the principal catalytic effects that have
been ascribed to the Ribosome Active site in the synthesis of polypeptides in
biological cells[289].

An intriguing perspective is opened by the catalytic role of the Cl− re-
vealed in this PhD thesis, that can provide the link between the peptide
bond condensation at the air-water interface and the ”salt induced peptide
formation” (SIPF) reaction known in the literature. The SIPF is a chemical
route that produces high yields of polypeptides in simple prebiotic compati-
ble conditions using copper Cu2+ and amino acids in a partially dehydrated
aqueous environment with high concentration of sodium chloride salt (5M).
An essential component of the SIPF reaction is the presence of the Cl− in
the reaction medium[89, 54], i.e. in absence of the Cl− a dramatic decrease
in the polypeptide production is obtained experimentally [91]. In the light of
our findings, it would be interesting to provide a molecular insight into the
SIPF reaction in order to understand the catalytic roles of the Cl− along the
reaction pathway.

It is also important to know that the same peptide bond reaction as stud-
ied in this PhD manuscript leads to high yields of polypeptides in the bulk
of ethanol [290]. In such reaction, a reactive complex between the Cu2+,
two amino acid leucine-ethyl-esters and one chloride anion Cl− is formed.
The reactive complex in ethanol is found experimentally with a conformation
reminiscent of the one observed and characterized for the reactive complex
(R) at the air-water interface along our work and in ref.[15]. In the future,
it would thus be interesting to investigate the microscopic reasons behind
the formation of such reactive complex conformation in liquid ethanol and
to compare the results with the ones obtained at the air-water interface in
our present work. This could reveal a fascinating similarity between the way
air-water interfaces and anhydrous solvents stabilize reactive species along
chemical reactions.

Another intriguing aspect is the possible enantio-selectivity (capability of
the reaction to form a specific enantiomer) of the peptide bond condensa-
tion reaction induced by the air-water interface. It will be interesting in the
future to probe the possibility of a preferential formation of L-polypeptides
over D-polypeptides at the air-water interface and compare to bulk water
conditions. The asymmetric interfacial air-water environment could favour
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the condensation of L-amino acids with respect to D-amino acids. This could
provide an improvement in the comprehension of the origin of the proteins’s
homochirality (proteins are composed exclusively by L-amino acids in nature)
and could further assess the plausibility of air-water interfaces as source of
polypeptides in the primordial Earth.

In the second part of this PhD, we have focused on the characteriza-
tion of the structure and reactivity of aqueous amorphous silica interfaces by
coupling DFT-MD simulations and SFG spectroscopy. The characterization
at the molecular level of the structure and reactivity of the amorphous silica-
water interface is especially relevant for the development of new technologies
in the field of materials design and heterogeneous catalysis.

We have first considered the effect of various interfacial conditions (hy-
drophilicity, hydrophobicity, pH, electrolytes concentration) on the water or-
ganization at the boundary with silica (see chapter 5). We have characterized
the water molecular structural arrangements at the interface and their associ-
ated SFG signatures as a function of the silica surface degree of hydroxylation
and morphology.

Our works reveal how the electrolytes and the surface degree of hydroxy-
lation modulate the water organization at the interface with silica, thereby
affecting the interfacial water dynamical, structural and spectroscopic proper-
ties. We especially find that lowering the silica surface degree of hydroxylation
and increasing the solution electrolytes concentration cause a drastic change
in the water organization at the interface with the silica: water molecules
maximize water-water interactions formed parallel to the surface (horizontal
order) to compensate for the lack of solid-water interactions (vertical order).
We observe the transition from a local ”quartz-like” inhomogeneous water
structure (found at the 4.5 and 7.6 SiOH/nm2 hydroxylated surfaces) to an
extended homogeneous water 2D-H-Bond network, characterized by water
molecules preferentially oriented with their HBonds parallel to the silica sur-
face. This is the same organization that we revealed and fully characterized
at the prototypic hydrophobic air-water interface in ref.[103].

The specific SFG signatures of the different water arrangements formed
at the interface with silica have been identified and their evolution as a func-
tion of interfacial conditions (hydrophilicity, electrolytes concentration) have
been characterized. This opens the way for a clear molecular interpretation
of debated experimental SFG spectra.

In a second step (chapter 6, we have characterized the silica surface re-
activity in contact with liquid water as a function of pH conditions. We
have followed the evolution of the silica surface structure and chemistry in
response to variations in the water pH conditions by coupling experimen-
tal SFG phonon spectroscopy (in collaboration with Prof. Weitao Liu, Fudan
University, China) with DFT-MD simulations. The direct access to the chem-
ical nature of the surface groups and their organization under different pH
conditions given by phonon SFG experiments, coupled with the molecular
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rationalization emerging from the DFT-MD simulations has provided a deep
insight into the controversial acid-base behaviour of the silica surface.

Our work shows that a molecular picture based only on the balance be-
tween Si-OH (silanol) and Si-O− (silanolate) species at the silica surface is not
enough in order to rationalize the trends in the SFG bands as a function of
pH. The emergence of a third molecular species, denoted ”Si5”, reveals a more
complex acid-base surface chemistry at aqueous amorphous silica surfaces for
the pH values in the range 4-9. The silanols that lead to the formation of
stable Si5 species are found to be more acidic (by about 3.8 pKa units) than
the ones forming stable silanolate Si-O− species.

Our data provide a new microscopical rationalization of the acid-base
bimodal behaviour of the silica surface groups observed experimentally and
reveal the Si5 species as an essential key to understand the chemistry at aque-
ous silica surfaces.

Future works able to deconvolve and quantify the silica surface charges
generated from respectively the silanolate and Si5 species are needed in order
to provide a direct link between the acid-base chemistry of silica and the ex-
perimental evolution of the silica surface charge as a function of pH[212, 268,
267]. The molecular picture of the amorphous silica surface consisting in 19 %
of the silanols exhibiting a pKa of 4.5 (acidic silanols) and 81% exhibiting a
pKa of 8.5 (non acidic silanols) extrapolated by indirect measurements of the
surface charge as a function of pH[212, 268, 267] could be altered when taking
into account the surface charge generated by the formation of Si5 species in
the 4-9 pH range.

Si5 species have been shown to have significant influence on deformation
mechanisms and chemical reactivity of silicate rocks[193, 272, 273]. Now
that we have revealed their presence at aqueous amorphous silica surfaces it
would be interesting to characterize their effects on other chemical and phys-
ical properties of silica surfaces. For instance, the presence of Si5 species at
silica surfaces present in/on the Earth crust (silica is the most abundant com-
pound on Earth) could alter the adsorption of electrolytes present in natural
water and polluting emissions, with an impact in the domains of geochem-
istry, geophysics and environmental sciences.

The adsorption of ions on silica surfaces is also of extreme importance as it
modulates the surface acidity (see sections 5.3 and 6.1). The microscopic rea-
sons behind the dependence of the silica surface acidity on the solution ionic
strength are still debated and unclear. In the light of our recent findings on
the silica surface acidity (see chapter 6) and on the silica-water interface orga-
nization at high ionic strength solution (see section 5.9 and ref.[243]), we could
investigate how electrolytes modulate the silica surface acidity by enhanced
sampling DFT-MD simulations. We could in particular focus on the effect of
the electrolytes on the relative stability of silanols (Si-OH), silanolate (SiO−)
and Si5 species, as a function of pH, and quantify the ion-induced shifts in
the pKas of the surface sites. How high concentrations of cations could affect
the relative stability between Si5 and SiO− species at the silica surface and
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how this effect could in turn modulate the surface acidity, are also relevant
questions for future investigations. Theoretical results could be directly vali-
dated against SFG experiments performed in the group of Prof. Weitao Liu
at Fudan University in China.

Another perspective is the possible formation of Si5 species on crystalline
silica surfaces. Si5 structures have been found on the dry (011) α-quartz
surface as the result of the reconstruction process following the homolytic
fracture of α-quartz crystal at room temperature[274]. We have investigated
the acidity of the aqueous (0001) α-quartz surface in section 6.7.4, finding
no formation of Si5 species for both the in-plane and out-of-plane silanols of
the particular (0001) facet. In the future we will extend our investigations to
other α-quartz crystalline facets. This could assess the possible presence of
Si5 species on silicalite rocks in nature, and could provide further microscopic
insights into the specific surface morphology necessary for the formation of
Si5 species on silica.
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Appendix A

The formation of urea in space

In the first 8 months of my PhD thesis I have investigated the possible
chemical routes leading to the formation of urea in the interstellar medium
(ISM) [50]. This work has been obtained under the supervision of my pre-
vious thesis director Dr. R. Spezia (now at Sorbonne University, Paris) and
in collaboration with Prof A. Largo in Spain. We report hereafter the work
that has been published.

The formation of urea in space-I. Ion-molecule, neutral-neutral, and radical
gas-phase reactions
Flavio Siro Brigiano, Yannick Jeanvoine, Antonio Largo, Riccardo Spezia
A&A,610, A26, (2018).
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ABSTRACT

Context. Many organic molecules have been observed in the interstellar medium thanks to advances in radioastronomy, and very
recently the presence of urea was also suggested. While those molecules were observed, it is not clear what the mechanisms respon-
sible to their formation are. In fact, if gas-phase reactions are responsible, they should occur through barrierless mechanisms (or with
very low barriers). In the past, mechanisms for the formation of different organic molecules were studied, providing only in a few
cases energetic conditions favorable to a synthesis at very low temperature. A particularly intriguing class of such molecules are those
containing one N–C–O peptide bond, which could be a building block for the formation of biological molecules. Urea is a particular
case because two nitrogen atoms are linked to the C–O moiety. Thus, motivated also by the recent tentative observation of urea, we
have considered the synthetic pathways responsible to its formation.
Aims. We have studied the possibility of forming urea in the gas phase via different kinds of bi-molecular reactions: ion-molecule,
neutral, and radical. In particular we have focused on the activation energy of these reactions in order to find possible reactants that
could be responsible for to barrierless (or very low energy) pathways.
Methods. We have used very accurate, highly correlated quantum chemistry calculations to locate and characterize the reaction
pathways in terms of minima and transition states connecting reactants to products.
Results. Most of the reactions considered have an activation energy that is too high; but the ion-molecule reaction between NH2OH+

2
and formamide is not too high. These reactants could be responsible not only for the formation of urea but also of isocyanic acid,
which is an organic molecule also observed in the interstellar medium.

Key words. astrochemistry – astrobiology – methods: numerical – ISM: molecules – ISM: kinematics and dynamics

1. Introduction

In recent years a growing number of organic molecules have
been detected in space, in particular in the interstellar medium
(ISM) thanks to advances in radioastronomy, and in comets (e.g.,
the recent mission on the P67/Churyumov-Gerasimenko comet)
already reported the presence of some interesting molecules
like methyl isocyanate, acetone, acetamide, propionaldehyde,
and glycine (Goesmann et al. 2015; Altwegg et al. 2016) and
more are expected in the near future). A particularly inter-
esting class of organic molecules is that containing N–C sin-
gle bonds, since these molecules can be the precursors for
direct formation of peptides without passing from the single
amino acids, as was initially suggested by Rubin et al. (1971)
together with formamide (H2NCHO) observation in the ISM.
After formamide, other molecules containing N–C bonds were
found in the ISM, like cyanamide (H2NCN, Turner et al.
1975), H3CNC (Cernicharo et al. 1988; Gratier et al. 2013), ac-
etamide (H2NCOCH3, Hollis et al. 2006), cyanoformaldehyde
(CNCHO, Remijan et al. 2008), H2NCO+ (Gupta et al. 2013),
methylamine (H3CNH2, Kaifu et al. 1974; Fourikis et al. 1974),

? Present address: Sorbonne Universités, UPMC Univ. Paris 06,
UMR – CNRS 7616, Laboratoire de Chimie Théorique, 75252 Paris,
France.

aminoacetonitrile (H2NCH2CN, Belloche et al. 2008), and,
very recently, urea ((H2N)2CO, Remijan et al. 2014) and
N-methylformamide (H3CNHCHO, Belloche et al. 2017). Urea
has the peculiarity of containing two N–C bonds and it is con-
sidered to be very important for the formation of life, since it
can be a precursor for the synthesis of cytosine and uracil (Kolb
2014). A tentative detection of urea in Sgr B2 molecular cloud
was reported by collecting data from four independent astro-
nomical instrumentations (Remijan et al. 2014). Extraterrestrial
urea was observed previously in the Murchinson C2 chondrite
(Hayats et al. 1975) and its presence was suggested on grain
mantles (Raunier et al. 2004).

From the point of view of astrochemistry, the question that
arises, related to the observation of these organic molecules,
concerns the mechanisms that can be responsible for their syn-
thesis. In general, low temperature environments promote only
barrierless reaction pathways. Following this hypothesis, quan-
tum chemistry calculations reported that while some possible
mechanisms for the formation of formamide (Redondo et al.
2014b) and glycine (Barrientos et al. 2012) should be dis-
carded due to high reaction barriers, others are possible, like
the formation of acetamide through H2NCHO + CH+

5 re-
action (Redondo et al. 2014a) or formamide through a rad-
ical mechanism (Barone et al. 2015). Ion-molecule collisions

Article published by EDP Sciences A26, page 1 of 15
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were suggested as a possible mechanism in both experimental
(Geppert & Larsson 2013; Larsson et al. 2012; Blagojevic et al.
2003; Petrie & Bohme 2007; Snow et al. 2007) and theoretical
studies (Spezia et al. 2016). In this case even reactions with
(small) activation barriers are possible thanks to the transforma-
tion in the collision of some of the translational energy into in-
ternal energy. Also gas-phase neutral-neutral reactions are a pos-
sible source of synthesis of carbon-bearing molecules (Kaiser
2012).

Another suggested way for the synthesis of these molecules
is that they were formed on interstellar grains surface. One par-
ticularly studied case is ice, which can decrease the activation
energy. For example, the formation of glycine (Holtom et al.
2005), amino acids (Elsila et al. 2007), dipeptides (Kaiser et al.
2013), hydroxyacetonitrile, aminomethanol and polyoxymethy-
lene (Danger et al. 2012, 2014), glycolaldehyde and glyc-
eraldehyde (de Marcellus et al. 2015), or alpha-aminoethanol
(Duvernay et al. 2010) in ice was reported experimentally. Re-
cently, Forstel et al. (2016) have synthesized urea in cometary
model ices thanks to the irradiation of inorganic ice (which con-
tains CO and NH3), proposing a mechanism in which NH2· is
added to hydrogenated CO.

In many cases, calculations have shown that the activa-
tion energies are reduced by the presence of water molecules
(Woon 1999, 2001, 2002; Koch et al. 2008; Chen & Woon 2011;
Rimola et al. 2012). Even if the activation barriers were reduced,
they are still generally too high to allow a thermal reaction at low
temperature conditions; however, in some cases they are compat-
ible with the observed abundances in low-mass protostars and
dark cores (Rimola et al. 2014).

In the present work, we have studied, by highly correlated
quantum chemistry calculations, the possibility of forming urea
by three classes of gas-phase reactions: ion-molecule, neutral-
neutral, and radical. In the case of ion-molecule reaction, one
tempting reactant to check is neutral and protonated hydroxy-
lamine (NH2OH). In particular, the protonated form was sug-
gested to be a possible precursor for the formation of glycine
and formamide by ion-molecule collisions (Snow et al. 2007;
Spezia et al. 2016), but the potential energy surfaces always
have an activation barrier (Barrientos et al. 2012; Redondo et al.
2014b). Despite the neutral form not being observed in the ISM,
its protonated species could be formed and just not detected, as
suggested by Pulliam et al. (2012), who provided a clear picture
of the non-detection of the neutral species suggesting the pos-
sibility of the existence of the protonated one. Our calculations
have found that the NH2OH+

2 + H2NCHO (formamide) reaction
proceeds via a barrierless pathway, such that this is a plausible
route for its synthesis under ISM conditions. We should note that
NH2OH+

2 is the high energy form of protonated hydroxylamine:
calculations by Boulet et al. (1999) have shown that protona-
tion of neutral NH2OH could provide both isomers (NH3OH+

and NH2OH+
2 ), whose interconversion barrier is too high to be

passed, so that the more reactive NH2OH+
2 species can exist.

Other reactions involving species observed in the ISM are also
investigated but reactions proceed through non-negligible energy
barriers. Finally we have studied the neutral-neutral reaction and
the radical-molecule reaction. Both have reaction barriers that
are too high.

The remainder of the article is as follows. The methods used
are described in Sect. 2, results are then presented first in terms
of the thermodynamics of the reactions investigated (Sect. 3.1)
and then we detail the reaction pathways in terms of minima and
transition states connecting reactants to products (Sects. 3.2, 3.3,
and 3.4). Section 4 concludes.

2. Computational details

All structures (minima and transition states, TSs) were first op-
timized at the B3LYP/6-311++G(d, p) level of theory (Becke
1993; Lee et al. 1988), then, using these structures as start-
ing points, we located minima and TSs using the Møller-
Plesset level of theory (MP2) with aug-cc-pVTZ basis set
(Dunning Jr. 1989; Davidson 1996). Finally, the electronic en-
ergies were calculated using the highly correlated coupled clus-
ter method, CCSD(T) (Purvis III & Bartlett 1982; Pople et al.
1987), with the same basis set. Energies are thus reported using
the CCSD(T)/aug-cc-pVTZ electronic energy on the MP2/aug-
cc-pVTZ minima and TSs. Zero point energy (ZPE) is calculated
at the same MP2 level of theory. These results are thus labeled
as CCSD(T)/aug-cc-pVTZ//MP2/aug-cc-pVTZ in the following.
With structures of reactants and products, we calculated the en-
ergy differences taking into account the ZPE corrections and the
Gibbs free energy differences at 15 K using standard thermo-
chemistry and the harmonic frequencies (McQuarrie 1973).

To verify that the TSs correctly connect the minima identi-
fied in the potential energy surface (PES), we performed intrinsic
reaction coordinate (IRC) calculations (Fukui 1981). All results
show that the TSs correspond to the saddle point in the minimum
energy path between two given minima (reactants, products and
intermediates).

In the case of radical reactions, we considered the doublet
spin multiplicity and verified that there is no spin contamina-
tion. We obtained 〈S 〉2 values very close to the theoretical one
(0.75) and, for two transition states that have values about 10%
higher than the theoretical value, T1 diagnostics (Lee & Taylor
1989) on CCSD(T) calculations were performed, providing very
small values, thus strengthening our confidence in the calcula-
tion results.

Spontaneous emission rate constants were calculated using
frequencies and Einstein coefficients obtained by ab initio cal-
culations and using the method reported by Herbst (1982) with
our in-house code. All quantum chemistry and thermochem-
istry calculations were performed using Gaussian 09 software
(Frisch et al. 2009).

3. Results

3.1. Thermodynamics

We first considered the energetics in terms of ∆E including the
ZPE effects and gas phase ∆G at 15 K of possible reactions lead-
ing to urea. In particular we took into account three classes of re-
actions, ion-molecule, neutral-neutral, and radical reactions. Re-
sults are summarized in Table 1. In Fig. 1 we show the structures
of reactants and products considered here (we omitted simple
products like H·, H2, H2O, and CH4).

First, let us consider ion-molecule reactions. The most sim-
ple ones would be

NH3 + CONH+
2 → UreaH+ (1)

NH+
4 + HNCO→ UreaH+, (2)

which correspond to the condensation of NH3 with CONH+
2 or

NH+
4 with HNCO, both being exothermic. However, the urea

eventually formed needs an environment to keep the excess en-
ergy or, alternatively, can be stabilized by spontaneous emis-
sion of a photon (corresponding to a radiative association re-
action). In the gas phase, there is no environment to take the
energy of the formed protonated urea, so there are two compet-
ing routes: (i) unimolecular dissociation and (ii) radiative decay.
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NH3OH+" NH2OH2
+ HCONH2 NH2OH HCOHNH2

+ 

NH3
 NH2

 CH3NH2
 CH3NH3

+ NH4
+ 

Urea" UreaH+"
HNCO" H2NCO+"

Fig. 1. Structures of reactants and products considered (simple products like H·, H2, H2O, and CH4 are omitted). Oxygen atoms are in red, nitrogen
in blue, carbon in cyan, and hydrogen in white.

Table 1. Energetics: ∆E with ZPE correction and ∆G calculated at 15 K as obtained from MP2/aug-cc-pVTZ//CCSD(T)/aug-cc-pVTZ calculations.

Reaction ∆E (kcal/mol) ∆G (kcal/mol) Ea (kcal/mol)
Ion-molecule

(1) NH3 + CONH+
2 → UreaH+ –50.48 –50.30 (–7.82)a

(2) NH+
4 + HNCO→ UreaH+ –20.31 –20.14 (23.15)a

(3) NH3OH+ + HCONH2 → UreaH+ + H2O –71.60 –70.10 17.60
(4) NH2OH+

2 + HCONH2 → UreaH+ + H2O –97.40 –97.30 –8.04
(5) NH2OH + HCOHNH+

2 → UreaH+ + H2O –70.49 –70.40 18.80
(6) NH+

4 + HCONH2 → UreaH+ + H2 –4.89 –4.73 85.18
(7) NH3 + HCOHNH+

2 → UreaH+ + H2 –12.41 –12.26 77.66
(8) CH3NH2 + HCOHNH+

2 → UreaH+ + CH4 –35.47 –35.44 70.58
(9) CH3NH+

3 + HCONH2 → UreaH+ + CH4 –16.94 –16.89 89. 13
Neutral-neutral

(10) NH3 + HNCO→ Urea –14.78 –14.64 –
(11) NH2OH + HCONH2 → Urea + H2O –57.46 –57.38 60.26
(12) NH3 + HCONH2 → Urea + H2 0.61 0.75 –
(13) CH3NH2 + HCONH2 → Urea + CH4 –22.44 –22.79 –

Radical
(14) NH2· + HCONH2 → Urea + H· –1.84 –1.65 16.22
(15) NH3 + HCONH· → Urea + H· –11.76 –11.65 6.18

Notes. Activation energies, Ea (with ZPE correction), as obtained at the same level of theory for the different path investigated are shown. When a
pathway was not characterized (see text) it is marked with –. For UreaH+ we report the energy formation for the most stable isomer. (a) Values as
from Spezia et al. (2009).
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The rate constants for the unimolecular dissociation of proto-
nated urea were previously reported by Spezia et al. (2009) and
they are, for energies in 40–300 kcal/mol range, in the ps-ns
timescale. Spontaneous emission rate constants are an order of
magnitude larger (between 40 and 650 s−1 in the same energy
range), suggesting that it is unlikely that the urea would be sta-
bilized in this way. We should note that this same previous work
reported that the NH3 + CONH+

2 reaction channel would be bar-
rierless (the original study focused on the unimolecular decom-
position of protonated urea).

We now consider ion-molecule reactions, which produce
two products, such that the final relative translational en-
ergy can take the excess energy and stabilize the products.
First, in analogy with reactions proposed for the gas-phase bi-
molecular synthesis of formamide (Redondo et al. 2014b) and
glycine (Barrientos et al. 2012), we have considered the follow-
ing reactions

NH3OH+ + HCONH2 → UreaH+ + H2O (3)

NH2OH+
2 + HCONH2 → UreaH+ + H2O (4)

NH2OH + HCOHNH+
2 → UreaH+ + H2O. (5)

All of them are strongly exothermic and exergonic, so we better
investigated the corresponding PES to obtain information on the
barrier energies. These PESs are reported in Sect. 3.2.

We have also considered reactions between NH3, HCONH2,
and CH3NH2, considering in each case a neutral and a proto-
nated species:

NH+
4 + HCONH2 → UreaH+ + H2 (6)

NH3 + HCOHNH+
2 → UreaH+ + H2 (7)

CH3NH2 + HCOHNH+
2 → UreaH+ + CH4 (8)

CH3NH+
3 + HCONH2 → UreaH+ + CH4. (9)

NH3 (ammonia), HCONH2 (formamide), and CH3NH2 (methy-
lamine) were observed in the ISM by Cheung et al. (1968),
Rubin et al. (1971), Kaifu et al. (1974); Fourikis et al. (1974),
respectively, so they should be considered as possible reactants.
Protonated ammonia, NH+

4 , cannot be observed for symmetry
reasons, but recently the observation of the NH3D+ isotope was
reported by Cernicharo et al. (2013), strengthening the possibil-
ities of the existence of NH+

4 in the ISM. Also in this case, all
the corresponding reactions are exothermic and exergonic, while
the energy and free energy differences are smaller than for reac-
tions 3–5. It is worth investigating the PES also for those reac-
tions in order to localize the barrier energies.

We then considered the following neutral-neutral reactions:

NH3 + HNCO→ Urea (10)

NH2OH + HCONH2 → Urea + H2O (11)

NH3 + HCONH2 → Urea + H2 (12)

CH3NH2 + HCONH2 → Urea + CH4. (13)

Reaction 10 is exothermic and exergonic, but in the gas phase
it also has the problem of stabilization by radiative emission.
The radiative emission rate constant is in the 40–350 s−1 range
for energies in the 40–300 kcal/mol range, similar to protonated
urea values, suggesting that it would be easier to dissociate back
to reactants than to stabilize the products by emitting infra-red
light. We thus do not follow this reaction. Reaction 12 is slightly

endothermic and endergonic and thus the barrier will also be pos-
itive, and thus we did not study the details of the corresponding
PES. Finally, reactions 11 and 13 are exothermic and exergonic,
even if, as expected, less so than corresponding ion-molecule
reactions. Generally, barriers for neutral-neutral reactions are
higher (and positive) than corresponding ion-molecule reactions,
because in the latter the electrostatic barrier corresponding to the
approaching of the reactants is lowered by ion-dipole attraction,
while in neutral-neutral, weaker dipole-dipole interactions have
a negative contribution to the interaction (Levine 2005). We will
show the PES of the most exothermic and exergonic reaction 11
in order to have information on the barrier in Sect. 3.3.

Finally, inspired by the recent work by Barone et al. (2015)
on formamide, we studied two simple radical reactions:

NH2 · +HCONH2 → Urea + H (14)

NH3 + HCONH· → Urea + H. (15)

Also in this case the reactions are exothermic and exergonic,
while values are smaller than ion-molecule reactions 3–5, but
also smaller than the neutral-neutral reaction 11. We will study
the PES associated to these radical reaction in Sect. 3.4.

To conclude, almost all the reactions reported have a fa-
vorable thermochemistry, such that it will be worth investigat-
ing for most of them the details of the PES in order to locate
the corresponding barriers. We should note that in both ion-
molecule and neutral-neutral reactions, the ones in which a wa-
ter molecule is formed have the most negative energy and free
energy, similarly to what has been reported in previous studies
of formamide (Redondo et al. 2014b) and glycine (Snow et al.
2007; Barrientos et al. 2012).

3.2. Mechanisms for ion-molecule reactions

We now report the PES in terms of connected minima and TSs
for the ion-molecule reactions considered previously. First, we
start with reactions 3–5, which are responsible for the formation
of protonated urea and neutral water, reaction 4 being in particu-
lar the most thermodynamically favored among all the reactions
considered in the present work. As we will see, it transpires that
this last has a reaction channel leading to the formation of pro-
tonated urea (and not only), which is barrierless. The reaction
pathway diagram is shown in Fig. 2. Investigating in more de-
tail this pathway, we can observe that the interaction between
NH2OH+

2 with HCONH2 leads to the formation of the complex
I3A, which shows a hydrogen bond between the carbonyl oxy-
gen of formamide and the hydrogen atom of the amine group of
protonated hydroxylamine. This complex I3A can then evolve to
the I4A intermediate through the transition state TS3A that rep-
resents the highest energy barrier (−8.04 kcal/mol with respect
to reactants) of this reaction pathway. The mechanism that leads
to I4A implies the electrophilic attack of the amino group of hy-
droxylamine to the amino group of formamide. This results in a
simultaneous formation of a N–N bond and in the cleavage of the
N–O bond with consequent formation of a water molecule. We
should note that to form I4A, the system has to pass the TS3A
barrier, which is higher in energy than the exit channel leading
to NH3OH+ + HCONH2 and NH2OH + HCOHNH+

2 products,
shown as asymptotic lines in Fig. 2. The system has thus dif-
ferent possibilities and the branching ratio will depend on the
dynamical evolution of I3A. If a purely statistical kinetic regime
will hold, then the exit channels will be likely favored, but a frac-
tion of trajectories would be able to pass the TS3A, forming I4A.
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Fig. 2. Energy profiles, in kcal/mol, for the ion-molecule reaction NH2OH+
2 + HCONH2, as obtained by CCSD(T)/aug-cc-pVTZ//MP2-aug-cc-

pVTZ and MP2/aug-cc-pVTZ (in parenthesis) calculations. These values contain zero-point energies (ZPE). In the final step we report the energy
of the cluster, the final product energy being reported in Table 1.

Dynamical calculations will be useful in the future to better un-
derstand this aspect.

If I4A intermediate is obtained then it can evolve to I5A
through hydrogen migration from the secondary to the primary
amino group, through TS4A. The barrier of this and the follow-
ing TSs is lower than the previous one (TS3A). The concerted
mechanism, responsible for the formation of I6A through TS5A,
involves the hydrogen abstraction reaction of the C atom by the
water molecule and the simultaneous cleavage of the N–N bond.
This mechanism leads to the formation of I6A, a cluster made by
isocyanic acid, protonated ammonia, and water. We should note
that all these three species have been detected in the Sgr B2 cloud
(Cheung et al. 1969; Snyder & Buhl 1972); in the case of am-
monium, the isotope NH3D+ was detected by Cernicharo et al.
(2013). It is thus possible that this cluster breaks into its con-
stituents, being a possible barrierless pathway also for the for-
mation of neutral isocyanic acid. In fact, the energy of the three
separated species is −77.08 kcal/mol with respect to reactants
(see the asymptotic line in Fig. 2), such that the I6A needs only
25.36 kcal/mol to break into these pieces, which is comparable
with the energy needed to pass the TSs and obtain protonated
urea + H2O.

From I6A the formation of the more stable isomer of pro-
tonated urea takes place through a three-step mechanism. In the

first step, the hydrogen abstraction reaction of the ammonium
ion by the imino group of the isocyanic acid induces the nucle-
ophilic attack of the ammonia to the isocyanic carbon atom, lead-
ing to the formation of N-protonated urea through TS6A. In the
second step, the hydrogen migration, assisted by water which be-
comes hydronium ion, H3O+, in the transition state TS7A from
the amino-group of N-protonated urea to its oxygen atom, pro-
duces I8A. In the third step, the more stable isomer of protonated
urea is produced from I8A through the transition state TS8A,
where a hydrogen migration takes place.

We should note that TS7A is actually a cluster composed of
H3O+ and an isomer of neutral urea. The products urea + H3O+

are 52.97 kcal/mol more stable than NH2OH+
2 + HCONH2 re-

actants (see the corresponding asymptotic line in Fig. 2) and the
system has thus enough energy to take a different path instead of
the minimum energy path connecting TS7A to I8A (and then to
UreaH+ + H2O), thus forming neutral urea. However, when op-
timizing the neutral HNCONH3 species of TS7A, we obtained
spontaneously isocyanic acid (HNCO) and ammonia. The struc-
tures of relevant intermediates and transition states along this
pathway are reported in Fig. 3.

The PESs for reactions 3 and 5 show a positive and high
activation energy and the corresponding diagrams are reported
in Fig. A.1 as Path A and B, respectively. The corresponding
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Intermediates 

I4A I5A I6A 

I3A I1A I2A 

TS3A TS6A TS7A 

Transition states 

Fig. 3. Structures of most relevant intermediates and transition states as obtained from reactions 3, 4, and 5. Oxygen atoms are in red, nitrogen in
blue, carbon in cyan, and hydrogen in white.

barriers of 17.6 and 18.8 kcal/mol for Path A and B, respec-
tively, make the two reactions impossible under low temperature
conditions. Details are given in Appendix A.1.

The results of our PES analysis show that only the reac-
tion involving the less stable isomer of protonated hydroxy-
lamine, NH2OH+

2 , with neutral formamide, HCONH2, leads to
urea through a barrierless pathway. This same pathway can be
responsible for the formation of isocyanic acid, which was found
as an intermediate of the full pathway. Of course, once the I3A
complex is formed from a NH2OH+

2 + HCONH2 reaction, it
can evolve, forming protonated urea via TS3A or isomeriz-
ing into I2A and I1A, in this case reacting back and forming
NH3OH+ + HCONH2 or NH2OH + HCOHNH+

2 .
An estimate of the ratio of the two reaction channels can

be obtained from the RRKM rate constant to pass the TS3A
(kTS3A) versus TS2A (kTS2A) transition states, as shown in Fig. 4.
The evolution of the rate constant ratio as a function of inter-
nal energy shows that, while for low energy values the path-
way initiated by the TS2A isomer is dominant, the other path-
way becomes increasingly important as the internal energy of
the intermediate increases, with a ratio close to one at higher
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Fig. 4. Ratio between kTS3A and kTS2A rate constants corresponding to
the activation of I3A complex as function of its internal energy (E).

energies. Of course, this is a simple picture that does not take
into account the dynamical effect related to the collision between
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Fig. 5. Energy profile, in kcal/mol, for ion-molecule reaction NH2OH+
2 + HCONH2 in which water molecule was separated from ion once formed,

as obtained by CCSD(T)/aug-cc-pVTZ//MP2-aug-cc-pVTZ and MP2/aug-cc-pVTZ (in parenthesis) calculations. These values contain zero-point
energies (ZPE).

NH2OH+
2 and HCONH2, and a more detailed study of such re-

active scattering events would shed more light on the compe-
tition between the different pathways. In conclusion, both neu-
tral isocyanic acid and protonated urea can be formed from a
NH2OH+

2 + HCONH2 reaction under the ISM conditions, even
if their formation will be in competition with the formation of
NH3OH+ + HCONH2 and NH2OH + HCOHNH+

2 products.
Finally, we investigated the key role of the water molecule

in the previously discussed pathway. To this end, we calculated
minima and TSs removing the H2O (i.e., calculating separately
the energies of the ions and the neutral water molecule) follow-
ing its formation from intermediate I2B (before the mechanism
is by definition the same) up to the final products. Results are
shown in Fig. 5. In the absence of the water molecule, the en-
ergy of minima and (more importantly) TSs increases, such that
the reaction has a net activation barrier of 4.87 kcal/mol. The
stability of ion-water clusters during the reaction path is thus
crucial, the water molecule acting somehow as a catalyzer in the
reaction.

We now consider reactions 6 and 7, involving formamide
and ammonia (neutral and protonated). The PES leading to the
formation of protonated urea and H2 is shown in Fig. A.2.
The two paths identified have a positive barrier of 85.18 and
77.66 kcal/mol, respectively, and thus they can be disregarded

as possible pathways for the formation of urea in the ISM. De-
tails are given in Appendix A.1.

We finally move to ion-molecule reactions 8 and 9 involv-
ing methylamine and formamide. These reactions are also po-
tentially very interesting since the neutral species of both re-
actants and products were all detected in the ISM (Kaifu et al.
1974; Remijan et al. 2014; Rubin et al. 1971; Lacy et al. 1991).
In Fig. A.3 we report the PES of the two pathways, which
have positive barriers of 70.58 and 89.13 kcal/mol, respec-
tively. Thus, despite the high exothermicity of reaction 8 (∆E =
−35.47 kcal/mol), it is not likely to occur in the ISM due to the
high activation energy barrier. We discuss details of these path-
ways in Appendix A.1.

To summarize, the only ion-molecule reaction that shows a
barrierless pathway for the synthesis of protonated urea is reac-
tion 4, which has as reactant the high energy protonated hydroxyl
amine (NH2OH+

2 ). The same reaction can also lead to neutral
isocyanic acid.

3.3. Mechanisms for neutral-neutral reactions

We now consider the PES connecting reactants and products
for neutral-neutral reaction 11, which is the most exothermic
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and exergonic reaction. In this case, we found two different
pathways, shown in Fig. A.4, whose energetic is very simi-
lar, both with a positive barrier (61.59 and 60.26 kcal/mol for
Path A and B, respectively). These barriers make the reaction
unlikely under ISM conditions and details are thus discussed in
Appendix A.2.

3.4. Mechanisms for radical reactions

Finally, we consider the PES of the two radical reactions 14
and 15, which are shown in Fig. A.5 (Path A and B, respec-
tively). Both reactions occur on a doublet potential energy sur-
face, which is conserved through the reaction. The resulting ac-
tivation energies are of 16.22 and 6.18 kcal/mol, being too high
for thermal reactivity in the ISM. Details of the PES of these
reactions are thus reported in Appendix A.3.

4. Conclusions and outlooks

In this work we have investigated, by highly correlated quan-
tum chemistry calculations, the thermodynamic and kinetic pos-
sibility of forming urea in ISM conditions through ion-molecule,
neutral-neutral, and radical reactions. Recently a tentative detec-
tion of urea in the ISM was reported by Remijan et al. (2014)
and this is the first quantum chemistry study devoted to under-
standing possible gas-phase reactions concerning the formation
of this molecule, while a recent theoretical chemistry study rele-
vant to the astrophysical presence of urea considered the stability
of different urea isomers, concluding that the (NH2)2CO form is
the one likely to be observed in the ISM (Fourré et al. 2016).

We have summarized in Table 1 the activation energies, Ea,
of the different pathways chosen on the basis of our calcula-
tions – here we consider as Ea the energy difference between
the reactants and the transition state highest in energy along the
given pathway. Only the reaction between NH2OH+

2 (the high
energy tautomer of protonated hydroxylamine) and formamide
is possible through a barrierless mechanism, suggesting the pos-
sibility of this happening in the ISM. The NH2OH+

2 reactant,
thus, seems to be a key species, since it was also suggested to
be a reactant for the formation of formamide in a recent ion-
molecule collisional study (Spezia et al. 2016). In line with what
has been suggested by Pulliam et al. (2012), who reported the
non-observation of neutral hydroxylamine, it is possible that the
protonated species is present in the ISM.

Protonated urea can give neutral urea via a typical dissocia-
tive recombination reaction:

UreaH+ + e− → Urea + H. (16)

Of course, the addition of one electron to protonated urea can
lead also to different fragmentation products of the neutral rad-
ical species formed. This structure, however, is a (local) mini-
mum, as reported by MP2 geometry optimization, and to further
react, losing H· or other species, it will need energy and thus it
will depend on the internal energy of the molecules.

Another way of forming neutral urea would be by proton
exchange with a species, X, with higher proton affinity (PA):

UreaH+ + X→ Urea + HX+. (17)

The PA of urea was determined experimentally by
Zheng & Cooks (2002) to be 868.4 ± 2.5 kJ/mol, and our
calculations report a value of 868.4 kJ/mol at 15 K and
862.5 kJ/mol at 298 K, which is in good agreement with the
experimental determination. This value of PA is relatively

high with respect to values known for molecules present in
Sgr B2 (data are summarized in Table B.1), so that only few
species, like cyclopropenylidene (PA = 915.1 kJ/mol), iron
oxide (PA = 907 kJ/mol), methylamine (PA = 899 kJ/mol),
ethanimine (PA = 884.6 kJ/mol), and C2S (PA = 869.6 kJ/mol)
are compatible with a proton transfer reaction from protonated
urea.

Furthermore, we have pointed out that the barrierless mecha-
nism needs the H2O water molecule, once formed before the ion
isomerizes to the urea structure, to stay close to this ion in order
to decrease the proton transfer barriers. While the present calcu-
lations are done in the gas phase, this result could be a sugges-
tion to study the role of catalytic ice on these reactions, which
could largely favor the reactivity, as pointed out from calcula-
tions studying the synthesis of other species (Woon 1999, 2001,
2002; Koch et al. 2008; Chen & Woon 2011; Rimola et al. 2012,
2014). Finally, we should note that the same reaction pathway re-
sponsible for the formation of protonated urea can also lead to
isocyanic acid (here directly the neutral form), which was also
observed in the ISM (Snyder & Buhl 1972); structures of this
part of the PES can also lead to H3O+ and neutral urea, while
the isomer is not stable and, in our static calculations, sponta-
neously formed isocyanic acid and ammonia.

Dynamical-based calculations would be interesting for fu-
ture works to better elucidate some possible competing reaction
pathways, in particular for the NH2OH+

2 + HCONH2 reaction in
which the barrierless formation of protonated urea is in competi-
tion with simple proton transfers forming NH2OH + HCOHNH+

2
or NH3OH+ + HCONH2. Other reactions show a too high en-
ergy barrier such that they should be disregarded. In conclusion,
quantum chemistry calculations show that it would be possible
that protonated urea is formed via an ion-molecule reaction un-
der ISM conditions; then the neutral form can be finally obtained
via a typical dissociative recombination reaction or from proton
transfer to a molecule with higher proton affinity.
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Reac2ons	  3	  and	  5	  

Fig. A.1. Energy profiles, in kcal/mol, for ion-molecule reactions NH+
3 OH + HCONH2 (Path A) and NH2OH + HCOHNH+

2 (Path B), as obtained
by CCSD(T)/aug-cc-pVTZ//MP2-aug-cc-pVTZ and MP2/aug-cc-pVTZ (in parenthesis) calculations. These values contain zero-point energies
(ZPE). The diagram stops at I4A structure since afterwards it would be the same as Fig. 2.

Appendix A: Complementary reaction diagrams

Here we report the energy profiles of the reaction pathways,
which show activation energy barriers that are too high. De-
tails on the neutral-neutral reaction pathways are given in the
following.

A.1. Ion-molecule reactions

Here we detail the PES for ion-molecule reactions with energy
barriers that are too high, so that these reactions are not doable
under low temperature conditions. First we discuss reactions 3
and 5, reported in Fig. A.1 as Path A and B, respectively.

The electrostatic interaction between NH3OH+ and the neu-
tral formamide (reaction 3) leads to the formation of the

complex I1A. Then, the complex I1A evolves to I2A through
a hydrogen migration from the nitrogen to the oxygen atom, in-
volving TS1A. The transition state TS2A connects the two inter-
mediates I2A and I3A, implying the rotation around the torsional
angle O-H-O-N. The structures of I1A and I2A are also reported
in Fig. 3. From I3A, the formation of the more stable isomer of
protonated urea takes place as described previously. In this case,
however, since the reactants are lower in energy, the pathway
has a barrier of 17.6 kcal/mol, making this process not possible
under low temperature conditions.

The ion-molecule interaction between neutral hydroxy-
lamine with protonated formamide forms the complex I2A
(Path B of Fig. A.1). From I2A, the reaction mechanism for the
synthesis of protonated urea is the one already described, with a
net activation barrier of 18.8 kcal/mol.
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Fig. A.2. Energy profiles, in kcal/mol, for ion-molecule reactions NH+
4 + HCONH2 (Path A) and NH3 + HCOHNH+

2 (Path B), as obtained
by CCSD(T)/aug-cc-pVTZ//MP2-aug-cc-pVTZ and MP2/aug-cc-pVTZ (in parenthesis) calculations. These values contain zero-point energies
(ZPE). In the final step we report the energy of the cluster, the final product energy being reported in Table 1.

We now consider reactions 6 and 7, involving formamide and
ammonia (neutral and protonated), whose PES leading to the for-
mation of protonated urea and H2, is shown in Fig. A.2. As we
can notice from Path A (corresponding to NH+

4 + HCONH2 reac-
tants), the electrostatic interaction between formamide and am-
monium ion results in the formation of the complex I1L, where a
hydrogen bond interaction between the carbonyl oxygen of for-
mamide and ammonium ion takes place.

The reaction proceeds through TS1L, where the deprotona-
tion of the ammonium ion induces a nucleophilic attack on the
carbon atom by the nitrogen atom of ammonia, leading to the
formation of I2L. From the tetrahedral intermediate I2L, the re-
action evolves to I3L by removing molecular hydrogen through
TS2L. This is the rate determinant step of this reaction since it
corresponds to the high energy barrier. Then a proton transfer
leads to the final products via TS3L transition state. A similar
route, in which only the initial steps are different, corresponds to
NH3 + HCOHNH+

2 reaction (Path B in Fig. A.2). In both cases
the pathways connecting these reactants to exothermic prod-
ucts have a highly positive barrier, 85.18 and 77.66 kcal/mol for
Path A and B, respectively, and they can be disregarded as pos-
sible pathways for the formation of urea in the ISM.

Finally, we discuss the PES of reactions 8 and 9 involving
methylamine and formamide, which are reported in Fig. A.3.

The reaction between CH3NH2 and HCOHNH+
2 (Path A in

Fig. A.3) is somehow particular, showing a feature that can arise
when localizing minima and TSs on the Born-Oppenheimer sur-
face and then adding ZPE correction (as always in theoretical
chemistry). I1G, the complex between the two reactants, and
I2G, an intermediate, are connected via a TS, TS1G. Consid-
ering only electronic energy (shown in red in Fig. A.3), the TS
is higher in energy than the intermediate I2G, while adding the
ZPE on reactants, TSs, and products; now the TS is lower in
energy then its corresponding product. We note that the IRC cal-
culation connecting, via the minimum energy path, the TS with
the products (in this case I1G and I2G) is done on the Born-
Oppenheimer surface, which does not contain ZPE correction.
This means that dynamically, even at 0 K, the I1G to I2G iso-
merization is barrierless. We will not go more in detail on this as-
pect since we are interested in the highest energy barrier on each
pathway, which in the present case does not correspond to this
peculiar TS. In fact, from I2G the system needs to pass through
TS2G, where the simultaneous cleavage of the C–N bond of
methylamine and the formation of a new C–N bond occur. TS2G
is the highest energy TS of this reaction pathway with an energy
barrier of 70.58 kcal/mol. The other pathway shown in Fig. A.3
(Path B) differs from Path A by the initial steps. First the com-
plex I1H is formed, then leading to the complex I1G, in which
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Fig. A.3. Energy profiles, in kcal/mol, for ion-molecule reactions CH3NH2 + HCOHNH+
2 and CH3NH+

3 + HCONH2 as obtained by CCSD(T)/aug-
cc-pVTZ//MP2-aug-cc-pVTZ and MP2/aug-cc-pVTZ (in parenthesis) calculations. These values contain zero-point energies (ZPE). In red we
report values concerning only electronic energies, which show that I2G is lower in energy than the TS1G transition state for electronic energies,
while ZPE inverts the order (see text for more details). In the final step we report the energy of the cluster, the final product energy being reported
in Table 1.

the formamide is now protonated. TS1H is the only structure
with a saddle point topology found, since when we try to trans-
fer a proton from the NH3 group of protonated methylammine
to the oxygen atom of formaldehyde, the system always come
back to structure I1H. However, the rate determining step is the
TS2G, which is in common between the two pathways. In fact,
once I1G is obtained then the reaction proceeds as for Path A.

A.2. Neutral-neutral reactions

In Fig. A.4 we show the PES corresponding to the neutral-neutral
reactions. Two pathways were identified, Path A and Path B,
and they both show positive barriers such that they cannot be
considered as likely to occur under ISM conditions. One path-
way, Path A in Fig. A.4, is the neutral-neutral analog of the
one between protonated hydroxylamine and neutral formamide.
The first step of this process is the formation of the complex
I1C, resulting in a hydrogen bond interaction between the amine
group of the formamide and the amino group of hydroxylamine.
The 1, 2-hydrogen shift from the nitrogen atom to the oxygen
atom in the hydroxylamine and the successive formation of a

new N–O bond leads to the intermediate I2C, through the tran-
sition state TS1C. This transition state is 61.59 kcal/mol higher
than the reactants and represents the highest energy barrier of
this reaction path. The reaction advances through the hydrogen
migration from the secondary to the primary amine of I2C and
leads to the formation of the intermediate I3C, involving TS2C.
The I3C evolves to the I4C through the TS4C, where a rota-
tion of the aldehyde group around the C–N bond occurs. The
I4C progresses through TS5C, where a hydrogen migration from
the secondary amino group of I4C to its primary amino group
leads to the intermediate I5C. From I5C the reaction reaches
I6C through a concerted mechanism, via TS5C: a hydrogen atom
migration from the carbon atom to the nitrogen atom of the sec-
ondary amino group, which induces the N–N bond cleavage and
the consequent formation of ammonia. The intermediate I6C is a
cluster formed by isocyanic acid, water, and ammonia, similar to
what is obtained in the pathway of reaction 4, here of course all
species being neutral. From I6C the reaction progresses to I7C
through the TS6C, which implies a proton transfer, assisted by
water, from the nitrogen atom of the ammonia molecule to the
carbonyl oxygen of the isocyanic acid. This proton transfer fa-
vors the nucleophilic attack by the nitrogen atom on the carbonyl
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Fig. A.4. Energy profiles, in kcal/mol, for two pathways of neutral-neutral reaction NH2OH + HCONH2 as obtained by CCSD(T)/aug-cc-
pVTZ//MP2-aug-cc-pVTZ and MP2/aug-cc-pVTZ (in parenthesis) calculations. These values contain zero-point energies (ZPE). In the final step
we report the energy of the cluster, the final product energy being reported in Table 1. Upper panel: Path A; lower panel: Path B.

carbon atom. Then, the rotation of the alcoholic hydrogen around
the C–O bond takes place in TS7C and leads to I8C. From I8C
the urea is produced through TS8C, where a proton transfer, as-
sisted by water, takes place from the oxygen atom to the nitrogen
atom.

Path B is shown in Fig. A.4. In this case, the reaction be-
gins with the formation of the complex I1D, which implies a hy-
drogen bond interaction between the oxygen of formamide and
the hydrogen of the amino group of hydroxylamine, and which

is slightly less stable than the complex I1C of Path A. The re-
action mechanism, which leads from I1D to I2D, then consists
in a 1, 2 hydrogen shift from the nitrogen atom to the oxygen
atom of the hydroxylamine, with consequent cleavage of the
N–O bond. The highest barrier for this path is TS1D and it is
located 60.26 kcal/mol above the energy of the reactants. A pro-
ton transfer, assisted by water, from the carbon atom to the ni-
trogen atom leads to the formation of I3D, through TS2D. Then,
I3D evolves to I4D via TS3D, where a rotation of the torsional
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Fig. A.5. Energy profiles, in kcal/mol, for radical reactions NH2 + HCONH2 (black path) and HCONH + NH3 (red path) at the CCSD(T)/aug-cc-
pVTZ)//MP2/aug-cc-pVTZ and MP2/aug-cc-pVTZ (in parentheses) levels. Zero-point vibrational energy differences are included.

angle N-O-C-N takes place. The hydrogen abstraction reaction
of the amino group by the NH2 group through TS4D leads to the
formation of I5D, which is (again) a neutral cluster composed
by isocyanic acid, ammonia, and water. From I5D, the hydrogen
migration from the nitrogen atom of ammonia to the nitrogen
atom of the amino group induces a nitrogen nucleophilic attack
on the carbonyl C atom, leading to I6D, via structure TS5D.

A.3. Radical reactions

The PESs corresponding to NH2· + HCONH2 and NH3 +
HCONH· are shown in Fig. A.5 as Path A and B, respectively. In
both cases the activation energy is positive. In the case of Path A,
the reaction starts with the formation of the complex I1E, in
which the amino radical interacts with the carbonyl group of
neutral formamide. The complex I1E progresses to the tetrahe-
dral intermediate I2E through the TS1E structure, which implies

the nucleophilic attack of the nitrogen atom on the carbonyl
C atom. The I2E evolves to the urea through the TS2E, where the
homolytic cleavage of the C–H bond occurs. Even if this radical
reaction is exothermic (−1.84 kcal/mol), the net activation bar-
rier is 16.22 kcal/mol, making this process unlikely for ISM con-
ditions. The PES profile for Path B, corresponding to the most
exothermic and exergonic reaction, is also reported in Fig. A.5.
At the beginning the electrostatic interaction between the ammo-
nia and the radical, formamide is responsible for the formation of
the complex I1F. Then, the hydrogen abstraction reaction of the
ammonia by the nitrogen atom of radical formamide leads from
I1F to I2F, through TS1F. The I2F evolves to I1E through the re-
orientation of the amino radical around the formamide molecule.
From I1E the system progresses to the products with the same re-
action mechanism described previously for Path A. In this case,
the activation barrier of the process is smaller than for Path A but
still positive (6.18 kcal/mol), thus making it unlikely for the ISM.
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Appendix B: Proton affinity

Here we report the proton affinities of molecules observed or for which tentative observations are reported in the Sgr B2 cloud from
data listed in the National Institute of Standards and Technology (NIST) web-book. For urea we report also the values obtained from
our calculations at 15 and 298 K, and for hydroxylamine (not present in the experimental data-base) we report calculated values at
the same temperatures.

Table B.1. Experimental values of available proton affinities (PA) of neutral molecules suggested to be present in the Sgr B2 cloud.

Molecule PA (kJ/mol) Source Reference
Urea 868.4 ± 2.5 NIST Zheng & Cooks (2002)

868.432 calculations at T = 15 K This work
862.549 calculations at T = 298 K This work

Cyclopropenylidene 951.1 NIST Hunter & Lias (1998)
Iron oxide 907 NIST Hunter & Lias (1998)
Methylamine 899.0 NIST Hunter & Lias (1998)
Ethanimine 885.1 NIST Hunter & Lias (1998)
C2S 869.6 NIST Hunter & Lias (1998)
Acetamide 863.6 NIST Hunter & Lias (1998)
N-methylformamide 851.3 NIST Hunter & Lias (1998)
Methyl isocyanide 839.1 NIST Hunter & Lias (1998)
Ketene 825.3 NIST Hunter & Lias (1998)
Aminoacetonitrile 824.9 NIST Hunter & Lias (1998)
Formamide 822.2 NIST Hunter & Lias (1998)
Methyl acetate 821.6 NIST Hunter & Lias (1998)
Phenol 817.3 NIST Hunter & Lias (1998)
Ethylene glycol 815.9 NIST Hunter & Lias (1998)
Acetone 812 NIST Hunter & Lias (1998)
Cyanamide 805.6 NIST Hunter & Lias (1998)
Isopropyl cyanide 803.6 NIST Hunter & Lias (1998)
Propylene oxide 803.3 NIST Hunter & Lias (1998)
Ethyl formate 799.4 NIST Hunter & Lias (1998)
Propyl cyanide 798.4 NIST Hunter & Lias (1998)
Propenal 797 NIST Hunter & Lias (1998)
Ethylcyanide 794.1 NIST Hunter & Lias (1998)
Phosphorus mononitride 789.4 NIST Hunter & Lias (1998)
Propanal 786 NIST Hunter & Lias (1998)
Vinylcyanide 784.7 NIST Hunter & Lias (1998)
Acetic acid 783.7 NIST Hunter & Lias (1998)
Methyl formate 782.5 NIST Hunter & Lias (1998)
Methyl cyanide 779.2 NIST Hunter & Lias (1998)
Silicon monoxide 777.8 NIST Hunter & Lias (1998)
Ethanol 776.4 NIST Hunter & Lias (1998)
Methyl mercaptan 773.4 NIST Hunter & Lias (1998)
Amino radical 773.4 NIST Hunter & Lias (1998)
Hydrogen isocyanide 772.3 NIST Hunter & Lias (1998)
Methyl isocyanate 764.4 NIST Hunter & Lias (1998)
Acetaldehyde 768.5 NIST Hunter & Lias (1998)
Thioformaldehyde 759.7 NIST Hunter & Lias (1998)
Methanol 754.3 NIST Hunter & Lias (1998)
Isocyanic acid 753 NIST Hunter & Lias (1998)
Cyanoacetylene 751.2 NIST Hunter & Lias (1998)
Methyl-acetylene 748 NIST Hunter & Lias (1998)
Formic acid 742.0 NIST Hunter & Lias (1998)
Water 691 NIST Hunter & Lias (1998)
Carbonyl sulfide 628.5 NIST Hunter & Lias (1998)
N2O 575.2 NIST Hunter & Lias (1998)
Nitric oxyde 531.8 NIST Hunter & Lias (1998)
Hydrogen fluoride 484 NIST Hunter & Lias (1998)
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Appendix B

Influence of argon and D2
tagging on the hydrogen bond
network in Cs+(H2O)3; kinetic
trapping below 40 K

On top of all the works presented in this thesis, another investigation
has been performed in this PhD work in collaboration with the experimen-
tal group of Prof J.M. Lisy in the USA and with the experimental group of
Prof K. Asmis in Germany. I have conducted the theory part in collabora-
tion with Dr. D.R. Galimberti, Post-Doc in the Gaigeot group. We report
hereafter the work that has been published.

Influence of argon and D2 tagging on the hydrogen bond network in Cs+(H2O)3;
kinetic trapping below 40 K
Tim K Esser, Harald Knorke, Flavio Siro Brigiano, Daria Ruth Galimberti,
Knut R Asmis, Marie-Pierre Gaigeot, James M Lisy
Phys. Chem. Chem. Phys., 20 28476-28486, (2018).
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Influence of argon and D2 tagging on the
hydrogen bond network in Cs+(H2O)3; kinetic
trapping below 40 K†

Tim K. Esser, a Harald Knorke,a Flavio Siro-Brigiano, b Daria Ruth Galimberti, b

Knut R. Asmis, *a Marie-Pierre Gaigeot *b and James M. Lisy *c

The influence of enthalpic and entropic effects as well as of kinetic trapping processes on the structure

of Ar/D2-tagged Cs+(H2O)3 clusters is studied by temperature-dependent infrared photodissociation

spectroscopy combined with harmonic vibrational spectra calculations and anharmonic free energy

profiles from finite temperature metadynamics molecular dynamics simulations. Each tag favors a

different hydrogen bond network of water molecules, with Ar-tagging (vs. D2-tagging) of Cs+(H2O)3
leading to the lower energy conformation. The relative population of these conformers can be tuned

over a temperature range of 12 to 21 K. The formation mechanisms of these tagged clusters can be

deduced from the free energy profiles. This investigation demonstrates that a variety of factors, both

thermodynamic and kinetic, play a role in the structure of flexible molecular species, even at cryogenic

temperatures.

Introduction

Strong intermolecular (ion-neutral) interactions play key
roles in impacting solution,1,2 atmospheric,3,4 and biological
chemistry,5–8 by adjusting the orientation of precursors, the
acceleration of reaction rates, and the configuration of macro-
molecules, respectively. These chemical processes occur at or
near room temperature (B250–310 K), where slight changes
can alter the balance between competing forces such as ion-
molecule and hydrogen bond interactions. At lower tempera-
tures, two additional factors can play a role. The first is the
competition between enthalpic and entropic effects,9–14 with
the former more dominant as temperatures reach cryogenic
regimes (10–80 K). The second is kinetic trapping,15–19 when
the energy barriers are large compared to thermal energies,
preventing the system of interest from reaching its ground
(lowest energy) state.20 Such effects have even been observed
for weakly bound neutral species.21,22 Understanding these
effects involves a combination of experimental and theoretical

approaches. From an experimental perspective, the vibrational
spectroscopy of cluster ions has been particularly useful, as
molecular vibrations, both intramolecular and intermolecular,
are particularly sensitive to intermolecular interactions and
conformer structure.23–25 By utilizing the charged nature of
the clusters, mass spectrometric methods enable these systems
to be studied as a function of ion-type, neutral binding
partner(s), and cluster size/composition.26,27 The addition of
weakly-bound neutral ‘‘messenger’’ species, such as He, Ne, Ar,
H2 and D2, facilitates single photon infrared photodissociation
(IRPD) in the linear spectroscopy regime, typically with minor
perturbation to the cluster ion of interest.27–33 Computation
studies, using traditional electronic structure calculations
(ab initio and density functional) providing structures and
scaled infrared frequencies,34–36 or Born–Oppenheimer Mole-
cular Dynamics (BOMD) that directly give anharmonic vibra-
tional frequencies and intensities,37 are often used to compare
with the experimental observations. The experimental and
theoretical data are essentially independent of one another
and have been combined synergistically in collaborative studies
by a large number of research groups.4,11,38–47

The competition between enthalpic- and entropic-favored
structures of cluster ions has been carefully examined by recent
IRPD studies using temperature-controlled ion traps. Two
examples involve the partial breaking of hydrogen bonds,
NO3

�(H2O) and I�(H2O)2.11,39 As NO3
�(H2O) was heated from

50 to 350 K, the entropically-favored structure with a single
hydrogen bond could be observed at temperatures above 200 K.
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Only the enthalpically-favored structure with bidentate hydro-
gen bonding was seen spectroscopically below this tempera-
ture. With I�(H2O)2, the water–water hydrogen bond began to
break at temperatures above 70 K, and the dissociation energy
was determined to be 4.6 (4) kJ mol�1, approximately 1/3 of the
gas-phase dissociation energy of the water dimer.11

Mapping out the potential energy landscape for hydrogen-
bonded clusters is particularly challenging as the relative
differences in conformer energies, and barrier heights can be
small, on the order of a few kJ mol�1. These energies are close
to the limit of predictive reliability of computational methods.
In a previous study of Li+(H2O)4,16 it was observed that the
presence of one argon atom messenger led to two distinct
conformers with different hydrogen-bonded configurations.
Neither of these represented the lowest energy configuration,
where the four waters are configured in a tetrahedral arrange-
ment about the lithium ion with no water–water hydrogen
bonds. Subsequent BOMD simulations of the cluster ion forma-
tion at B75 K revealed the barrier to breaking pre-existing
hydrogen bonds was greater than the thermal energy.48 This
resulted in kinetic trapping of the higher energy conformers, a
process that did not occur at higher temperatures B300–400 K.
The height of the barriers to rearrangement was due to the
strong electrostatic influence of the lithium ion. Its significant
ability to polarize the water molecule and strengthen the
hydrogen bonds between water molecules in the first and
second hydration layers was the determining factor at these
temperatures.

There has been a long-standing concern over the role that
messengers can play in influencing the structure of hydrated
cations. This has been a major issue in protonated water27 and
methanol49 cluster ions. From the earliest use of messengers in
H7O3

+ and H9O4
+,28 there was the potential that even the

attachment of H2 was sufficient to perturb the system. This
has been verified by studies from the Johnson group.11,29

For protonated methanol, the binding energy of various mes-
sengers has been exploited to influence the effective tempera-
ture of the cluster ions.49 This has been used to influence the
balance between enthalpically- and entropically-favored struc-
tures. In both of these protonated systems, the mobility of the
excess proton and the variety of chain and ring structures are

particularly susceptible to the presence of a messenger, with
differences even noted between Ar, Ne, H2 and He.49–51 Differences
between argon-tagged protonated and deuterated systems have
been observed as well, with the argon preferentially binding to the
OD group in Ar-H4DO2

+.4

While it has generally been assumed that H2 or D2 tagging
has a minimal effect on the structure of cluster ions, there have
been some subtle effects noted in earlier studies. In protonated
glycine, both He and H2 tags bind at the protonation site, but
there is evidence that with three H2 molecules, at least one H2

molecule binds to the uncharged carboxylic acid.52 In this
study, we report argon and D2 tagging to Cs+(H2O)3, where
two structures with different hydrogen-bond networks are
present for both tagging species. Amazingly, each tag has its
own preferred hydrogen-bond network; argon-tagging is associated
with the most stable conformer with two hydrogen bonds, while
D2-tagging favors a higher-energy conformer with a single, weaker
hydrogen bond. The relative population of these two conformers
can be changed over a temperature range of 12 to 21 K. In the
case of argon, the higher energy conformer is only observable at
temperatures less than 40 K. The role that D2 plays as both
buffer gas and tag is largely responsible for the formation of
this higher energy conformer. Metadynamics analysis provides
a solid interpretation for this effect, consistent with the experi-
mental observations.

Experimental details

Infrared photodissociation (IRPD) experiments were carried out
using the Leipzig 6 K ring-electrode ion trap triple mass
spectrometer.53 Neutral (H2O)nArm clusters were produced
using a pulsed Amsterdam piezo valve (MassSpecpecD BV)54

by expanding a water vapor/argon mixture at 3 bar through a
200 mm nozzle at 700 Hz. Cs+(H2O)nArm ions were formed by
evaporative cooling after collisions with cesium cations, produced
B3 cm downstream from the nozzle by an axial molecular beam
ionizer (Extrel CMS), which is schematically shown in Fig. 1. The
two main components are the filament and cylindrical grid,
indicated by spirals and dashed lines in the figure. The
filament was coated with a CsCl-containing molecular sieve

Fig. 1 (a) Neutral (H2O)nArm clusters were produced using a pulsed piezo valve by expanding a water vapor/argon mixture at 3 bar through a 200 mm
nozzle at 700 Hz. (b) Thermionically-emitted cesium ions, provided by an axial molecular beam ionizer (Extrel CMS) with a CsCl containing molecular
sieve paste coated filament held at +18.7 V, collided with the neutral species B3 cm downstream from the nozzle, forming (evaporatively cooled)
Cs+(H2O)nArm ions. (c) The ions are then extracted from the formation region using a stack of DC lenses.
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paste and thermionically emitted cesium cations when heated.
The latter where directed towards the neutral beam by a
potential difference between the filament and grid, held
at +18.7 V and +14.4 V respectively. When a similar ion source
was used at Illinois,55 Cs+(H2O)nArm ions were extracted from
the ionization region perpendicular to the neutral cluster
beam, while they were extracted along the axis of the molecular
beam in Leipzig, as shown in Fig. 1. The ion cluster beam was
collimated in two He-filled radio frequency (RF) octupole ion
guides where collisions with the buffer gas reduced the ion
beam kinetic energy. The cluster ions were not thermalized to
room temperature by these collisions as Cs+(H2O)n cluster ions
with multiple argon atoms were detected upon exiting the ion
guides. Ions of interest were mass-selected in a quadrupole
mass-filter, deflected by 901, and focused into a RF ring-
electrode ion-trap. To allow for continuous ion loading and
thermalization close to the ion trap temperature, the trap was
continuously filled with He or D2 gas. The latter was used to
form Cs+(H2O)n(D2)z complexes by three-body collisions in the
ion trap.30 Note, under such experimental conditions some
ions will not be fully thermalized. However, these ‘‘hot’’ ions
will also not tag efficiently and hence their effect on the
IRPD measurements is small and negligible, for the present
purpose.

Every 100 ms, all ions are extracted and focused both
temporally and spatially into the center of the extraction region
of an orthogonally mounted reflectron time-of-flight (TOF)
tandem photofragmentation mass spectrometer. The reflectron
was used to select complexes with single D2 molecules. There-
after, the ion packet is irradiated with the tunable infrared
radiation in the spectral range from 1500 to 3900 cm�1 sup-
plied by an optical parametric oscillator/amplifier (LaserVision)
laser system56 operated at 10 Hz with a bandwidth of B3 cm�1

and a pulse energy of 1–10 mJ, adequately attenuated to avoid
saturation.

All parent and photofragment ions are then accelerated
toward an MCP detector. An IRPD spectrum is measured
by continuously scanning the laser wavelength, which is mon-
itored online using a HighFinesse WS6-600 wavelength meter,
with a scan speed such that an averaged TOF mass spectrum
(over 100 laser shots) is obtained every 2 cm�1. Typically, at
least two scans are measured and averaged and the photo-
dissociation cross section, sIRPD, was determined as described
previously.53,57

Computational details

Untagged and Ar-/D2-tagged structures of Cs+(H2O)3 clusters
have been optimized at the MP2 and DFT-B3LYP-D3BJ levels of
electronic representation, with the Gaussian09 package.58 See
ESI† for all details. In the following, only the DFT calculations
will be used. Table 1 is reporting rankings in energies. Opti-
mized geometries are reported in Fig. 2, for untagged and
Ar/D2-tagged Cs+(H2O)3 clusters. The labeling is with a Roman
numeral-number coding I to IV for untagged (by increasing
order of energy), the additional number is for tagged clusters,
e.g. I-2, III-1, etc. (see ESI† for more details). The reference of
energy is the I-conformer for untagged clusters, and it is the I-1
conformer for tagged clusters. For the four untagged clusters,
we have reported rankings in electronic energies, in the vibra-
tional zero-point energy (ZPE), and in free energies calculated at
20 K, i.e. E, EZPE, and DG20K, respectively in Fig. 2. Table 1 also
reports these values for the untagged clusters, with a comparison
and validation to MP2 and CCSD(T) calculations.

The ‘OP’ sign in Fig. 2 refers to the position of the Ar/D2 tag being
located out-of-the plane formed by the oxygen atoms of the water
molecules. The reliability of the B3LYP-D3 electronic representation
has been tested on MP2 and CCSD(T) calculations, with a good
agreement in terms of geometries, energy ranking and binding
energies. All calculations are performed with the Los Alamos double-
zeta basis set59 with an effective core potential for Cs, and the
correlated all-electron basis set aug-cc-PVDZ60 for all other atoms.
Harmonic frequencies have been systematically calculated in order
to check for minima on the potential energy surface, and are further
used for harmonic vibrational spectra in order to interpret and
assign the experimental IRPD spectra. To that end, harmonic
frequencies are scaled by a 0.9686 factor,61 very close to the 0.97
scaling factor used in previous work by the Lisy group9 and found by
the systematic alignment of the O–H stretching band position
between calculation and experiment for the Cs+(H2O)2 cluster.62

To estimate the role of entropy on the relative stability of the
conformers at finite temperatures, free energy profiles have been
calculated for the untagged I–IV interconversion and for the III
cluster stability at three temperatures (10 K, 20 K, 50 K). This is
done through biased metadynamics DFT-BLYP-D3 based molecular
dynamics simulations using the CP2K code.37,63 See ESI† for
details. Metadynamics are performed with a time step of 0.4 fs,
the bias has been chosen along the O–O distance between the
oxygens of the two H-bonded water molecules.

Table 1 Ranking of electronic and ZPE corrected energies for Cs+(H2O)3 I–IV clusters. Energies are in kJ mol�1. Structures are presented in Fig. 2.
Conformer I is the lower in energy and its energy is set to zero; conformer II–IV energies are given with respect to this reference (DE, DEZPE). MP2 versus
B3LYP-D3 electronic representations, geometry optimizations using the aug-cc-pVDZ Gaussian basis set. CCSD(T) calculations (basis set aug-cc-pVDZ
for O, H, D and Ar atoms, Los Alamos double zeta for the Cs) are single points on the MP2 optimized structures, the ZPE is the one obtained at the MP2
level of representation

MP2 B3LYP-D3 CCSD(T)//MP2
MP2 B3LYP-D3 CCSD(T)//MP2
ZPE corrected ZPE corrected ZPE corrected

I 0.00 0.00 0.00 0.00 0.00 0.00
II �3.77 �0.75 �4.2 5.52 2.13 4.7
III 26.02 17.53 25.3 13.10 7.15 12.5
IV 13.89 13.26 13.1 9.25 7.87 8.5
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Results

The IRPD spectra were recorded in both the OH stretching region,
from 3500 to 3800 cm�1, and the H2O bending region, from
1500 to 1700 cm�1. These are presented in Fig. 3, with trap
temperatures of 7 K for Cs+(H2O)3Ar, and 12 K for Cs+(H2O)3D2,
the latter spectra were obtained under two different cluster ion
preparation methods. The individual spectral features are labeled a1

to a13. Assignments of these features (as discussed below) are given
in Table 2. The temperature dependence for both tagged species
were also obtained over a range of 7 to 40 K for Cs+(H2O)3Ar, and
12 to 21 for Cs+(H2O)3D2, as shown in Fig. S1 (ESI†). The tempera-
ture range for D2 is reduced, as at temperatures below 12 K D2

condenses on the ion trap, and the weak binding of D2 to Cs+(H2O)3

leads to loss of the D2 tag at temperatures above 25 K.

H2O bending region

Calculations revealed that the addition of either argon or D2 to the
Cs+(H2O)3 conformers I–IV has a negligible impact on the water
bending vibrational frequency. As a result the bending frequencies
of the untagged conformers were used for comparison with the

experimental data and to make structural assignments for
Cs+(H2O)3Ar, and Cs+(H2O)3D2, verified further in the O–H stretch-
ing region.

When formed with argon as Cs+(H2O)3Ar1, there is a dyad
with peaks at 1617 and 1648 cm�1 (a12 and a10, in Fig. 3a) with
apparent shoulders on either side of the 1617 cm�1 peak that
fade with increasing trap temperature (from 7 to 40 K). This
dyad is consistent with the computed spectrum of the lower
energy conformer I, with a calculated splitting of 32 cm�1,
nearly identical to the observed splitting of 31 cm�1, as shown
in Fig. 4. The computed harmonic frequencies are however
lower than the experimental values by B35 cm�1.

When formed as Cs+(H2O)3 and trapped at 12 K with D2 as
Cs+(H2O)3D2, there is a dyad with peaks at 1604 and 1630 cm�1

(a13 and a11 in Fig. 3c). These bands match closely to the
shoulders observed on either side of the 1617 cm�1 band of
Cs+(H2O)3Ar1. This new dyad, with an observed splitting of
24 cm�1, is shifted to lower frequency (B13 cm�1 for the low
frequency component of each dyad) relative to that observed
for Cs+(H2O)3Ar1. Of the three other conformers, only conformer
IV has a dyad with a shift to lower frequency (14 cm�1),

Fig. 2 Optimized structures of untagged Cs+(H2O)3 and Ar/D2 tagged Cs+(H2O)3 clusters from B3LYP-D3/aug-cc-pVDZ electronic representation.
Energies are given in units of kJ mol�1. Untagged structures: the zero of energy is taken for the I conformer. Tagged clusters: the zero of energy is taken
for the I-1 conformer. ‘OP’ refers to the tag atom/molecule located out-of-the plane formed by the oxygen atoms of the water molecules. Cs+ is
represented in blue, Ar is in pink, D2 is in light grey. H-bonds are represented by red dashed lines. Relative energy rankings: E stands for electronic energy,
EZPE accounts for ZPE corrections, DG20K free energy calculated at 20 K. Tagged structures are presented with the Ar-tag for I–III conformers, and
presented with the D2-tag for the IV-conformer (at the exception of structure IV-5 that can be optimized only with Ar). Whenever ‘-’ is written, the
associated conformer does not exist (i.e. IV-5 exists only for Ar-tagged, IV-6 exists only for D2-tagged).
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and a splitting (29 cm�1) that is consistent with experiment
(Fig. 4).

A second method of forming Cs+(H2O)3D2 was also examined
(Fig. 3b). Here Cs+(H2O)3Ar is selected from the source and trapped
at 12 K with D2. Following collisional loss of Ar in the trap,
Cs+(H2O)3 is tagged with D2, and spectroscopy is performed on
Cs+(H2O)3D2. Under these conditions, the 1604 and 1630 cm�1

bands are dominant, but some signal is also observed at
1648 cm�1 (a10). This suggests that both I and IV conformers
may be present under these conditions. Although the presence of
conformers II and III cannot be entirely ruled out (Fig. 4a), as the
single OH bending IR band calculated for these conformers
systematically overlaps with one of the dyads of conformers I or
IV, the more direct assignment of the two experimental dyads is
through conformers I and IV.

OH stretching region

When formed with argon as Cs+(H2O)3Ar, the spectrum
recorded in Leipzig is similar to that reported in previous work
from Illinois9,64 as shown in Fig. S2 (ESI†). The assignment of
the dominant bands follows from the previous work. The
3538 (a9) and 3552 (a8) cm�1 bands correspond to hydrogen-
bonded OH stretches, from the symmetric and antisymmetric
combinations respectively, of the two equivalent hydrogen-
bonded OH groups in conformer I. A small peak at 3630 cm�1

(a5) has been assigned to the symmetric stretch of the second shell
water of the I-conformer and the doublet at 3703 and 3712 cm�1

(a3, a1) to the remaining free OH stretching modes. These five
features are consistent with the calculated spectral features for the
I-conformer, as seen in Fig. 4b, and assigned as such in Table 2
in accord with previous investigations.9,65 A weaker band at
3598 cm�1 (a6) is also present and will be discussed later.

Fig. 3 IRPD spectra of (a) Cs+(H2O)3�Ar at nominal ion trap temperature of 7 K, (b) Cs+(H2O)3D2 where Cs+(H2O)3Ar was mass selected in the quadrupole
mass filter and Ar was replaced by D2 in the ion trap at 12 K and (c) Cs+(H2O)3�D2 where Cs+(H2O)3 was mass selected and the complex was formed at
12 K. Assignment of the conformers (I & IV) responsible for the IRPD features on the left side: the red and blue bars illustrate an estimate of the relative
contribution of the two isomers to the spectra. See main text for all details.

Table 2 Experimental IRPD band positions (in cm�1), computed vibra-
tional frequencies (in cm�1) and assignments for bands of Cs+(H2O)3�Ar
and Cs+(H2O)3�D2. The calculated frequencies are scaled by the factor
0.9686

Label IRPDa Theory Assignment

a1 3712 3748 Free OH stretch I-conformer
a2 3709 3753 Free OH stretch IV-conformer
a3 3703 3740 Free OH stretch I-conformer
a4 3641 3668 Symmetric H2O OH stretch IV-conformer
a5 3630 3653 Symmetric H2O OH stretch I-conformer
a6 3598 3572 H-bonded OH stretch IV-conformer
a7 3581 — H-bonded OH stretch IV-conformer
a8 3552 3550 H-bonded OH stretch I-conformer
a9 3538 3525 H-bonded OH stretch I-conformer
a10 1648 1616 H2O bend I-conformer
a11 1630 1592 H2O bend IV-conformer
a12 1617 1575 H2O bend I-conformer
a13 1604 1561 H2O bend IV-conformer

a Band position are given with an error of 5 cm�1.
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Attempts to more precisely specify the position of the argon
atom should be viewed with caution. It is clear that there are only
small energy differences between the six conformers, I-1 to I-6, as
given in Fig. 2, and minor variations of the OH stretching
frequencies in the computed spectra as shown in Fig. 4b. However,
the lack of a large splitting in the free OH stretching region
suggests that conformer I-2 is not present. Of the other five
conformers, I-1 is the only one that shows a small, but noticeable
shift for the symmetric OH stretch (a5) of about 10 cm�1 to lower
frequency. This conformer is the only one where the argon inter-
acts directly with the second shell water molecule. Conformers
I-4 to I-6, where the Ar interacts with the cation, and conformer I-3
where the out-of-plane Ar interacts with the three water molecules
also have the free O–H and H-bonded stretches that match the a3–a1

and a9–a8 experimental bands and could be present as well.

When formed as Cs+(H2O)3 and trapped at 12 K with D2 as
Cs+(H2O)3D2, the 3538 and 3552 cm�1 a9–a8 bands, associated
with the I-conformer are barely observed, while the a7–a6 bands
at 3581 and 3598 cm�1 are dominant (Fig. 3c). A small peak at
3641 cm�1 (a4) and single free O–H peak at 3709 cm�1 (a2) are
present. The free OH stretch is narrower than in the argon case.

It is clear that the dominant structure for the D2-tagged
species has a weaker hydrogen-bond network than the
Ar-tagged species. Among the four conformers identified in
the computational study, I, II, and IV possess hydrogen bonds
(Fig. 2), however, only conformer IV has a substantially weaker
hydrogen bond, based on the present calculations. The computed
spectra associated with the untagged and tagged IV-conformers are
shown in Fig. 4c. Previous computational work on Cs+(H2O)3 did
not suggest that the IV conformer (a single water and a water

Fig. 4 (a) Calculated harmonic vibrational spectra for untagged conformers I–IV in the H2O bending region. Note that only conformers I and IV have a
doublet structure, with the IV-conformer shifted 14 cm�1 to lower frequency. (b) Calculated harmonic spectra in the O–H stretching region of the
I-conformer, both untagged and tagged, and (c) of the IV-conformer, both untagged and tagged. Scaled frequencies (0.9686). The labels ‘an’ refer to the
same band labeling as in the IRPD experiments; see Fig. 3.
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dimer subunit structure) had all three water molecules interacting
with the cesium ion, which would weaken further the water–water
hydrogen bond in the dimer subunit.10,62,65 However, the current
computational analysis with a larger basis set indicates that this
structure is indeed stable and relatively low-lying in energy with
respect to the most stable I conformer (B8 kJ mol�1, Fig. 2). A
recent study by Paesani and co-workers has not only identified this
IV conformer, but has also confirmed the other three structures, I,
II and III within B5 kJ mol�1 of each other (ZPE-corrected).66

There is less than 1 kJ mol�1 difference in energy between
the five D2-tagged IV-conformers. In addition, it should be
noted that the D2 binding energy is substantially less than that
for argon; the D2-tagged clusters are not observed for trap
temperatures above 25 K. It is possible that D2 may freely
‘‘roam’’ about Cs+(H2O)3, and with the vibrational spectrum
of Cs+(H2O)3D2 represented by a combination of conformers.

None of the D2-tagged IV-conformers have an IR-active
doublet similar to the experimental 17 cm�1 split a7–a6 dyad,
but instead display one single H-bonded stretching band.
The calculated frequency for this band is located at 3572 cm�1

for the untagged IV-conformer. It shifts to higher or lower
frequency depending on the location of the D2 tag. Once all five
conformers are taken into account, a dyad would be expected in
this region, with a splitting of 10 to 20 cm�1, as in the a6–a7 dyad.
Moving up in frequency, the experimental a4 band, at 3641 cm�1,
assigned to the symmetric O–H stretching of the water, is 11 cm�1

higher in frequency than that observed (a5) for Cs+(H2O)3Ar. This
shift is consistent with the calculated results, with the symmetric
stretch for the IV-conformer, 13 cm�1 higher in frequency. Of the
D2-tagged IV-conformers, IV-1, IV-4, and IV-6, have symmetric
stretches at the same frequency as the untagged IV-conformer.
While not ruling out the presence of conformers IV-2 and IV-3, the
other binding locations for D2 may be preferentially populated.
Turning to the free OH stretching region, the experimental
spectrum has a single feature at 3709 cm�1 (a2), which is
narrower than the doublet observed for Cs+(H2O)3Ar. This
suggests that D2 does not bind directly to an OH group as
depicted by conformer IV-1, with a calculated splitting of
22 cm�1. Of the three conformers that are consistent with the
experimental a4 band, conformers IV-4 and IV-6 have single free
OH stretches. It is worth noting that both of these conformers
have the D2 binding to Cs+, either in the plane of the heavy
(oxygen and cesium) atoms or out–of-plane. Only these two
D2-tagged IV conformers have calculated spectra that are con-
sistent with all of the experimental OH stretching bands.

As mentioned earlier, Cs+(H2O)3Ar has a small band (a6) at
3598 cm�1. This can now be assigned to the presence of a
minor population of the IV-conformer.

Using the second method of forming Cs+(H2O)3D2 by select-
ing Cs+(H2O)3Ar from the source and trapping at 12 K with D2,
the collisional/exchange process, as can be seen in Fig. 3,
substantially reduces the population of the I-conformer in favor
of the IV-conformer. Thus it seems that with the loss of argon,
sufficient energy is imparted to nascent Cs+(H2O)3 to rupture
(partially or completely) the hydrogen bond network of the
I-conformer. This in turn leads to the formation of the

IV-conformer as the nascent Cs+(H2O)3 is converted to Cs+(H2O)3D2,
through 3-body collisions with cold D2. The 3538 and 3552 cm�1

a9–a8 bands associated with the I-conformer have B1/3 the inten-
sity of the a7–a6 bands at 3581 and 3598 cm�1. The remaining
features at 3641 cm�1 and 3709 cm�1 reflect the dominance of the
IV-conformer. At this point, it is unclear whether the presence
of the I-conformer is due to (1) retention of a fraction of the
I-conformer population following the loss of argon, (2) reformation
of I-conformer from the IV-conformer, or (3) the formation of both
conformers from the III-conformer that has no hydrogen bonds.
We will return to collisional exchange process of D2 for argon in the
discussion below.

Temperature dependence

The 3-body collisional generation of the I- and IV-conformers
indicated that a low barrier may exist between the two con-
formers that enables kinetic trapping of the IV-conformer. As a
result, we examined the temperature dependence of the IR
spectra of these species over a trap temperature range of 12 to
21 K, for Cs+(H2O)3D2, and 7–40 K, for Cs+(H2O)3Ar, with the
results shown in Fig. S3 (ESI†). The dependence on temperature
is clearly seen for Cs+(H2O)3D2, but somewhat less apparent for
Cs+(H2O)3Ar. Difference spectra, generated by subtracting the
lowest temperature spectra (7 K for argon, 12 K for D2) from
those taken at higher temperatures, indicate the growth or
reduction of individual spectral features. These are presented
in Fig. 5.

As seen in Fig. 5 and Fig. S3 (ESI†) for Cs+(H2O)3D2, an
increase in temperature enables the bands associated with the
I-conformer in the H2O bending region (a10 and a12) and the
OH stretching region (a8 and a9) to gain intensity. Conversely,
bands associated with the IV-conformer, a13 in the bend, and in
the stretch, a6, a7, and a2, lose intensity. Thus, there is strong
evidence that increasing the ion trap temperature by 8 K is
sufficient to alter the relative contributions of conformers I and
IV to the ensemble of Cs+(H2O)3D2 cluster ions. The tempera-
ture dependence of the Cs+(H2O)3Ar spectrum depicts slight
changes in the relative intensity of the I-conformer bands. For
spectral regions associated with the IV-conformer (B1603 cm�1

for a13, and 3598 cm�1 for a6), there is a clear loss of intensity
with increasing temperature. So for both Cs+(H2O)3D2 and
Cs+(H2O)3Ar, an increase in temperature leads to a reduction
in the population of the higher energy IV-conformer.

To consider the relative stability of these two conformers as
a function of temperature, metadynamics calculations were
performed at three temperatures: 10, 20 and 50 K. Three free
energy profiles are presented in Fig. 6a, depicting the inter-
conversions between the Cs+(H2O)3 I and IV conformers. Entropic
effects are clearly seen in these two profiles. While conformer I is
favored by free energy at all three temperatures, the barrier to reach
the IV-conformer is substantially reduced at 50 K (20 kJ mol�1 at
10 K vs. 5 kJ mol�1 at 50 K). Conversely, the barrier to reach the
I-conformer from the IV-conformer is reduced from 5 kJ mol�1

at 10 K to less than 2 kJ mol�1 at 50 K. Furthermore, the free
energy well of the IV-conformer is rather flat at 50 K, so
the effective population of this conformer will be small to
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non-existent. Thus, the metadynamics calculations are consis-
tent with the experimental temperature dependence of the

Cs+(H2O)3D2 and Cs+(H2O)3Ar spectra recorded under all three
experimental conditions (a through c in Fig. 3). An increase in
temperature for either tagged species will tend to favor the
I-conformer over the IV-conformer, as the IV-conformer
becomes unstable.

Mechanisms of formation of the tagged clusters and final
conclusions

In these experiments, either Cs+(H2O)3Ar or Cs+(H2O)3 are generated
by evaporative cooling of nascent cluster ions formed when cesium
ions collide with neutral clusters of (H2O)mArn in the source region.
From previous studies by the Illinois group, estimates for the
effective temperature for these clusters depend on the binding of
the most labile constituent of the cluster ion. Cs+(H2O)3Ar is formed
by evaporative cooling of argon, and has an effective temperature of
80 to 100 K. Cs+(H2O)3 is formed by evaporative cooling of water,
which binds more strongly to the ion, and results in a higher
effective temperature of approximately 300 K.10 After a small
number of collisions with He in the RF octopole ion guides, mass
selection and focusing into a RF ring-electrode ion-trap, the cluster
ions undergo a significant number of collisions with either He or D2

at trap temperatures ranging from 7 to 40 K, and 12 to 21 K,
respectively.

The spectrum for Cs+(H2O)3Ar in the OH stretching region at
7 K in this study, and the previously published spectrum of

Fig. 5 Difference IRPD spectra of: (a) Cs+(H2O)3Ar between 7 K and given temperature; (b) Cs+(H2O)3D2 (formed by collisional loss of argon in the trap)
between 12 K and given temperature; (c) Cs+(H2O)3D2 (formed from Cs+(H2O)3 and tagged with D2) between 12 K and given temperature. Negative
deviations indicate loss of intensity. Positive deviations indicate gain of intensity. * This feature is due to slightly different peak shapes in the original 7 and
40 K spectra (see Fig. S1, ESI†) and does not represent an IR absorption.

Fig. 6 Free energy profiles from the finite temperatures metadynamics
MD simulations (including anharmonicities and entropic effects): (a) the
interconversion between the I and IV conformers. R measures the distance
between the oxygens of the middle and top water molecules in the
I-conformer, (b) the stability of the conformer III. R measures the distance
between the oxygens of two water molecules in this conformer.
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Cs+(H2O)3Ar by Ke and co-workers65 formed by evaporative
cooling of argon are similar as mentioned earlier (Fig. S2, ESI†).
The 7 K spectrum resulting from collisions with cold helium
gas in this report has sharper, narrower features that would be
expected in comparison to the warmer spectrum with a tem-
perature established by evaporative cooling of argon. As noted
above, the dominant conformer is structure I, which is also the
minimum energy structure, with a small contribution from
conformer IV. Analysis of the computed spectra suggests that
the argon is likely located near the second shell water molecule,
conformer I-1. These spectra demonstrate that a few collisions
with He, which do not dislodge the argon atom from Cs+(H2O)3Ar,
do not impart sufficient energy to affect the ensemble generated by
evaporative cooling of argon.

The Cs+(H2O)3D2 spectra, formed from either Cs+(H2O)3Ar or
Cs+(H2O)3 via the 3-body collisions with cryogenic D2, are very
different from the Cs+(H2O)3Ar spectrum. The dominant con-
former in both cases is structure IV, with a single hydrogen
bond. The location of the D2 is unclear. While conformers IV-4
and IV-6 have computed bands consistent with all of the
experimental features, the small differences in binding energy
would allow contributions from other conformers as well.
As Cs+(H2O)3D2 was generated in two ways, first consider the
formation from the Cs+(H2O)3 precursor. The nascent cluster
ion, as it enters the RF ring-electrode ion-trap, has an effective
temperature of 300 K based on earlier work.10 Under these
conditions, the dominant conformer with the lowest free
energy is structure III (no hydrogen bonds, see Fig. S3, ESI†
for temperature-dependent free energies), with small contribu-
tions from conformers I and IV.9 However based on the free
energy analysis, the most stable conformer at or below 80 K is
the I-conformer with two hydrogen bonds. Collisions with
cryogenic D2 at temperatures of 12–20 K, rapidly quenching a
warm cluster ensemble of Cs+(H2O)3 and rapid cooling of
conformer III would follow a pathway leading to the IV-conformer
with a single hydrogen bond, and then to the more stable
I-conformer with 2 hydrogen bonds. From the metadynamics
analysis, kinetic trapping of the IV-conformer is possible as the
temperature drops below 50 K, as seen in Fig. 6a, with a
substantial barrier to a path leading to the I-conformer.
The barrier decreases with increasing temperature, enabling a
portion of the IV-conformer to convert to the I-conformer.
Fig. 6b reveals a decrease in stability for the III-conformer from
10 K to 50 K, with a barrier of B2 kJ mol�1 from another free
energy well at 50 K. The free energy minimum of III-conformer
is also shrinking in width, showing large entropic effects. If
there were vibrational signatures for the III-conformer, they
would only appear for temperatures below 50 K.

The other production route involves collisional loss of Ar
from Cs+(H2O)3Ar in the ion trap, followed by collisional cool-
ing with D2, and its subsequent attachment via three-body
collisions. The collisional loss of Ar clearly increases the inter-
nal energy of the Cs+(H2O)3 product by an amount sufficient to
induce a change in the distribution of conformers from the
initial Cs+(H2O)3Ar cluster ion distribution. Since conformer IV
is dominant when Cs+(H2O)3D2 is formed directly from

Cs+(H2O)3, it appears that the collisional process involving
Cs+(H2O)3Ar generates an ensemble with an effective tempera-
ture range, based on the argon binding energy of 80 to 120 K,9

where both conformers I and III have comparable free energies
(Fig. S3, ESI†). Additional collisions with cryogenic D2 to
temperatures of 12–20 K preserved both IV and I conformers
with the same temperature dependence as observed when
Cs+(H2O)3 was the precursor. Thus the same arguments pro-
vided for the direct cryogenic cooling of Cs+(H2O)3 leading to a
temperature dependence of the relative contributions of the
IV- and I-conformers, as described in the preceding paragraph,
apply here as well. The only difference is due to the initial
distribution of III and I conformers between nascent Cs+(H2O)3

as opposed to Cs+(H2O)3 formed by collisional loss of argon
in the trap.

The combined experimental (Ar/D2 tagging IRPD spectro-
scopy and temperature dependence) and theoretical (harmonic
vibrational spectra and free energy profiles from finite temperature
metadynamics MD simulations) strategies can be generalized to
any cluster. Even at cryogenic temperatures, conformers can dis-
play a preference depending on the tagging species, and a
measurable temperature dependence over a range of B30 K.
The experimental methods of cluster ion formation and cooling,
and the topology of the potential energy surface, suggest that
kinetic trapping can have a considerable effect on the conformer
distribution.
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Titre : Réactivités aux interfaces aqueuses par simulations DFT-MD

Mots clés : interfaces aqueuses, réactivités, chimie prébiotique, silice, simulation DFT-MD

Résumé : La compréhension microscopique des réactions chimiques
qui se produisent à l’interface entre l'eau et d'autres milieux représente
une étape essentielle de la chimie pour l'élaboration des réactions à haut
rendement. Cependant, la difficulté expérimentale pour discerner l'effet
catalytique provenant spécifiquement de l’environnement de l'eau
interfaciale rend le rôle de l'interface au cours de la réaction encore
incompris.
L'objectif principal de cette thèse de doctorat a été de fournir une
description moléculaire de réactions chimiques aux interfaces aqueuses
par simulations de dynamique moléculaire basées sur la théorie de la
fonctionnelle de la densité (DFT-MD / AIMD) afin de rationaliser les rôles
catalytiques des interfaces.
La première partie du manuscrit porte sur l'étude des réactions chimiques
dans la chimie prébiotique, où de nombreuses réactions aux interfaces
aqueuses ont été envisagées dans la littérature pour rationaliser l'origine
des premiers biopolymères sur la Terre primordiale. En particulier, la
première réaction de condensation d’une liaison peptidique est un sujet
controversé. La condensation des acides aminés en oligopeptides en
l'absence d'enzymes est connue pour être entravée par des raisons à la
fois thermodynamiques et cinétiques dans l'eau liquide. Par contre,
l’équipe de la Prof. Vaida a observé expérimentalement la formation de
polypeptides à partir d'esters d'acides aminés et du sel CuCl2 à l’interface
air-eau. Cela suggère que la surface des océans est un environnement
approprié pour la naissance de la vie sur la Terre. Cependant, le rôle de
l'interface air-eau lors de la formation des liaisons peptidiques et les
raisons pour lesquelles cette réaction se produit à l'interface et non dans
l'eau liquide n'est pas clair.
Nous fournissons une compréhension à l'échelle microscopique de la
réaction à l'interface air-eau par simulations DFT-MD. La caractérisation de
la structure de l’eau interfaciale, couplée à la comparaison entre les
mécanismes et les énergies de réactions observées à l'interface air-eau
versus l'eau liquide nous permet de révéler les facteurs clés qui mènent à
la formation de polypeptides.

Nos données montrent de nouveaux rôles catalytiques de l'interface air-
eau qui sont essentiels pour que la réaction se produise. Nous
identifions notamment pourquoi les propriétés de solvatation des
espèces réactives et la présence du Cl− à l'interface sont d’importance
pour catalyser la réaction.
Dans la deuxième partie de cette thèse de doctorat, nous nous sommes
concentrés sur la caractérisation de la structure et de la réactivité
d'interfaces de silices amorphes aqueuses en couplant des simulations
DFT-MD et des calculs de spectroscopie SFG (Sum Frequency
Génération). L'objectif principal de notre étude est la compréhension de
la réactivité de la surface de la silice au contact de l'eau liquide en
fonction des conditions du pH. Nous avons suivi l'évolution de la
structure et de la surface de silice en réponse à la variation des
conditions du pH de la solution en couplant simulations DFT-MD et
spectroscopie SFG (en collaboration avec la Prof. Wei-Tao Liu, Chine).
Nos travaux apportent une compréhension du comportement acido-
basique controversé de la surface de silice, montrant qu'une image
moléculaire basée uniquement sur l'équilibre entre Si-OH (silanol) et Si-
O− (silanolate) à la surface de la silice n'est pas suffisante pour
rationaliser les spectres SFG en fonction du pH. L'émergence d'une
troisième espèce moléculaire, notée «Si5», révèle une chimie acide-base
de la surface plus complexe. Nos données apportent une nouvelle
rationalisation microscopique du comportement acido-basique bimodal
des groupes de la surface de silice observés expérimentalement et
révèlent l'espèce Si5 comme une clé pour comprendre la chimie des
surfaces de silices aqueuses.

Title : Reactivity at aqueous interfaces by DFT-MD simulations

Keywords : aqueous interfaces, reactivity, prebiotic chemistry, silica, DFT-MD simulation

Abstract : The microscopic comprehension of chemical reactions that
occur at the boundary between water and other media represents an
essential step in chemical science for the development of high yield
chemical reactions. However the experimental difficulty in discerning the
specific catalytic effect originating from the specific interfacial water
environment makes the role of the interface along the reaction pathways
still far to be understood.
The main objective of this PhD thesis has been to provide a molecular
description of chemical reactions at aqueous interfaces by Density
Functional Theory-based Molecular Dynamics simulation techniques (DFT-
MD/AIMD) in order to rationalize the catalytic roles of interfaces, especially
from the structural point of view.
The first part of the manuscript is dedicated to the study of chemical
reactions of relevance in prebiotic chemistry, where many routes at
aqueous interfaces have been envisaged in the literature in order to
rationalize the origin of the first biopolymers on the primordial Earth. In

We especially identify why the solvation properties of the reactive
species and the presence of Cl- anions at the interface are of utmost
importance in catalyzing the peptide bond condensation reaction.
In the second part of this PhD, we have focused on the characterization
of the structure and reactivity of aqueous amorphous silica interfaces by
coupling DFT-MD and SFG (Sum Frequency Generation) spectroscopy.
This is especially relevant for the development of new technologies in
the field of materials design and heterogeneous catalysis. The main
targets of our investigation is the comprehension of the silica surface
reactivity in contact with liquid water as a function of pH conditions. We
have followed the evolution of the silica surface structure and chemistry
in response to the variation in the water pH conditions by coupling
experimental SFG spectroscopy (in collaboration with Prof. Wei-Tao Liu,
China) with DFT-MD simulations. Our work provides a deep insight into
the controversial acid-base behaviour of the silica surface, showing that
a molecular picture based only on the balance between silanol SiOH
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particular the first peptide bond condensation reaction is a highly debated
topic. The condensation of amino acids into oligopeptides in absence of
enzymes is known to be hindered by both thermodynamic and kinetic
reasons in bulk water at ambient conditions. By contrast, Prof. Vaida group
has experimentally observed the formation of polypeptides at room
temperature in dilute conditions from amino acid esters and CuCl2 salt at
the air-water interface, suggesting the surface of oceans as a suitable
environment for the birth of life on the prebiotic Earth. However the
specific role of the air-water interface during the peptide bond formation
and the reasons for which this reaction occurs at the interface and not in
bulk water are still unclear.
We provide a microscopical insight into the peptide bond formation
reaction at the air-water interface by DFT-MD simulations. The
characterization of the interfacial water network, coupled with the
comparison between energetics and reaction mechanisms observed at the
air-water interface versus bulk water allows us to reveal the key factors that
promote the polypeptides formation in such heterogeneous conditions.
Our data point to novel catalytic roles of the air-water interface which are
essential in making the reaction occur.

and silanolate SiO- species at the silica surface is not enough to
rationalize the trends in the SFG bands as a function of pH. The
emergence of a third molecular species, denoted ”Si5”, reveals a more
complex acid-base surface chemistry, and strongly modulates the silica
surface acidity. Our data provide a new microscopical rationalization of
the acid-base bimodal behaviour of the silica surface groups observed
experimentally and reveal the Si5 species as an essential key to
understand the chemistry at aqueous silica surfaces.
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