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Abstract
This Ph.D. thesis investigates the impact of solvation on adsorption at the solid/water inter-

face and presents method developments to unravel and realistically capture these effects

in theoretical studies.

The SolvHybrid package was built to compute the solvation free energy difference between

a molecule solvated in bulk water and adsorbed at the Pt(111)/ water interface. SolvHybrid

is based on a hybrid QM/MM description and thermodynamic integration. The scheme

was validated on experimentally available adsorption free energies of benzene and phenol.

To increase the quality of its MM description and widen the applicability of SolvHybrid

beyond the Pt(111)/water interface, forcefield developments have been pursued.

The pairwise additive GAL19 forcefield was proposed to model water/noble-metal inter-

actions. It demonstrated a great accuracy to reproduce the adsorption energy of a water

molecule on ten metallic (100) or (111) surface made of Cu, Ag, Au, Pd, Pt. This force

field was later extended to more corrugated surfaces and nano-particles. To understand

the limitations of our pairwise additive force field for water layer structures, we also de-

composed the total interaction energy of water layers on metallic surfaces as computed

by DFT. Apart from additive water/metal contributions, polarisation and charge-transfer

were determined and quantified as major many-body effects, suggesting routes to second

generation forcefields.

Metallic oxides were then investigated as a subsequent step in surface complexity, because

of their tendency to react and even restructure in contact with water. Metadynamics was

chosen to investigate the surface reconstruction of alumina in water. Our work demon-

strated the crucial role of the surface water structure in this process and its modification

in the presence of adsorbates. A panoply of methods (SolvHybrid, a GAL19-inspired force-

field, metadynamics, and thermodynamic integration) were then applied and compared

on the complex chemistry of the adsorption of ethanol on alumina in water, combining all

previous challenges.

Keywords: Solvation, water/solid interface, adsorption, methods, alumina
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Résumé
Cette thèse étudie l’impact de la solvatation sur l’adsorption à l’interface solide/eau et pré-

sente des développements méthodologiques afin d’expliquer et de reproduire de manière

réaliste ces effets au sein d’études théoriques.

Elle présente le développement du programme SolvHybrid, conçut pour évaluer la diffé-

rence d’énergie libre de solvatation associée à l’adsorption d’une molécule à l’interface

eau/Pt(111). SolvHybrid s’appuie sur une description hybride QM/MM et la méthode de

l’intégration thermodynamique. Ses prédictions sont validées par des données expérimen-

tales. L’extension de son domaine d’application à d’autre métaux et de sa précision néces-

site des développements supplémentaires.

Le champ de force GAL19 est proposé pour simuler les interactions eau/métal noble. Il

reproduit avec une grande précision les énergies d’adsorption de molécules d’eau sur 10

surfaces métalliques (100) ou (111) de Cu, Ag, Au, Pd ou Pt ainsi que sur des surfaces impar-

faites et des nanoparticules. On propose également une décomposition de l’énergie totale

DFT d’adsorption de différents modèles de couches d’eau sur des surfaces métalliques qui

démontre l’importance de la polarisation et du transfert de charges dans l’adsorption, une

piste pour de futurs développements de champs de force.

On étudie ensuite les surfaces d’oxydes métalliques pour leur tendance à modifier leur sur-

face dans l’eau. On démontre par une étude de métadynamique le rôle de la modification

de structure de l’eau en présence d’adsorbats dans le processus d’hydrolyse de l’alumine.

On propose ensuite un parangonnage de méthodes pour étudier le complexe problème de

l’adsorption de l’éthanol sur l’alumine dans l’eau.

Mots-clés : Solvatation, interface solide/eau, adsorption, méthodologie, alumine
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Introduction

Water/solid interfaces are ubiquitous as water covers 71% of the earth and are responsible

for myriads of natural chemical transformations (corrosion, 1 fouling, 2...). But also, as many

chemical species can easily be solvated at standard operation conditions, many industrial

processes are conducted at these water/solid interfaces, for example in the fields of tribology, 3

heterogeneous catalysis 4 and electrochemistry. 5;6 However, little is actually know about these

complex systems. Indeed, experimental knowledge about water/solid interfaces is hindered

by the difficulty to recover information and signal from the very small volume of the interface

compared to the massive one of the bulk solid and liquid that it separates.

Available information about water structuration at these interfaces are therefore limited to

very thin water layers in vacuum chamber (obtained via spectroscopy 7;8 or microscopy 9) or

under applied electric potentials (deduced from electrochemical measurement). 10 Moreover,

water being quite reactive and having a high chemical affinity for many different solids like

metal and oxides, its structuration is believed to vary extensively depending on the nature

or morphology of the surface it covers. Also, to understand chemical processes at the liquid

water/solid interface, investigating surface solvation energies is not sufficient, and attention

must be paid to its modification in presence of other molecules adsorbed at the interface,

and reciprocally, to the solvation change undergo by these adsorbed molecules compared

to the bulk liquid phase. The interactions of water with both the molecule and the surface

can drastically modify the adsorption properties of the molecule. Not forgetting that the

surface structure can also restructure itself when immersed in water, thus affecting any other

adsorption. It is really a subtle triangular interaction that is at stake between the liquid

water, the solid, and adsorbed molecules at the water/solid interface. Each one of them is

affected by the other two and each interaction between two of them is affected by the third

one as schematically illustrated in Fig. 1. This complex triangle is the main concern of the

present work. The major problem in studying this triangle lies in the absence of efficient and

accurate pre-established tools to simulate water/solid interfaces. Indeed the coexistence of a

solid presenting a band electronic structure, thus requiring accurate electronic description,

with a liquid, featuring a high-dimension phase space, remains a challenge for theoretical

models. Our goal is therefore to develop tools and methodology to carry these simulations
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Figure 1 – Schematic representation of the three kinds of chemical systems interacting in the process of adsorption at the
water/solid interface.

and understand the entanglements between the solvation and the adsorption of compounds

at the liquid water/solid interface. To cover these topics, the present manuscript is organised

as follows:

At first, in chapter 1, we propose a review of the state-of-the-art methodology relevant to

the computation of adsorption energy at the liquid water/solid interfaces. We present the

limitation of static computations but also the necessity to go beyond pure molecular dynamics,

toward thermodynamic cycles and rare events methods, articulated about the example of

molecule adsorption at the water/metal and water/oxides interfaces.

Having identified the hybrid quantum/classical simulations as a promising candidate to

compute adsorption free energy differences at the water/solid interface, we present in part

I an extension of the MM-FEP computation scheme11 as a fully operational computational

package (named SolvHybrid) designed to compute adsorption free energies of compounds

at the liquid water/solid interface and validated on experimental data for the adsorption of

benzene and phenol on Pt (111) surfaces.

In order to extend the applicability of the SolvHybrid underlying method to other surfaces

and metals, we investigate the possibilities of the description of water/metal interactions in

part II. Indeed, few available force-fields were entirely satisfying in terms of both accuracy and
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wide application to diverse metallic surfaces and we decided to build novel formulations and

proposed leads to future enhancement of our force-fields.

Stepping up in complexity, we decided to investigate oxide surfaces in part III, bringing up

the problem of water reactivity at the surface. We studied the role of water in the hydrolysis

of alumina and the interactions between water molecules and adsorbed alcohols that can

prevent this hydrolysis.

The present manuscript presents the main developments that we proposed to enlarge the

possibilities of theoretical investigations of the adsorption at the water/solid interfaces. These

developments range from novel force field functional forms to reproduce water/metal inter-

actions to a complete computational package predicting solvation energies at the interfaces,

through adaptation of existing methods to the water/solid interface challenges. Using these

tools, we also acquired knowledge about the interfacial structuration of water in contact

with metallic or oxide surfaces, about the impact of solvation on the adsorption of organic

molecules, but also about the evolution of surface states in contact with water. These tools and

knowledge are important steps toward the understanding of the subtle triangular interactions

between adsorbed molecules, surfaces, and water, even if we also demonstrate that numerous

questions remain unanswered.
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Chapter 1. Bibliographic study

In the following chapter, we provide an overview of the methods that have been employed to

investigate the adsorption of molecules at the liquid water/solid interface. We classify them

roughly by computational cost, thus going from heaviest approximations and low cost to

more advanced but expensive ones. We start with static methods. We present the different

approximations invoked to reproduce the effect of the solvent on the adsorption of molecules

without actually sampling the interface’s phase space. We then address the dynamic methods

and the problem of unreasonably long sampling required to establish the thermodynamics and

kinetics of adsorption at the solid/liquid interface. From this point, we distinguish two kinds of

liquid water/solid interfaces: those featuring a metallic surface (with limited surface reactivity

in water) and those featuring an oxide surface (undergoing surface reconstruction or surface

state change at usual operating conditions). For metallic surfaces, because their surface state

can be considered as unreactive towards water, we may consider methods dividing adsorption

into two decorrelated steps: the interaction between the molecule and the metallic surface

on one hand, and the water restructuring on the other hand. The free energy difference

corresponding to the two steps can then be obtained at different levels of theory: quantum

mechanics for molecule/surface interaction and classical mechanics for water restructuring.

Hence, we present also a quick overview of the force-fields available for the liquid water/metal

interfaces, required for the classical simulation. For oxide surfaces, the surface reactivity

implies that the most stable surface state may depend on the presence of adsorbed molecules,

which prevents the elaboration of a simple two-steps decomposition. Therefore, we present

the biased molecular dynamics approach that accelerates rare events. Rare event methods

can deal with the large phase space of such systems by biasing the exploration of some well-

chosen degrees of freedom during a dynamic sampling. Unless specified otherwise, the

method to evaluate the energy of a system relies on Density Functional Theory (DFT). Indeed,

the accuracy and capability to describe chemical reactions of DFT are required to describe the

chemisorption at the interface as well as the band-structure of surfaces.

1.1 Static approaches of adsorption at liquid water/solid interface

To begin with, let us consider the static methods, relying on energy differences between

optimised geometries for the solvated molecule (M), solid surface (S), and molecule adsorbed

on the surface (M@S). This means that we limit ourselves to static computations that only

result in a structure of the chemical system at 0 K. Therefore, these static computations cannot

account for all the possible other structures that can be reached by thermal fluctuations at

300 K and feature different bond lengths or interactions between molecules. This means

that some interactions between molecules will be overestimated or underestimated. A first

very crude approximation to compute these energy differences is to completely neglect the

solvent, thus conducting gas-phase computations. Adsorption free energy (∆ad sG) can be

approximated by adding analytical entropic terms to the adsorption energy computed by DFT
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1.1. Static approaches of adsorption at liquid water/solid interface

(∆ad sE = E (M@S)−E (M)−E (S)). These analytical terms account for the biggest contributions

of non-sampled translational and rotational degrees of freedom, while the less important

vibrational degrees of freedom are usually neglected. The analytical forms are based on the

model of an ideal gas with molecules acting as non-interacting rigid rotators:

Str ans = kb

[
ln

((
2πmkbT

h2

) 3
2 kbT

P◦

)
+ 5

2

]
(1.1)

Sr ot = kb

[
ln

((
8π2kbT

h2

) 3
2
p
πI A IB IC

σ

)
+ 3

2

]
(1.2)

with kb and h being Boltzmann’s and Planck’s constants, m the mass of the molecule, IX

its principal moments of inertia and σ the number of rotations upon which the molecule is

invariant, T the temperature of the system, and P◦ the standard pressure (1 atm).

When studying adsorption free energy differences, it is usually considered that the rotational

and translational degrees of freedom of a molecule become additional vibrational motions

upon adsorption and are, thus, neglected for M@S. 1

∆ad sG ≈∆ad sE −T∆ad sS =∆ad sE +T Str ans,g as +T Sr ot ,g as (1.3)

A possibility to account also for the presence of the solvent is here to modify these two entropic

terms by semi-empirical relations mimicking the reduced translational and rotational freedom

in water: 2

Saq = 0.54 ·Sg as +2.86 ·10−4 (eV ·K−1) (1.4)

But, of course, reducing the translational and vibrational freedom of M in bulk solution is not

the only effect of the water solvent. Historically, to account for more direct solvation effects,

water molecules were directly included in simulations and the structure of water was relaxed

along with the conformations of M, S, and M@S. Two techniques are here to be distinguished,

the expensive optimisation of complete water phases (built as ice-like layers or extracted from

short dynamic runs), around M or deposited on S or M@S,3;4 and the optimisation of the
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conformation of a very small number of water molecules, strategically placed around the

adsorbate.5–8 The latter, which is named microsolvation, drastically reduces computation

cost compared to the full optimisation by assuming that most of the solvent effect is local and

due to short-range interactions like H-bonds with co-adsorbed water molecules (for M@S) or

molecules from the first solvation sphere (for M). The biggest difficulties of microsolvation

are the choice of the number and position of the water molecules for each system (S, M, and

M@S) which can be estimated from chemical insight but with no certainty, and must respect

the chemical reaction balance. 9

Another approximation has been used to include solvent effects at long-range without actual

sampling and that do not suffer from this difficult single geometry question: implicit solvents.

Implicit solvents are equivalent to averaging the position of all water molecules as a mean-field

that screen long-range electronic interactions and are therefore usually referred to as Polaris-

able Continuum Model (PCM). Implicit solvation can be simply included by modifying the

dielectric constant of the system, eventually complemented by semi-empirical cavitation con-

tributions to account for the free energy cost of opening holes in the solvent to accommodate

a solute. Here, solute would refer to the whole chemical system except the water molecules

i.e. to M, S, or M@S. Implicit solvation models are long-known and used in homogeneous

simulations. 10 It is, however, only quite recently that they were applied to periodic plane-wave

computations 11 and later even in VASP, widely used for metallic system simulations12. This

explains why they were historically employed for solid/liquid computations later than explicit

solvation schemes while computationally cheaper. In the specific VASPsol implementation,

two terms are added to the Kohn-Sham potential used in DFT to mimic the modification of

electrostatic interactions and reproduce the cavitation respectively:

VV ASPsol =
dε(nsol ute )

dnsol ute

|∇φ|2
8π

+τ d|∇S|
dnsol ute

(1.5)

were ε is the local relative permittivity of the solvent, nsol ute the electronic density of the

solute, φ the electrostatic potential (due to both electrons and nuclei of the solute), τ is the

effective surface tension parameter of the solvent, and S is the cavity shape used to evaluate

the cavitation term, whose shape is defined as the volume delimited by a minimal electronic

density of the solute (as detailed in the following paragraph and illustrated in Fig 1.1). φ is

obtained by solving the generalised Poisson-Boltzmann equation:

∇[ε(nsol ute )∇φ] =−4π[Nsol ute −nsol ute ] (1.6)
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1.1. Static approaches of adsorption at liquid water/solid interface

Solvent region

Solute region
1

Figure 1.1 – Schematic representation of the definition of the local relative permittivity of the solvent ε and the cavity shape S
in the VASsol implementation. The blue area represents the solvent region where the local relative permittivity
equals the experimental relative permittivity (εexp ) of the solvent. The glassy region represents the solute region
where the solvent relative permittivity equals 1. The grey region represents the transition region where the relative
permittivity of the solvent is switched from εexp to 1. Crosses represent the position of the nuclei of the solute.
Black lines represent the beginning and end of the transition area while the red one is the isodensity surface for
which the electronic density nsol ute equals the cut-off density nc , used as the definition of the cavity S

with Nsol ute the charge density due to the nuclei of the solute. ε is chosen as equal to the

experimental value for the solvent region (εbulk ) and switched off smoothly around a critical

electronic density for the solute nc i.e. when entering the region occupied by the solute, as

depicted in Fig. 1.1.

ε(nsol ute ) = 1+ 1

2
(εbulk −1)er f c

(
log(nsol ute /nc )

σ
p

2

)
(1.7)

with σ determining the smoothness of the switch. Overall, three empirical factors are used in

this approach, the density cut-off (nc ), the so-called cavity width σ, and the surface tension

parameter τ. These were fitted to reproduce experimental solvation free energies of small

molecules in diverse solvents. However, several major flaws restraint such methods. The

lack of experimental data, especially at the interface hinders a proper verification and fitting

of the three aforementioned empirical parameters for interfaces. Also, they were chosen to

reproduce solvation free energies at a certain temperature and the parameter extrapolation to

other ranges of temperature can be questioned. Moreover, implicit solvents miss to a major

extent the direct interactions between the solvent molecules and the adsorbed molecules (e.g.

H-bonds) or with the surface (e.g. co-adsorption or competitive adsorption). They should

therefore be employed with cautiousness, especially to model the highly reactive water solvent.

Quite naturally, because microsolvation can reproduce direct and close-range solvation ef-

fects, while the implicit solvent is tailored to indirect long-range effects, the two approaches

have also been frequently combined. They were used to compute solvation free energies of
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molecules in homogeneous liquid phase13;14 or to assess the impact of water over catalytic

processes at the liquid water/metal interface. 15–17 However, they have not been used to evalu-

ate adsorption free energies because of the same limitations as pure microsolvation, i.e. the

difficulty to respect both the balance of water molecule during the adsorption process and to

ensure a sufficient solvation of the chemical species.

Overall, the straightforward usage and the close-to-negligible computational cost of implicit

solvent make them excellent candidates when the direct effect of solvent upon the adsorption

is limited, which is rarely the case for water. In contrast, microsolvation schemes (alone or

combined with implicit solvent) are effective to evaluate direct solvation effect on reactions at

the interface but are not adapted for the study of adsorption. Explicit complete water phases

are efficient too, even if these methods simplify the water structure to a single geometry, but

their computational cost remains high. Now, with these limitations of static computations in

mind, we turn to the more costly dynamic methods.

1.2 Dynamic approaches of the adsorption: the rare event problem

Molecular dynamics (MD) allow a better description of the entropic effects of water, as well as

its dynamic structure. MD is the name given to the simulated evolution of a system under the

action of its internal atomic forces and in a given thermodynamic ensemble. MD are used to

explore the accessible phase space of a system in given Temperature and Pressure conditions.

Indeed, according to the ergodicity hypothesis, a long enough dynamic evolution of a system

allows a complete sampling of its accessible phase space. A temporal average of the visited

configurations can therefore be used to establish the partition function of the system and

compute ensemble averages of any of its properties. Therefore, the most straightforward

method to obtain meaningful information about a high-entropy system like an interface

between liquid water and a solid would be a fully equilibrated MD. The drawback of such an

approach is the amount and cost of all the energy evaluations at DFT level that it requires.

Especially, when the surface is made of metallic atoms, the computational cost can be very high

(e.g. 1’000-10’000 CPUh per ps of simulation for a liquid water/Pt interface) 18. Nevertheless,

these Ab Initio MD (AIMD) are commonly employed to understand the pure structuration of

liquid water/solid interface. Relatively short sampling duration (<<500 ps) and/or a limited

number of water molecules are considered to be sufficient (or at least to be a reasonable

compromise within our computational capabilities) to obtain a realistically averaged picture

of these interfaces. Moreover, simulation lengths have increased from only 1 to 100 ps with

time and computer capabilities over the last twenty years, improving our sampling capabilities

and thus, knowledge of these interfaces. The explanation of diverse experimental observations

motivated these studies, for example Low-Energy Electron Diffraction (LEED) measurements,

electronic-microscope observation of regular hexagonal moieties for ultra-thin water layers

deposited on metallic surfaces and under vacuum, or the differences of wetting between
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1.2. Dynamic approaches of the adsorption: the rare event problem

metals (Cu and Pt)19–26. Interfaces with oxides surfaces were also investigated, but more in

view to understand the surface state of oxides in water. 27–31

However, studying reactions at the solid/liquid interface is even more challenging than char-

acterising the structural properties of this interface. Indeed, reactions are rare events that

necessitate an enhanced sampling. While a reaction can be an extremely fast event (a bond

can break in a few fs), its occurrence can be extremely rare (above the ms). This temporal gap

means that at least 1012 or 1015 simulation steps (at 1 fs/step) would be required to sample

actual spontaneous adsorption with an unbiased MD, which is computationally prohibitive.

From here, we shall distinguish two different kinds of surfaces: the metallic surfaces, and the

oxide surfaces. The reason for this is that their reactivity with water is quite different. On one

hand, noble metal surfaces can be considered as non-reactive in water at room temperature

because the nature of their exposed surface state will be mainly determined by the preparation

methods and will not change during typical adsorption time scales. Plus, water molecules

are not likely dissociated on top of these surfaces (with the notable exception of Ru and Co

surfaces), meaning that the surface state will not be changing. On the other hand, oxide

surfaces may vary their surface state heavily depending on the nature of adsorbed species

and adsorption conditions but also in typically short duration, with proton exchange, surface

reconstruction, or water dissociation being most notable.

1.2.1 Adsorption on metallic surfaces : the possibility to decorrelate surface reac-
tivity and solvation

To compute adsorption free energies at the water/metal interface, several techniques have

been developed over the last ten years that aim at sampling the solvation difference between

M+S and M@S. This decomposition is presented in the thermodynamic cycle of Fig. 1.2.

The free energy being a state function, this cycle holds true for any adsorption process, and

adsorption free energies in water can be computed as:

∆ad sGaq =∆ad sGg as +∆hG(M@S)−∆hG(S)−∆hG(M) (1.8)

However, the major consequence of the non-reactivity of metallic surfaces is the possibility to

entirely decorrelate the adsorption of the molecule on the surface from the modification of

the liquid water structure. Indeed, because the surface state of the metal and the adsorption

mode of M do not depend on the water structure, it is a good approximation to compute ∆hG

(the free energy of hydration of M, S or M@S) by sampling only the phase space accessible to

the water molecules and not the conformational phase space of M, S or M@S. Hence, only the

computationally inexpensive evaluation of ∆ad sGg as , which is usually being approximated by
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Figure 1.2 – Example of thermodynamic cycle used to compute the adsorption free energy of a molecule M on a surface S in
water (∆ad sGaq ). Subscript ad s stands for adsorption, h for hydration, g as for gas phase and aq for aqueous
phase.

∆ad sEg as , has to be performed at the DFT level. The main advantage of this is the possibility

to sample the solvent at a lower (computationally less costly) level of theory than DFT since

they require to compute interactions of water molecules with S, M, or other water molecules

but not the more complex interactions between S and M.

Several schemes have been developed around this idea as the pioneer eSMS scheme (Explicit

Solvation for Metal Surface) from Heyden and co-workers, that was used to study the reactivity

of molecules adsorbed at liquid/metal interfaces. 32;33 The method proposes to first generate

configurations for the active site (i.e. the adsorbate and the metallic atoms closest to it) and

then to run short MDs of the water solvent while the active site is kept frozen. These MD

can therefore be carried at the Molecular Mechanics (MM) computation level to reduce their

cost. Potential of Mean Force (PMF) (i.e the average force exerted by the water on the active

site) are then extracted from each MD and integrated over a path connecting the different

active site configurations to evaluate the difference of hydration energies (∆hG) between

them in a perturbative manner. The main difficulty of this method is to correctly describe the

interactions between the solvent molecules and the active site. In the work of Heyden and

co-workers, interactions between the two systems are obtained considering Van der Waals

and Coulombic interactions between the solvent molecules and the active site but no mutual

polarisation of the charge distributions between the two systems. The partial charges of the

water molecules are therefore fixed and determined by the classical TIP3P water model)34

while the active site atoms charges are deduced from gas-phase DFT computations.

It must be noted that other solutions exist to describe the coupling between the active site

and the solvent region, as the DFT-CES (Classical Explicit Solvent) methods developed by

Lim and co-workers.35 In the DFT-CES scheme, the active site is treated as immersed in

a mean electrostatic field produced by the solvent and deduced from a Poisson equation,

while the solvent molecules are themselves submitted to the electrostatic potential due to

the charge density of the active site. The solvent field and the charge density are then

adjusted iteratively until convergence is reached. This method was developed for solvation free

energy evaluation in homogeneous liquid phase but later successfully applied to investigate

water/metal interface structure and question the popular model of the ice-like bilayer structure
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that was commonly observed in AIMD water/metal simulations.36 Also worth mentioning

is the recently proposed scheme by Giovannini et al.37, which couples the active site (here a

solvated molecule in bulk solution) and solvent by extracting fluctuating charges and dipoles

of the solute atoms from DFT computations and then include them as parameters for classical

interactions with the solvent. It was designed to specifically address polarisability and has

not yet been employed for interfacial simulations but could be efficient to account for the

pronounced polarisability of the metallic surface.

Overall, the scheme developed by Heyden and co-workers is very useful to correct the free

energy differences corresponding to reactions at the water/metal interface and it could be

improved by the inclusion of more advanced coupling schemes between its MM and DFT

systems. However, this method is based on a path of intermediate configurations that connects

the two end states of a studied reaction. In the case of adsorption, the requirement of such

a path would imply simulating S and M in the same computation but separated enough to

consider them as non-interacting. The presence of an adsorbate or a surface can have an

effect on the structure of water on up to 15 Å. To be able to consider that the structuring

of water implied by S has no impact on the solvation of M and vice versa, as least 30 Å of

water should therefore separate the molecule from the surface. The size and number of water

molecules required for such a system would therefore make these simulations computationally

expensive. To prevent that and to be able to compute adsorption free energies at the liquid

water/metal interfaces Steinmann and co-workers 38 expressed the total adsorption free energy

as a sum of gas-phase adsorption energy and a variation of the solvation free energy during the

adsorption. To compute the latter, they exploited another kind of path which is an alchemical

transformation. The principle behind it is to run several simulations where the interaction

potential (V ) of the active site with the solvent is scaled down depending on a parameter (λ).

The values of λ span the range from 0 (total interaction between the two systems) to 1 (no

interaction between the two systems), as depicted in Fig. 1.3:

V (λ) =Vi nter acti ng (1−λ)+Vnon−i nter acti ng (λ) (1.9)

Physically, it is equivalent to a progressive disappearance of the active site in the simulation,

hence the name: alchemical transformation. This disappearance allows the water molecules

to progressively enter the space previously occupied by the active site. This way, the solvation

change between M@S and S can be computed smoothly and the chemical balance is completed

by a similar computation of the appearance of M in liquid bulk. This method is further

developed in the current thesis as chapter 2 where its refining and implementation as a

computation package are described. A very similar idea was used by Getman and co-workers

to compute the adsorption free energy of compounds involved in catalytic reactions on a Pt
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Initial state final stateIntermediary states

Figure 1.3 – Schematic representation of the division of a transformation path (here, the disappearance of an adsorbate at
the metal/water interface) into several discrete windows characterised by an advancement parameter from initial
state (0) to final state(1). Each window represents a MD simulation at a given λ.

surface immersed in a mixed water/methanol solution. 39

Last but not least, a limitation of all aforementioned schemes must be outlined: the lack of

kinetic information. Indeed, as these models are based on thermodynamic differences, they do

not convey any information about eventual kinetic bottlenecks that could prevent adsorption.

Even in methods featuring a solvation difference that explicitly sample the modification of

the liquid structure, the alchemical transformation means that the adsorbate is “shrunk” at

the surface, and not much can be said about the kinetics of adsorption. Indeed an adsorbate

could be stabilised on the surface but would never actually reach it due to a high barrier

for adsorption. This might eventually be overcome by identifying the transition state of

such adsorption and computing free energy difference between this transition state and the

adsorbed or solvated state. In practice, these transition states are difficult to identify and

depend significantly on the solvation model.

1.2.2 Adsorption on oxides surfaces: accelerating the sampling with the rare events
methods

Let us now consider our second category of adsorptions at water/solid interfaces: the adsorp-

tion at the liquid water/oxide interface. Metallic oxide surfaces often result from complex

oxidation processes of non-noble metallic surfaces like aluminum, iron, titanium, etc... Oxides

being usually very oxophilic, their surface is covered, even simply exposed to air, by several

water molecules, chemisorbed, or even dissociated. The surface can then undergo partial

reconstruction under the action of these adsorbed molecules. Therefore, the surface state

and acidity of oxide surfaces are highly sensitive to operating conditions, and consequently,

poorly known. In practice, this means that a unique surface model cannot be defined to study

a liquid water/oxide interface. Therefore, if we were to apply the same methods as previously

mentioned for adsorption at the liquid water/metal interface, the most stable adsorption

geometry would be much more difficult to define as we should consider and evaluate every
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possible surface state. Instead, to study reactions (like adsorption) at these interfaces, we

mainly use methods that are reactive toward the surface. These methods can sample an even-

tual change of surface state as they accurately describe interactions within the surface and

not only between the surface and the liquid or adsorbed molecules. Also, oppositely to pure

thermodynamic methods, they offer information about the kinetics of the transition between

two geometries which is especially important for oxides surfaces, as high kinetic barriers are

to be expected between different surface states. Free energy differences are therefore not

sufficient to investigate adsorption at the water/oxide interface, which drives us back to fully

explicit sampling via MD. But once again, simple dynamics cannot be considered as they

would be too computationally costly.

However, another broad category of methods was designed to prevent such problems: rare

events methods. These techniques rely on biased dynamics to accelerate the sampling of

the phase space along specific degrees of freedom of the system. Unlike simple free energy

differences, these techniques sample the phase space during the transition between two stable

states. By re-analysing a posteriori the bias required to accelerate the exploration along the

studied degree of freedom, the unbiased free energy landscape of the system can be recover.

However, the choice of a limited number of degrees of freedom in these methods implies

that all other transverse degrees of freedom will not be biased and might be more difficult to

sample. In some cases, if important transverse degrees of freedom are ignored, the rare events

methods can provide an incomplete picture of the kinetics of the system. Therefore, these

methods must rely on the assumption that any other barrier of the system is small and easily

overcome at the studied temperature, both to be computationally efficient and chemically

relevant.

Among the rare events methods, we find the Thermodynamic Integration (TI). 40–43 The main

idea behind TI is to sample the phase space of a system minus one specific degree of freedom.

This degree of freedom should be characteristic of the studied chemical transformation (e.g

a single bond breaking or a distance to the surface in the case of adsorption), and is usually

referred to as a collective variable (CV). Different starting geometries of the systems are

built, each featuring a different value for this CV. Independent dynamics are then run from

these starting geometries, keeping the value of the CV frozen by the means of constraints.

These dynamics are named “windows”. By measuring the biasing forces of the constraints, a

difference of free energy between each window is obtained. These differences can then be

used to rebuild the complete free energy profile along the frozen coordinate (at a resolution

depending on the spacing of the coordinate value between the windows). 44–48. A visual sum-

up of the method and comparison with standard MD can be found in Fig. 1.4. TI is a useful

method to cross high free energy barriers that can be described by a single (reaction path)

variable as adsorption for example. 49;50 However while TI reduces the dimensionality of the

phase space of the system by freezing one of its degrees of freedom, the remaining space

can still be quite lengthy to sample. Especially, as mentioned earlier, free energy barriers
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can remain along transverse degrees of freedom, as the ones responsible for the surface

state modification in the case of oxides. These ignored degrees of freedom can be both

computationally costly to sample and flaw the representation of the system. It would be

theoretically possible, though, to built multidimensional TI (2D, 3D, ...) and to fix a set of

2 or more coordinates. But to do so, a multidimensional array of windows should be built,

each necessitating full equilibration which would considerably raise the computational cost

of the method (from n windows to nd windows, d being the number of dimensions). TI was

employed, in the water/solid interface context, to investigate the acidity and surface state of

clays in water 51, or the acidity modification of molecules upon adsorption on such surfaces. 52

A second popular rare event method is umbrella sampling53;54. It relies on an added biasing

force that will lead the evolution of the system along a prior-established path. Post-simulation

analysis of the applied bias along the path allows retrieving the corresponding free energy

profile. Different from TI, the evolution of the system is continuous and therefore cannot miss

a hidden barrier between two chosen values of the CV. Also, just like TI, it requires a path to be

used, that must be found prior to any study and can be difficult to establish. Many methods

based on statistic computations have aimed at reducing the uncertainty on the free energy

obtained through umbrella sampling like WHAM (Weighted Histogram Analysis Method) 55;56

for example, or to build a more efficient bias potential to accelerate the convergence of the

free energy profile like Variational approach for Enhanced sampling (VES), 57

The latest among the popular rare event sampling methods is metadynamics58;59 that was

sparsely but successfully applied to water/solid interface investigations as, for example, to

study the solid NaCl decomposition in water.60 This method allows a fast exploration of

a limited number of degrees of freedom of the system, described by collective variables.

Practically, this method also proceeds by sampling the phase space with a biased MD. During

the MD and at a given pace, the position of the chemical system is projected on one or

several CVs, and a small repulsive Gaussian potential is added to the Free Energy Surface

(FES), centered on the projected coordinate of the system. The total bias is therefore built

during the simulation and depends on the history of exploration. It repels the system from

conformations that would have the same coordinates along the CV as previously adopted

conformations. Therefore, the bias drives the system away from known portions of the FES

and accelerates the exploration of new ones. This exploration is carried until the entire

original (unbiased) FES is filled with repulsive potentials, meaning that the system free energy

does not depend anymore on its configuration. The system is then said to be diffusive (as

its trajectory becomes completely stochastic) and the unbiased FES can be retrieved as the

opposite of the total added bias (see Fig. 1.4). As for TI or Umbrella sampling, the typical

difficulty of metadynamics is to correctly identify the collective variables that correspond

to the studied chemical transformation. Just as for TI or Umbrella sampling, no hindered

motion of the system should be forgotten by these variables in order to avoid the issues

previously mentioned. However, in metadynamics, large parts of the phase space of the
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system are projected on the same set of coordinates along the CV (for example, degrees of

freedom of distant water molecules will not reflect on a CV corresponding to the distance

between an adsorbate and a surface). Therefore, metadynamics will be quickly driven outside

of it and save considerable sampling time. This is the reason why metadynamics can be,

and is, routinely employed to explore several CV. Nevertheless, two new drawbacks emerge

from this method. First, even if the sampling of the collective variables is biased and thus,

accelerated, it can still be longer compared to the one of TI because it does not impose a hard

value of this coordinate. The exploration still needs to overcome free energy barriers instead

of starting directly at specific coordinates that might be chosen on top of the barrier as in TI.

Note that the exploration speed can be tuned by adjusting the height of the deposited gaussian

potentials but it cannot be raised too much to avoid hill surfing phenomenons (when the

system is trapped in a metastable state on top of a gaussian). Second, because no discrete set

of values of the coordinate is imposed, the system can potentially evolve indefinitely along the

collective variables and the FES is not converged as long as the sampling of this variable is not

completed. That is typically the case when a CV is relevant to the chemical transformation in

a certain range but not outside. An example can be given of the distance between a molecule

and a surface that is relevant to describe adsorption at small values but not anymore at

long distance (when the molecule is, anyhow, in bulk liquid). These issues can be partially

addressed with well-tempered metadynamics.61 In this method, the height of the deposited

gaussians is progressively reduced at a rate depending on a user-defined “temperature”. It was

mathematically demonstrated that this method ensures a better convergence of the FES and a

smaller uncertainty on the level of free energy. The reduction of the gaussians also prevents

exploring too far away from the starting point of the dynamic which is quite useful in the

aforementioned problem of non-bounded variables. 62

Several other flavors of metadynamics are available that push the concept further and try

to speed up the exploration of the phase space. For example, the multiple walkers version

parallelises the exploration by using different simultaneous dynamics, starting from various

initial geometries.63 and was used by Marx and co-workers to investigate alcohol oxidation

at the surface of Titania-supported Gold nanoparticles in water.64 The parallel tempering

method goes even further and use multiple dynamics featuring different temperatures that

can exchange configurations between each other to simultaneously explore quickly new

free energy wells (at high temperature), and sample them carefully (at low temperature).65

Schneider and co-workers also proposed a scheme resembling parallel tempering to compute

adsorption energies of peptides over oxidised Si or Ti surfaces. 66 But instead of using parallel

dynamics at different homogeneous temperatures, they borrowed the idea of REST (Replica

exchange with solute tempering) 67 to only warm up an active centre of the simulation (defined

by the user) and not the solvent away from it, thus improving selectively the sampling of the

configuration around the active site.

We stand now at a point where several tools are at our disposal for rare events sampling, each
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Figure 1.4 – Schematic representation of the simulations required to obtain a free energy profile along a given collective
variable (CV) for three different methods: Conventional MD, TI, and metadynamics (from top to bottom). On
the left is represented the evolution of the system (red circle) on the free energy surface (black curved line)
depending on the simulation time, simulation windows, or evolution of the trajectory for MD, TI, and metadynamics
respectively. The blue portion on the bottom-most evolution represents the added bias repulsive potential for the
metadynamics. On the right, we show the data gathered from the left-side evolution which will be used to extract
free energy information. In the topmost plot, we represent the value of the CV in function of the time, from which
frequency of apparition of each value of the CV is extracted to rebuild the partition function of the system. In the
middle, we show the value of the gradient of the constraint force for each window, which, integrated, gives the free
energy difference between any two points of the free energy profile. In the bottom-most plot, we represent the
sum of all deposited gaussians, i.e. the total bias potential to add to the free energy surface to obtain a diffusive
system. The opposite of this added potential, therefore, gives the exact shape of the free energy surface.)
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with its own strengths and weaknesses. A graphical summary of each of these families of

methods can be found in Figure 1.4. Few applications of these methods at the water/solid

interface exist yet. The few ones found in the literature mainly focus solely on the study

of oxides surface state exposed to water,28;29;51, or rarely on molecular adsorption on such

surfaces but ignoring surface reactivity 52;64;66. Indeed, computational capabilities have only

recently reached a point allowing the simulation of several hundreds of ps of dynamics at

liquid water/oxide interfaces, which are required even for these rare events methods. With

the help of these methods, we have performed a study of the interaction between alcohol

adsorption at the water/alumina interface and the hydrolysis of the alumina surface that is

developed in Part III. We expect many more applications of the enhanced sampling methods

in the upcoming years now that they are computationally accessible. However, the major

difference of typical time scales and phase space dimensions in general between the solid

and liquid phases will continue to be a huge challenge in these future studies. It must be

noticed too, that if simulating several hundreds of ps for water/oxides interfaces, it remains

hardly possible for water/metals interface. Pure thermodynamic approaches remain thus the

standard methodology employed for the study of such interfaces.

1.3 Lower levels of description for water/solid interactions

Up to now, we mainly considered DFT computations, because, as quickly mentioned in the

introduction, DFT allows a complete description of inter-atomic interactions while molecular

mechanics (MM) ignore quantum mechanics-related effects. But in section 1.2.1, we also

mentioned a lower level of theory used to described interactions within the solvent. Indeed,

classical force-fields were developed for a long time now to describe, for example, water-water

interactions. Water models range from the simple and rigid TIP3P water 34 to more advanced

ones, including up to 6 interacting sites to model a single water molecule68, or to the quite

recent MB-pol model, splitting interactions into short and longe range contributions for better

performances.69 However, describing interactions between water molecules and S or M are

also required to investigate adsorptions at the water/solid interface. But if a consensus was

more or less reached for molecule/molecule force-fields (as between water and M), this is

not the case for solid/molecule force-fields. Indeed, the complex interaction between the

delocalized electronic structure of a metal or semiconductor and a molecule is quite difficult

to model. The near-chemisorption is rather strong, directional but also not a strong as usual

chemical bonds. This implies that no definitive connectivity can be established between

molecules and surface atoms, which is the trick usually employed to simplify the force field

treatment of chemical bonds (e.g. harmonic potentials generate unbreakable bonds). Here,

we focus on the specific problem of water/solid force-field, which is core to interfacial MM

simulations.

Several generations of water/noble-metal forcefields have been developed, starting with the
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pioneering work of Spohr et al. who proposed at first a potential for water-Pt interactions as a

simple sum of Lennard-Jones and Coulombic interaction. The parameters of the forcefield

were directly deduced from previous Pt-Pt and water-water force-fields. 70 In subsequent work

they changed the philosophy of their description and introduced a pure analytic potential

to reproduce at best the experimental observations of water dipole pointing away from the

surface and partially fitted over extended Hückel computations.71;72 Later, Siepmann et al.

proposed a many-body interaction between pairs of metallic atoms and water’s oxygen atom

to explicitly include an energetic dependence to the angle formed by these three atoms73.

This force-field was still used in a recent investigation of platinum surface wetting by Chandler

and co-workers74. Less accurate but more general, the more recent approach of Heinz et al.

(METAL force-field) is only based on physisorption75 but parametrised over a large range of

metals and thus, widely applicable. Virtual sites interacting with water molecule via Lennard-

Jones interactions were also experimented by Iori et al.76 to correct the wrong adsorption

site predicted by the METAL force-field (hollow instead of top site as predicted by DFT or

experimental observations for a single water molecule). Even more recently, Steinmann et

al., included again explicit angular dependence of the adsorption energy combined with

attractive potential on top sites to reproduce both the preferential adsorption orientation and

position of water molecules on Pt (111) surfaces18. Unfortunately, the latter approach relies

on a description of the interaction of a water molecule with the whole metallic surface. Such

an approach excludes any description of the interactions between water molecules and an

alloy surface as a specific parametrisation would be required for any composition and spatial

arrangement of alloy. To overcome this problem, we proposed a forcefield named GAL19,

based on the same ideas as the one from Steinmann et al. but adapted and reformulated for

an atom pair-wised formulation as described in more details in chapter 3.

Another wide category of forcefield is formed by the so-called reactive force-fields. Not

explicitly designed for metal/surfaces interaction, these complex functional forms should in

principle be adaptable to any kind of interactions and may be parametrised to describe the

water/metal interactions. Among them are the AI(REBO) 77–79 force fields for hydrocarbons

and carbon-based structures, ReaXFF, 80;81 initially built for hydrocarbons but later extended

to various systems, and RexPON, an advanced model for water including numerous quantum-

inspired interactions. 82 Also the COMB3 forcefield by Cheng et al. 83 was parametrised for Pt

or Cu /water interactions. 84 The major problem of such approaches is that they usually rely on

a long and cumbersome task of parametrisation which can be very system-specific. However,

machine-learning techniques (ML), and Neural-network approaches specifically, also rely

on a heavy parametrisation and a huge amount of preliminary data generation but perform

generally better. Indeed they rely on a very flexible functional form, build with less physically

sound terms but a much higher amount of them compared to reactive forcefields, which allow

them to accurately reproduce any physical interaction without prior intuition. Therefore, ML

techniques, despite sharing the weaknesses of reactive forcefields, have been in the centre of
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an increasing interest, fuelled by the generalisation of data-driven approaches. 85–91

Another difficult aspect of force-fields is polarisability. Indeed, metallic atoms are much more

polarizable than other hetero-atoms, according to experimental data. Therefore, if several

technical solutions have been developed, once again, for molecule/molecule interactions,

like Drude particles 92;93 (that dissociate the partial charges from the centers of the atoms and

materialise them as elastically-bound particles with no other interactions than Coulombic

ones) or dipole/charge and dipole/dipole interactions, 94–97 these technical solutions usually

fail to describe metal polarisation. Indeed, converging the amplitude of the instantaneous

dipole of each individual metallic atom of a slab can be difficult, because of the strong mu-

tual polarisation that they undergo. Dipoles can even diverge, a phenomenon known as

polarisation catastrophe. None entirely satisfying and general solution has therefore been

found yet, even if attempts were made in the case of charged interfaces. 98 The importance of

polarisation in water/metal interaction description is further developed in chapter. 5, in a view

to understanding better the amplitude of this missing interaction in water/metal forcefields.

1.4 Conclusion

In this chapter, we presented the state-of-the-art methods used to investigate adsorption

at the water/solid interface. As highlighted by the diversity of existing methods, no unique

solution has been adopted by the scientific community. Some heavily approximated but

computationally cheap methods are commonly used to include the solvent effect for adsorp-

tion studies. However, their shortcomings are well-acknowledged when it comes to solvent

effects that have a more “dynamic” origin, i.e., related to the reorganisation of the water phase.

Explicitly sampling the phase-space of water seems to be the only way to include these ef-

fects but approximations are still required to reduce the associated computational cost. The

specificity of the studied solid surface then determines which approximations are reasonable.

While adsorption studies at the metal/water interface can rely on de-coupled sampling of

the adsorption and solvation because of their limited reactivity with water, studying oxides

surfaces requires more advanced sampling techniques as rare events methods. However,

the methods developed in both of these cases are still very recent (10 to 20 years) and no

consensus has yet emerged on the most appropriate method to be applied. Therefore, yet,

most of these methods have been only sparsely used and their performances are not often

widely benchmarked against each other. The goal of this thesis is therefore to both develop

new tools to study the adsorption at these water/solid interfaces, but also to apply existing

methods that have not been used in the context of interfaces yet to better understand the

relationship between solvation and adsorption at the interface.
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Part IComputing adsorption free energies
at the liquid water/metal interface
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The following part presents a method allowing the computation of adsorption free energies:

the MMSolv level of theory. The goal of this study was to propose an easy-to-use tool to include

the effect of water solvation on adsorption energies. It aims to compete with the implicit

solvation approaches by being simple to handle (even if not as simple as implicit solvent) but

much more accurate and still keeping a low computational cost. The challenge of such explicit

solvation computation lies in the conciliation of long sampling with accurately reproduced

interactions between metallic surfaces and water. To reduce the cost of such sampling, hybrid

molecular mechanics/quantum mechanics computations were used and implemented into a

fully functional computation package: SolvHybrid. The theory, challenges, and applications

of the MMSolv method and the SolvHybrid package are exposed in this part.
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2 Solvation Free Energies and Adsorp-
tion Energies at the Metal/Water
Interface from Hybrid Quantum-
Mechanical/Molecular Mechanics
Simulations

This Chapter is based on the following article: Solvation Free Energies and Adsorption Ener-

gies at the Metal/Water Interface from Hybrid Quantum-Mechanical/Molecular Mechanics

Simulations, Clabaut, P. and Schweitzer, B. and Götz, A. and Michel, C. and Steinmann, S.N.,

Journal of Computational and Theoretical Chemistry, 2020, 10.1021/acs.jctc.0c00632

abstract: Modeling adsorption at the metal/water interfaces is a corner-stone towards an

improved understanding in a variety of fields from heterogeneous catalysis to corrosion. We

propose and validate a hybrid scheme that combines the adsorption free energies obtained in

gas phase at the DFT level with the variation in solvation from the bulk phase to the interface

evaluated using a molecular mechanics based alchemical transformation, denoted MMsolv.

Using the GAL17 force field for the platinum/water interaction, we retrieve a qualitatively

correct interaction energy of the water solvent at the interface. This interaction is of near

chemisorption character and thus challenging, both for the alchemical transformation, but

also for the fixed point-charge electrostatics. Our scheme passes through a state characterized

by a well-behaved physisorption potential for the Pt(111)/H2O interaction to converge the free

energy difference. The workflow is implemented in the freely available SolvHybrid package.

We first assess the adsorption of a water molecule at the Pt/water interface, which turns

out to be a stringent test. The intrinsic error of our QM-MM hybrid scheme is limited to

6 kcal·mol−1 through the introduction of a correction term to attenuate the electrostatic

interaction between near-chemisorbed water molecules and the underlying Pt atoms. Next,

we show that the MMsolv solvation free energy of Pt (-0.46 J·m−2) is in good agreement with

the experimental estimate (-0.32 J·m−2). Furthermore, we show that the entropy contribution
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at room temperature is roughly of equal magnitude as the free energy, but with opposite

sign. Finally, we compute the adsorption energy of benzene and phenol at the Pt(111)/water

interface, one of the rare systems for which experimental data are available. In qualitative

agreement with experiment, but in stark contrast with a standard implicit solvent model, the

adsorption of these aromatic molecules is strongly reduced (i.e., less exothermic by ∼ 30 and

40 kcal·mol−1 for our QM/MM hybrid scheme and experiment, respectively, but ∼ 0 with the

implicit solvent) at the solid/liquid compared to the solid/gas interface. This reduction is

mainly due to the competition between the organic adsorbate and the solvent for adsorption

on the metallic surface. The semi-quantitative agreement with experimental estimates for the

adsorption energy of aromatic molecules thus validates the soundness of our hybrid QM-MM

scheme.
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2.1 Introduction

Assessing the impact of water at the metal/liquid interface is a challenging task but mandatory

to understand and predict numerous interfacial processes from heterogeneous catalysis to

water treatment, metal plating and corrosion. The lack of extensive experimental data is clearly

detrimental to validate proposed methods. As it serves as both, a theoretical and experimental

model system for the understanding of metal/water interfaces, the platinum/water interface

is the only exception in this respect. Pt is well characterized in surface science studies 1;2 and

highly relevant to heterogeneous catalysis and electrocatalysis. 3–7 Furthermore, Pt(111)/water

is one of the few solid/liquid interfaces for which a couple of experimental solvation energies

are available. 8–10 We herein will rely on this exceptionally well-characterized interface to vali-

date our general approach by comparing our computed adsorption energies at the solid/liquid

interface to the available experimental values.

Over the last twenty years, several approaches have been developed to computationally ac-

count for solvation effects at the metal/water interface. In the microsolvation scheme, a

limited number of water molecules are co-adsorbed with the adsorbate of interest.11–15 To

achieve a balanced description of solvation along a reaction profile, these water molecules

have to be carefully chosen and placed. In addition to being cumbersome, microsolvation

only allows to retrieve the short range part of the solvation effects, also called direct solvation

effects. The indirect solvation effects, i.e., the modified electrostatic interactions as well as the

entropy of solvation are completely neglected in this approach.16–20 The implicit solvation

models such as the polarizable contiuum model, PCM, 21 are precisely designed to retrieve the

indirect solvation effects and are most successful to recover the average electrostatic interac-

tion between solutes and the solvent which is described by its dielectric constant. However

the lack of a database of reference solvation energies at the water/metal interface severely

limits the parametrization and validation of implicit solvation models for the metal/liquid

interface. The cluster-continuum model, where the direct (local) solvation effect is described

by microsolvation and the indirect (bulk) solvation is approximated by the dielectric constant

try to combine the best of both worlds. 15 Alternatively the full water phase can be computed.

However, phase-space sampling with an accurate energy description is the main issue with

these approaches. In an early study along these lines a short molecular dynamics (MD) sim-

ulation was performed prior to the optimization of snapshots, yielding a metal/amorphous

ice-like interface.22 Similar studies for various metal surface/adsorbate combinations have

been performed with widely varying number of water molecules and sampling length.23;24

However, these studies have not assessed to which extent they actually mimic a metal/liquid

water interface. Hybrid quantum-mechanical/molecular mechanics (QM/MM) approaches

have also been suggested but have so far not been compared to the rare experimental data 25;26.

Our two-step hybrid QM-MM level, that we had called MM-FEP,27 consists in describing

the surface–adsorbate interaction via a DFT optimization and accounting for the solvation
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effects of the frozen DFT geometry through free energy perturbation (FEP) exploiting efficient

molecular mechanics. This allows to retrieve all the major solvation effect, including the

competition between water and the adsorbate for adsorption on the surface. Independently

and in parallel to our work, Getman and co-workers developed a similar approach to asses

adsorption free energies of CO and sugars on Pt (111) and compared it with implicit solvation

and ice-like structures optimisations. 28;29 The accuracy of any kind of QM/MM heavily relies

on the quality of the forcefield used to sample the phase-space of the solid/liquid interface.

Even though several forcefields enjoy great popularity,30–33 it is only recently that we have

introduced GAL17, the first qualitatively correct force field for the interaction between a water

molecule and a Pt(111) surface. 34 This force field has subsequently been generalized to other

metal surfaces.35 Thus, we are now ready to tackle the solvation free energies at the Pt(111)

surface with a reliable force field.

Alchemical transformations such as FEP or thermodynamic integration (TI) rely on compara-

bly small changes in the Hamiltonian, most suitable for non-covalent interactions. However,

the GAL17 force field correctly describes the interaction between water molecules and the

metal surface by a “strong” interaction. Therefore, special attention needs to be paid during

the alchemical transformation in order to avoid dependence of the results on the starting point

(hysteresis), which is the first challenge addressed herein. The second challenge is how to

make the chemisorption-like potential of GAL17 compatible with point-charge electrostatics.

When developing GAL17, electrostatics between the surface and the water molecules have

not been explicitly taken into account, i.e., they are part of the interaction potential but not

expressed in terms of point charges. This is comparable with biological force fields, where

point-charges are not part of bond or angle terms. However, when adsorbates are present

on the surface, the point charges are crucial for retrieving solvation energies at the metal/liq-

uid interface. Nevertheless, double-counting needs to be avoided between GAL17 and the

point-charges.

In this work, we perform computations in the spirit of MM-FEP, but adapting it according

to the two identified challenges when using GAL17 in alchemical transformations. The thus

obtained solvation energies are called “MMSolv” for molecular mechanics solvation energies.

When combined with DFT interaction energies to give adsorption energies at the metal/liquid

interface, we call the level of theory “hybrid”, to indicate the use of a QM and a MM constituent.

We implement the approach in an easy-to-use package, SolvHybrid. By the comparison with

experimental adsorption energies of benzene and phenol at the Pt(111)/water interface,

we demonstrates a semi-quantitative accuracy of the devised hybrid level of theory. Given

suitable force fields, SolvHybrid is applicable to the determination of solvation energies at

any solid/liquid interface. Therefore, we expect SolvHybrid to become a valuable tool for

mechanistic investigations in heterogeneous (electro-)catalysis and for other processes at the

solid/liquid interface.
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2.2 Theory

2.2.1 SolvHybrid: Principles and Workflow

The SolvHybrid package aims at computing the adsorption free energy of a molecule M on

a surface S in a solvent using a hybrid scheme. This quantity, named here ∆aG sol v , can be

decomposed in two terms:

∆aG sol v =∆aGvac +∆a∆hG (2.1)

where ∆a designates the free energy difference of adsorption of M on S and the superscript

sol v and vac refer to the process in solvent (here water) and vacuum or gas-phase, respectively

and ∆h collects all solvent effects (h stands here for hydration). ∆a∆hG formally also includes

the change of adsorbate–surface interaction due to the co-adsorption of solvent molecules

and the polarization of the adsorbate due to the presence of the solvent.

The first contribution (∆aGvac ) is the Gibbs Free Energy of adsorption of the molecule M on the

surface S computed in the gas-phase. To a good approximation it does not require extensive

phase-space sampling 36 and can, therefore, be evaluated by standard DFT optimizations, here

performed using VASP.37;38 SolvHybrid computes the hybrid adsorption energy, combining

the DFT energy ∆aGvac with the MMSolv energy correction term ∆h∆aG . Hence, ∆aGvac

and the corresponding optimized geometries, together with their Hirshfeld charges, of M ,

the surface S and the adsorbate-surface assembly (M@S) constitute the basis of SolvHybrid

computations.

The MMSolv term (∆a∆hG) is the variation of the free energy of solvation (∆hG), during the

adsorption process, i.e., from bulk solution to the interface. The solvation effects derive mostly

from the reorganization of the solvent around the adsorbate (often referred to as the cavitation

energy), the replacement of water molecules adsorbed on the surface by the adsorbate and

from the change in interactions between the molecule in bulk solution and at the interface,

i.e., the change in polarization. Within the SolvHybrid package, the computation of ∆a∆hG is

performed with molecular mechanics (MM) within the framework of thermodynamic integra-

tion (TI) as implemented in AMBER. 39;40 The principles of the alchemical TI are summarized

in section A.1 of the appendix chapter A. In principle, the MM requires the evaluation of three

different types of interactions: (i) metal/adsorbate, (ii) water/adsorbate, (iii) water/metal.

Since no accurate and general force field exists for the interaction between adsorbates and

metal surfaces, we set this interaction to zero and keep the DFT determined geometry frozen

during the MM computations. As a compensation, ∆aGvac is, of course, added in the end to

obtain ∆aG sol v (see Eq. 2.1). The most stable adsorption configuration at the solid/liquid

interface can, nevertheless, be determined if the solvation energy is computed for different
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(gas-phase) configurations, i.e., the configurational sampling is factored out of the TI and

only performed in vacuum or implicit solvent. The water/metal interaction is conveniently

described by the GAL17 force-field 34. Finally, the water/adsorbate interaction is approximated

by established Lennard-Jones parameters41 and atomic charges computed with DFT. 42 This

approach approximates the polarization of the adsorbate by the presence of the solvent ac-

cording to the scheme devised by Jorgensen and co-workers 43, but neglects the modification

of adsorbate–surface interaction due to the co-adsorption of solvent molecules.
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Figure 2.1 – Thermodynamic cycle used to determine ∆a∆hG. M represents the studied molecule, S the metallic surface,
M@S the molecule adsorbed on the surface, and WB a water box of a sufficient size. ∆hG expresses the
solvation free energy of a compound, while ∆aG is the adsorption free energy associated to M + S −→ M@S.
δ∆hG is defined as the free energy change associated with the transformation depicted by the red arrow.

Following our previous work, 27 we thus exploit the thermodynamic cycle of Fig. 2.1 to evaluate

∆a∆hG . In principle, ∆a∆hG can be computed in three ways: (i) by direct transformation

(horizontal black line), (ii), following the rectangle of black arrows, exploiting the “standard”

thermodynamic cycle, i.e., ∆a∆hG =∆aG +∆hG(M@S)−∆hG(S)−∆hG(M), with ∆aG being

equal to zero in the chosen computation framework (MM with no interaction between the

molecule and the surface), and (iii) invoking the triangle with the red, diagonal arrow, i.e.,

∆a∆hG = δ∆hG−∆hG(M). The direct transformation (i) is difficult to achieve as it requires the

simultaneous presence of two systems in the initial state, i.e., a very large water box to mimic

separated systems. The terms ∆hG(S) and ∆hG(M@S), required for process (ii), present an

abrupt chemical change (the appearance of a full metallic surface in the bulk water), that is

computationally costly to converge. As we have shown previously,27 cycle (iii) avoids these

issues and introduces a smoother transition, δ∆hG , between the empty surface S and M@S,
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both immersed in water.

The two transformations corresponding to δ∆hG and ∆hG(M) are, therefore, driven by the

SolvHybrid package, in order to determine ∆a∆hG . Note, that the surface part of M@S and S

is slightly different. Indeed, the deformation, polarisation and electron transfer induced by

the adsorption of the molecule M is computed at DFT level, taken in account within ∆aGvac

and is responsible for the different geometries and charges of the S (sub-)system.

In summary, the complete adsorption energy of a compound at the solid/liquid interface is

computed by SolvHybrid as:

∆aG sol v =∆aGvac +∆a∆hG =∆aE vac
DF T +δ∆hGM M −∆hGM M (M) (2.2)

2.2.2 Electrostatic interactions between the solvent and the metallic surface

The standard implementation of Coulombic interactions in AMBER for periodic systems relies

on the use of the Particle-Mesh-Ewald (PME) method. While PME is highly efficient, it is

intrinsically more complex than the direct space evaluation of the Coulomb interactions. An

alternative to PME is to use “shifted” Coulombic interactions (E shi f t
C ) in direct space, which

make the electrostatic interaction compatible with a cut-off distance rcut . The role of the shift-

function is to render the evaluation of the Coulomb interactions in direct space compatible

with periodic boundary conditions while avoiding discontinuities in the energy or forces. Here,

we rely on the following “shifted” Coulombic interactions, initially introduced in the CHARMM

community 44–46:

E shi f t
C (ri j , qi , q j ) = qi q j · 1

ri j
·
(

1−
r 2

i j

r 2
cut

)2

(2.3)

where the squared term in parenthesis corresponds to the shift function, ri j is the internuclear

distance between atoms i and j . qi and q j are the respective atomic charges in suitable units.

Beyond the cutoff distance rcut , the Coulomb interactions are no longer evaluated. We use

this expression for all charges that do not involve metal atoms.

The reason why we herein prefer the simplicity of Eq. 2.3 compared to PME is the follow-

ing: In contrast to standard non-bonded parameters, the GAL17 force field captures weak

chemisorption of water molecules with the metal surface. Therefore, the internuclear distance

between Pt and O is rather short (about 2.5 Å) in the minimum. Furthermore, since GAL17 is a

non-polarizable force field (the polarization energy that is easily recoverable being only about

1 kcal·mol−1 for a single water molecule 47), we had assumed a zero atomic charge on Pt during

its development. However, when adsorbates are present on the surface, we necessarily also

need to take atomic charges into account to describe the electrostatic interaction between the
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solvent and the adsorbate. Since we determine these charges from first principles for the M@S

system, they unavoidably lead to partial charges on the Pt atoms. To make GAL17 compatible

with atomic charges on Pt, we tested and adopted a strategy inspired by standard force fields,

where the Coulomb interaction is set to zero for 1-2, 1-3 and scaled down for 1-4 covalently

bonded neighbors.44 In standard (fixed topology) force fields, these short-ranged Coulomb

interactions are excluded (or scaled down) since the corresponding interaction terms are al-

ready implicitly taken into account through the chemical bonds. Since quantum-mechanical

effects are dominating at such short internuclear distances, the variation in the Coulomb

energy of point charges would, anyway, not be physically relevant. However, GAL17 is a

“semi-reactive” force field in the sense that the water/Pt topology is not fixed, even though the

internal connectivity of the water molecules and the metal surface cannot change, preventing

water dissociation and metal dissolution. Due to the flexible water/Pt topology, we cannot

simply exclude the corresponding Pt–O and Pt-H pairs, but smoothly switch off the Coulombic

interactions at short distances, which is nearly trivial in direct space. This is achieved by

introducing a Fermi damping function for the Pt–H2O Coulombic interactions, resulting in:

E shi f t
C (rP t , j , qP t , q j ) = qP t q j · 1

rP t , j
·
(

1−
r 2

P t , j

r 2
cut

)2

·
(

1

1+exp(−σ(
rP t , j

r0
−1))

)
(2.4)

where σ and r0 are the adjustable parameters of the Fermi-damping, corresponding respec-

tively to the switching slope and the characteristic distance of the short-range correction. The

two damping parameters were adjusted to minimize the highest ∆a∆hG of water molecule on

the Pt (111) surface, determined as presented in section 2.4.1. The final parameters were 25

and 3.3 Å, for σ and r0, respectively. The resulting Coulomb interaction is shown in Fig. 2.2,

where it is compared to the bare and shifted Coulomb operator.

2.3 Computational Details

2.3.1 Molecular mechanics simulations

The MUSIC module for AMBER39, implementing the GAL17 forcefield, was used to describe

water-Pt interactions along with the set of published parameters34. A second version of the

forcefield, dubbed “sGAL17” for soft GAL17, was also used. It consists in exactly the same

functional form, but all parameters with energy as a unit are divided by four.

Water–water interactions were computed via the TIP3P water model.48 All Lennard-Jones

interactions other than TIP3P are taken from the UFF force field41. In all computations, the

non-aqueous part of the system (S, M@S and M), was frozen using the belly algorithm of
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Figure 2.2 – Distance dependence of the electrostatic interactions, renormalized by the partial charges qi , q j . The green
line corresponds to the bare Coulomb operator ( 1

r ), while the orange curve is the shifted electrostatic interaction
according to Eq. 2.3. The blue line results from the short-range damping of Eq. 2.4. rcut , σ and r0 were set to
8.0 Å; 25 and 3.3 Å, as used for all our computations.

AMBER. The shake algorithm was exploited to constrain the geometry of the water molecules,

allowing to use a time step to 2 fs.49 50. The pressure was anisotropically scaled, i.e., only

the out-of-plane unit-cell vector was allowed to change by adapting the default Berendsen

barostat of AMBER51 accoordingly.

The thermodynamic integration was carried out using the default settings of AMBER17, in-

cluding the softcore potential 52;53 when performing the actual alchemical change.

2.3.2 DFT computations

All geometries for the molecule (S), the molecule adsorbed on the metallic surface (M@S) and

the bare metallic surface (M) were optimized with VASP37 38, using the conjugate-gradient

algorithm. The PBE generalized gradient approximation54 55 was chosen as the exchange-

correlation functional, complemented by the dDsC dispersion correction56, a setup that has

previously been validated against experimental gas-phase adsorption energies 57. The plane-

wave energy cutoff was set to 400 eV. The electron-ion interactions were described by the PAW

formalism 58;59. A Γ-centered 3×3×1 Monkhorst-Pack K-point 60 grid was used to sample the

Brillouin zone. All slabs were built as initially ideal p(4x4) Pt(111) cells with 4 layers. Only the

two topmost layers were allowed to relax during the optimizations. All geometries are available

in the appendix chapter A. The VASPsol module 21;61 was used to assess the effect of an implicit

solvent for comparison. The default settings for cavitation energy are used, and the plane-

wave energy cutoff was increased to 600 eV. When a Pt slab was present, a dipole correction

was applied in the out-of-plane direction62, to avoid solvating a macroscopic dipole. 18
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2.3.3 MM setup via SolvHybrid

SolvHybrid allows to setup the MM computations automatically. In practice, it builds 3×3

supercells (other multipliers are supported) with respect to the DFT unit cells to extend the

lateral size of the surface well beyond the MM cut-off distance and to improve statistics.

Atomic charges for the surface and molecules are extracted from Hirshfeld charges of the

VASP computations, 42 re-scaled as CM5 charges 63 and multiplied by the recommended factor

of 1.2743. Single-point gas-phase MM energies (E vac
M M ) are computed for each system (S, M ,

and M@S). The M@S and M systems are then solvated by a ∼30 Å thick TIP3P water box48,

via the algorithm of leap from the AmberTools. The resulting orthorhombic box completely

surrounds the system. Water molecules not above the surface are then removed so that the

final water box matches the original in-plane dimensions of the 3×3 supercells. The water

boxes of M@S and M are then minimized for 2000 cycles to diminish highly repulsive forces.

An exact copy of the water box of the M@S system is then extracted to be place on top of S.

This leads to two systems (S and M@S) that only differ by the coordinates of the atoms that

are being transformed during the TI, as requested by AMBER.

2.3.4 Settings for thermodynamic integrations

As described in section 2.2.1, SolvHybrid performs two independent TIs. TI1 connects M@S to

S: (M@S)sol v −→ (S)sol v required to evaluate δ∆hG . TI2 connects M to bulk liquid water: (M)sol v

−→ (;)sol v and is the main constituent for ∆hG(M), the MMsolv solvation energy of the entity

M .

When performing the TIs, the self-energy of the fragments that are alchemically transformed

are also annihilated/created. Hence, to comply with the thermodynamic cycle of Fig. 2.1, the

corresponding energies in vacuum have to be subtracted, so that the effective MM adsorption

energy in vacuum ∆aE vac
M M does not contribute to the final result:

∆a∆hG = δ∆hGM M −∆hGM M (M)

= (−∆T I1G −E vac
M M (M@S)+E vac

M M (S)
)− (−∆T I2G −E vac

M M (M)
)

=∆T I2G −∆T I1G −∆aE vac
M M (2.5)

Finally, we can write the hybrid adsorption energy in solution as:

∆aG sol v =∆aE vac
DF T −∆aE vac

M M +∆T I2G −∆T I1G (2.6)

Following standard practice in AMBER, each TI is separated in several partial transformations,
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which we call “step” herein. Each step is itself divided into 11 windows, corresponding to

different values of the mixing parameter λ. For each window, individual minimization, heating

and equilibration to 300 K and production at 1 bar are performed.

The minimization is carried out for 100 cycles at constant volume. Heating from 5 to 300 K

is achieved over 200 ps, i.e., at a heat rate of 1.475 K·ps−1, with a thermostat time constant

of 1 ps while the pressure is kept constant at 1 bar. Equilibration is carried out for 100 ps in

the NPT ensemble, keeping the the temperature at 300 K by a Langevin thermostat with a

collision frequency of 2 ps−1. 64 200 ps of dynamics under the same conditions are used as the

production phase.

The steps constituting the TIs are: (i) Discharge of the non aqueous part of M@S, i.e., scal-

ing the atomic charges of M@S progressively to zero, (ii) For M@S with no atomic charges,

transforming the GAL17 forcefield to sGAL17, (iii) Alchemical change from M@S to S with

no atomic charges on S and M@S and with sGAL17 for the water/Pt interaction, (iv) For S,

transform the sGAL17 to the GAL17 forcefield, (v) Recharge of the non-aqueous part of S,

i.e., scaling atomic charges of S from zero to their physical values. We find that step (ii) and

step (iv) are necessary to ensure reproducible results, avoiding hysteresis with windows being

trapped in meta-stable states for several nanoseconds.

The discharge (i), recharge (v), and alchemical (iii) steps are conducted on 9 evenly spaced

windows with λ ranging from 0.1 to 0.9, plus 2 windows at λ equal to 0.005 and 0.995. The

softening of GAL17 (ii) and its reverse (iv) are performed in 11 logarithmic-spaced (spacing

following ln(x)) and decreasing logarithmic-spaced windows (spacing following 1− ln(x))

ranging from 0.005 to 0.995, which reflects the exponential shape of 〈∂V (λ)
∂λ 〉λ during these

transformations (see Fig. A.1 and Fig. A.2 in the appendix chapter A).

Using an algorithm from Steinbrecher 65, free energy variations are gathered over the last 200

ps of each window, numerically integrated for each step and summed to the corresponding

total free energy change.

2.4 Results and discussion

Having described the developed hybrid method in section 2.2.1, we now turn to the actual

results obtained when combining DFT in vacuum with MMsolv solvation energies. By com-

puting the solvation energy of H2O@Pt(111), we first investigate the intrinsic error, which is

committed by the uneven description for adsorbates and the solvent. Then, we move to the

solvation energy of the Pt(111) surface in order to obtain rough estimates of the energetic costs

to displace water molecules from the surface. Finally, we validate our method by assessing

the adsorption free energy of benzene and phenol at the Pt(111)/water interface, for which

experimental estimates are available.
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2.4.1 H2O@Pt(111) solvation energies to monitor inconsistencies

To estimate the inconsistencies of the scheme due to the dual DFT/MM description, we here

evaluate the adsorption free energy of water in the water solvent. The considered transfor-

mation is an exchange between two water molecules, one which is in the bulk solvent, and

the other one is adsorbed on the surface. Hence, the energy balance of this exchange should

be zero. Practically, in the MMSolv scheme, the adsorption of a water molecule is described

by DFT, i.e., via a DFT geometry optimization and ∆aE vac
DF T , just like for any other adsorbate.

Simultaneously, the desorption of MM-described water molecule(s) makes space for the DFT

adsorbate. We consider this exchange as the worst-case scenario for the present scheme

since it implies an exchange between two molecules that are supposedly identical, but are

described by two different levels of theory. Furthermore, the adsorbate is small and interacts

strongly with the solvent, so that there is barely room for error cancellation. The resulting

adsorption free energy, compared to the expected zero energy balance, will, therefore, be

particularly sensitive to discrepancies between the two levels of theory. This adsorption free

energy was also assessed as a function of the distance of the water molecule from the surface.

This evaluates the committed error, the smoothness and convergence behavior toward the

expected zero energy result far away from the surface.

We will here use H2ODFT to distinguish it from the MM water molecules. In this case, ∆aG sol v

represents the free energy required to replace a MM water molecule on the surface by H2ODFT@Pt(111)

and, simultaneously make H2ODFT disappear from the bulk water. H2ODFT is distinct from

the MM water molecules in three ways: (i) its interaction with the surface is treated at the DFT

level and consists in ∆aE vac
DF T , (ii) it polarizes the platinum surface during its adsorption while

the MM water molecules do not, (iii) it is frozen during the TI and therefore can neither be ex-

changed with other water molecules, nor move to optimize the organisation of the interfacial

structure of water.

∆aG sol v (H2O) is used to determine the effectiveness of the Coulomb correction described

in section 2.2.2: Fig. 2.3 compares the results obtained with the standard (shifted) Coulomb

interactions in orange (Eq. 2.3) with the short-range corrected interactions (in blue) of Eq. 2.4.

Note, that the results for Particle Mesh Ewald are of equivalent quality to the orange lines of

the standard shifted Coulomb scheme (see Fig. A.3).

According to Fig 2.3, ∆aG sol v is positive at short distances and diminishes from 11 or 7

kcal·mol−1for the “standard” and “short-range corrected” Coulomb interactions, to about zero

at long distance (> 8 Å) while consistently displaying a slight second peak of 2 kcal·mol−1at

∼ 5 Å. The decay to zero after 8 Å means that from this distance on, there is no interaction

between the molecule and the surface, and, furthermore, that even the water organization

around the frozen molecule is the same as in the bulk. In contrast, at short distances the three

differences mentioned above and discussed in the next paragraphs might contribute to make
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Figure 2.3 – Adsorption free energy ∆aG sol v for immobilized DFT water molecule on a 4 layers slab of Pt(111) using a p(4x4)
cell as a function of the distance of the oxygen to the surface. Its interactions with the slab are described at DFT
level. Corrected refers to free energies computed with the coulombic correction proposed, in opposition to the
uncorrected energies. Free energies are given an estimated ±1.0 kcal·mol−1accuracy (See appendix chapter A,
section A.4 for details).

∆aG sol v positive.

The obvious difference (i) is that the interaction of a MM molecule at the surface is replaced

by ∆aE vac
DF T for H2ODFT@Pt(111). However, this change is expected to be well described by the

GAL17 forcefield, 34 and should, therefore, not lead to a considerable contribution.

The subtle difference (ii) is connected to the atomic charges: the charges of H2ODFT and the

metallic atoms are modified by polarization and non-negligible charge transfer at the DFT

level,66 an effect that is only implicitly (at the single molecule level) taken into account in

GAL17. Fig. 2.4 illustrates the DFT charge distribution at the DFT adsorption minimum.

On average, the surface atoms are negatively charged, even though a strong positive charge

is found for the Pt atom on which the oxygen is adsorbed. This positive charge is not very

problematic in the MM computations since it is “shielded” by H2ODFT and only MM water

molecules in the second layer will be affected by it. The negative charge, which accumulates

in the vicinity of the hydrogen atoms, can, however, lead to substantial interactions with the

oxygen atoms of co-adsorbed MM water molecules. Even a partial charge of only -0.05 e− at

the adsorption minimum distance of of 2.5 Å yields an artificial repulsion of about 5 kcal·mol−1

with the water oxygen atom. It is this repulsion that the Coulomb short-range correction of

Eq. 2.4 is designed to attenuate. Indeed, switching the correction on reduces ∆aG sol v at short

distance from 11 kcal·mol−1to 7 kcal·mol−1. We, therefore, assign this 4 kcal·mol−1difference

as the cost of the unequal description of charge transfer. While the DFT polarization is, of

course, physically meaningful, the issue here is that the MM water molecules do neither lead to

such a polarization nor is the force field (GAL17) adapted to deal with the surface polarization,

but built for a neutral surface, as discussed in section 2.2.2.
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Figure 2.4 – Atomic charges computed for the slab interacting with “DFT water” molecules. The charges are CM5 charges
scaled by 1.27 according to ref 43.

Finally, point (iii) questions if keeping a water molecule frozen at the interface significantly

disturbs the interfacial organization. To quantify this effect, we perform TIs with frozen MM

molecules instead of H2ODFT. These tests show that a MM frozen water molecule results in a

∆aG sol v very close to 0, i.e., that freezing in itself does not introduce a significant artifact.

Having addressed the three points above, we may ask ourselves where the remaining 7

kcal·mol−1at short distance come from. In the spirit of our tests with frozen MM water

molecules, we perform further tests to assess the impact of the internal polarization of the

water molecule upon adsorption. We observe that the oxygen atom in H2ODFT@Pt(111) is less

negatively charged compared to the non-adsorbed water molecule (-0.7 vs. -0.8 e−). Due to

this weaker internal polarization, the interaction of H2ODFT with the other water molecules at

the interface is much weaker than it “should” be, resulting in the positive ∆aG sol v .

As a result of this analysis, we conclude that the Coulomb correction is an important com-

ponent of solvation energies at metallic surfaces. However, direct solvent effects, i.e., the

modification of water–adsorbate interaction due to the surface are only approximately taken

into account, as shown here by the remaining free energy difference, and already highlighted

during the development of GAL17 34. Thus, if suspected to be important, the direct water ef-

fects should be treated via microsolvation. 15 Our hypothesis is, however, that the water–water

interaction at the interface is among the worst cases possible, which means that we expect

errors below 7 kcal·mol−1 for general adsorbates.
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2.4.2 Solvation free energy of the Pt(111) surface

In order to validate the scheme beyond the “intrinsic” worst-case scenario of section 2.4.1, we

estimate the solvation free energy of the Pt(111) surface. This surface solvation free energy

Γsur f (see Eq. A.3 in the appendix chapter A) corresponds to the free energy change associated

with the creation of a water interface with a platinum slab in the middle of bulk water. In other

words, the Pt–vacuum surface free energy does not contribute. It is, therefore, negative if the

stabilizing interactions between water and platinum are strong enough to overcome the cost

of creating a “gap” in water that will be filled with platinum. Γsur f can be computed similarly

to the MMsolv term of Eq. 2.1 via SolvHybrid by adapting the latter to allow the creation of the

full platinum slab instead of only the adsorbed molecule, with all the details exposed in the

supplementary information (section A.5). Using the TIP3P water model Γsur f is found to be

-0.46 J·m−2 (-5.2 kcal·mol−1·atom−1). As a comparison, we also compute the corresponding

value for the TIP4P water model and obtain -0.51 J·m−2 (-5.8 kcal·mol−1·atom−1). The corre-

sponding value for the water/gas-phase interface has been determined to 0.052 J·m−2, 67 i.e.,

about ten times less in absolute value and, of course, positive, as the creation of this interface

costs energy. Compared to the value of -0.32 J·m−2 reported by Campbell et. al., 68 the accuracy

of the result is very encouraging and on the same order of magnitude as the estimate of 0.27

J·m−2 by Gim et al. 69 using a more sophisticated electrostatic embedding 70 but a less accurate

water–metal force field compared to this present study. The sign of this value is consistent

with the wetability of platinum. The magnitude is almost reduced by a factor of two with

respect to the adsorption energy of a single water molecule on a platinum slab (roughly -9

kcal·mol−1according to DFT), which is coherent with the energetic and entropic cost to create

the interface. The contribution due to the loss of water–water interactions due to the creation

of the interface is, as stated above, only responsible for a reduction of about 0.5 kcal·mol−1

with respect to the vacuum adsorption energy, highlighting the significant difference between

the solid/liquid and liquid/gas interface.

A remarkable feature of explicit solvent molecular dynamics is the possibility to evaluate the

solvation free energy as a function of the temperature. This contrasts with contiuum models

such as PCM that are fitted for a given temperatures and cannot predict the temperature depen-

dence. 21 In practice, we evaluate Γsur f for a range of temperatures and determine the enthalpy

and entropy according to its derivative (see Fig. 2.5). The enthalpic component ∆h Hsur f of

the surface solvation free energy is closely related to the stabilizing interaction between Pt and

water, while its entropic counterpart −T∆hSsur f is linked to the interfacial reorganization.

Since the molecules are partially immobilized at the interface, a fast reorganizing (hot) solvent

is expected to loose more entropy than a cold solvent upon the formation of the interface.

Despite the statistical noise, Γsur f increases (becomes less negative) when increasing the

temperature. The curve is fitted to a linear formula following Γsur f = ∆h Hsur f −T∆hSsur f

with∆h Hsur f =−0.86 J·m−2 and∆hSsur f =−1.34 mJ·m−2·K−1 (R2=0.81). The negative entropy

confirms the reduced mobility of water at the interface.
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Figure 2.5 – Solvation free energy of the Pt(111) surface in function of the temperature

In conclusion, the solvation free energy of Pt(111) obtained with GAL17 and the adopted

strategy to carefully converge the thermodynamic integrations results in good agreement with

experimental estimates. Furthermore, we provide new insights on the decomposition of the

entropy/enthalpy balance at the solid/liquid interface. This makes us confident to tackle the

next step which is the solvation free energy of adsorbates at the Pt(111)/water interface.

2.4.3 Adsorption of benzene and phenol at the Pt(111)/water interface

The adsorption free energy of benzene and phenol are studied to quantitatively evaluate

the accuracy level of our QM/MM hybrid scheme compared to the experimental estimates

from Campbell et. al. 68 This provides us also the opportunity to compare MMSolv solvation

energies to the one obtained with the widely used PCM, implemented in VASPsol. 21

As a start, we compare the solvation energies of molecules in solution to their experimental

counterparts, taken from the Minnesota database of solvation free energies.71 The experi-

mental standard solvation free energies of water, phenol and benzene in water are reported

to be -6.31, -6.62 and -0.87 kcal·mol−1, respectively. The implicit solvent, which is fitted on

this kind of reference data, is in qualitative agreement, yielding -7.5, -5.7 and -1.0 kcal·mol−1.

The MMsolv bulk solvation energies ∆hGM M (M) are -4.8, -4.9 and -2.3 kcal·mol−1. While

these solvation free energies are not highly accurate, although in agreement with previous

reports,27;29 the error remains in the 1-2 kcal·mol−1 range, which is acceptable in our con-

text and comparable to PCM values. Such errors have also been proposed to originate from

missing polarization and charge-transfer effects at the MM level. 29 These computations also
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demonstrate that the computational setup is reasonable, i.e., (a) a sound combination of

atomic charges and Lennard-Jones parameters and (b) that the direct space computation of

the Coulomb interaction does not introduce major inaccuracies or inconsistencies.

Since MM naturally includes the size of the solvent molecules, we can expect that the coverage-

dependence of adsorption energies differs between PCM and MMSolv. The aromatic molecules

have been suggested to adsorb flat on the so-called bridge position at the Pt(111)/water in-

terface. 68;72 To investigate the coverage dependence and the preferred adsorption mode, we

consider four different coverages (from 1/7 to 1/36 monolayer (ML), where the ML is defined

with respect to the number of surface Pt atoms) for the two most stable gas-phase adsorption

modes, as proposed by Chaudhary et.al. (see Fig. A.4 in the appendix chapter A).73 Since

the relative stability of these two modes is conserved after the evaluation of solvation free

energy, only the most stable mode are discussed below. We note that defining the coverage in

terms of surface Pt atoms is most convenient as the saturation coverage is not unambiguously

known. However, using this definition, care should be applied when comparing the coverage

dependent adsorption energies of various molecules, as adding a small additional molecule

(e.g. CO) has not the same effect as adding a large one (e.g. naphtalene). As described below,

the size of the adsorbate also displaces a varying amount of water molecules from the first

interfacial layer.
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Figure 2.6 – Adsorption free energy ∆aG sol v , calculated with SolvHybrid or using the Polarizable Continuum Model (PCM)
as an implicit solvent, for a benzene or phenol molecule at 4 different coverages on a (111) platinum slab. Gas
phase result refers to DFT-based adsorption energy for the same systems. The molecule were all adsorbed
on position Brg30◦ for Benzene and Brg30◦C2 for Phenol (see Fig. A.4). The dashed lines correspond to the
experimental values of ref 71, whose precise coverage is unknown, with gas referring to gas phase adsorption
energy and Solv to the free energy of adsorption in water.

The adsorption free energies of phenol and benzene as a function of the coverage are reported

in Fig 2.6, where we compare gas-phase DFT to PCM and our QM/MM hybrid level. For all

cases considered, a difference of less than 10 kcal·mol−1 is observed between the adsorption

free energy computed in the gas-phase and the implicit solvent. Qualitatively, PCM even
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stabilizes the adsorption of benzene at the Pt(111) interface, presumably due to the non-

zero surface dipole moment obtained with the deformed benzene molecule (see Fig. 2.7) In

contrast, the hybrid QM/MM adsorption free energy is reduced (in absolute value) by about

20 kcal·mol−1 with respect to the gas-phase.

Campbell and co-workers have estimated the standard adsorption free energy (corresponding

to ∼ 0.05 ML) of benzene and phenol at the Pt(111)/water interface to be -3.4 kcal·mol−1 and

-8.4 kcal·mol−1, respectively. This compares to their adsorption heat, measured both at about

-47.8 kcal·mol−1 at the Pt(111) gas-phase interface. Therefore, the trend between the gas-phase

and aqueous-phase interface is qualitatively reproduced by our MMSolv results. In contrast,

PCM predicts either no change (phenol) or a qualitatively wrong trend (benzene) and can,

therefore, not be recommended to capture solvation effects at the Pt(111)/water interface, as

also pointed out by Skylaris and co-workers. 74

In Fig. 2.6 we draw a dashed horizontal line for the experimentally estimated adsorption free

energy. This does not indicate that the experimental value is assumed to be a constant as

a function of the coverage. Indeed, for the gas-phase it is known that this is not the case.8

At the solid/liquid interface, however, the coverage dependence is not known and, further-

more, Campbell and co-workers have argued that the experimental values are most likely

compatible with island formation, i.e., locally much higher/lower coverages than on average.

It is, therefore, difficult to judge the quantitative agreement between the experimental low-

coverage, island-forming estimate and the homogeneous coverages investigated theoretically.

As discussed in the section A.7 in the appendix chapter A, we have attempted to quantify the

island-formation propensity according to a very simplified model. However, since applying

the same framework to the gas-phase data leads to the prediction of island-formation, which

goes against experiment evidence, 75 we conclude that the model is oversimplified. Hence, we

conclude that the hybrid results of Fig 2.6 are just in qualitative agreement with experiment

(especially at high coverage), but that a quantitative assessment of the coverage dependence

is beyond the scope of this investigation.

The use of explicit solvent and extensive phase-space sampling also allows to quantify the

coverage-dependent number of water molecules co-adsorbed with benzene or phenol. As

an example Fig. 2.7 shows that most Pt top sites not directly covered by the adsorbate are

occupied with water in the presence of 0.0625 ML benzene.

An analysis for 15 evenly spaced snapshots (corresponding to 300 ps of MD) of the first water

layer (up to 4.5 Å above the topmost Pt atom) provides quantitative results as a function of

the coverage. For benzene, a water coverage of 0.02, 0.32, 0.55, and 0.81 ML is observed for a

benzene coverage of 0.14, 0.11, 0.06, and 0.03 ML, respectively which represent a nice linear

decrease following approximately θw ater = 1−6.5∗θBenzene = (ntop −6.5∗nBenzene )/ntop

(R2 = 0.99). From this we deduce that each adsorbed benzene molecule displaces 6.5 water
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Figure 2.7 – Snapshot of the first solvation layer extracted from the production run of the computation of ∆aG sol v of the
benzene.

molecules at the interface. Similarly, water coverages of 0.01, 0.17, 0.53, and 0.80 ML were

found for phenol, leading to a slope of -6.9 (R2 = 0.99). In agreement with chemical intuition,

this demonstrates that phenol takes somewhat more space on the surface than benzene. The

fact that the difference is only small is likely to be attributed to the possibility of the hydroxyl

group of phenol to be incorporated into the hydrogen-bond network of the first water layer.

Furthermore, this quantification of the water displacement, together with a tentative76;77

decomposition of the solvation free energy change into an electrostatic and non-electrostatic

component (see Table A.1 in the appendix chapter A) provides a strong evidence that the

qualitative difference between the implicit solvation models and our explicit solvation scheme

are related to the non-electrostatic energy terms associated with the displacement of water

molecules upon adsorption.

On the one hand, these results illustrate the accuracy of our hybrid QM/MM scheme to predict

experimental adsorption energies at the Pt(111)/water interface with a far better accuracy

than the commonly used PCM. On the other hand, the explicit description and extensive

phase-space sampling provides physical insight, such as the entropy/enthalpy balance at the

interface and the competition between water and other adsorbates. In summary, our scheme

is very promising and seems mostly limited by the accuracy of the MM energy expression,

which can, however, be further improved without the need of adjustments in the adopted

strategy. Hence we foresee a bright future for the SolvHybrid package for future investigations

of solvation effects at the solid/liquid interface.

53



Chapter 2. Solvation Free Energies and Adsorption Energies at the Metal/Water Interface
from Hybrid Quantum-Mechanical/Molecular Mechanics Simulations

2.5 Conclusion

Alchemical transformations are powerful to determine solvation free energies at the molecular

mechanics level of theory. As we have demonstrated herein, the near-chemisorption interac-

tion of water with a prototypical Pt(111) surface necessitates adjustments of the “standard”

thermodynamic cycle in order to reproducibly avoid hysteresis when computing the solvation

free energies at the Pt/water interface. In our approach, this involves an intermediate state

with weak interactions between the water solvent and the metal surface. Furthermore, the

electrostatic interactions between the strongly adsorbed water molecules and the metal atoms

is damped in order to avoid nonphysical contributions due to double counting. The result-

ing scheme, implemented in the freely available SolvHybrid software package that currently

relies on the combination of VASP and AMBER, reliably determines solvation free energies

at the Pt/water interface. It is validated by the assessment of the solvation free energy of the

Pt(111) surface, which is, with -0.46 J·m-2 for the TIP3P water model, in good agreement with

the experimental estimate of -0.32 J·m-2. More importantly, combined with DFT adsorption

energies in gas-phase, adsorption energies from the bulk solution to the Pt/water interface are

obtained at a hybrid DFT-MM level. As an example, a reduction of ∼ 30 kcal·mol−1 is obtained

for the adsorption of benzene and phenol at the Pt(111)/water interface compared to the

gas-phase. This compares well with the experimental estimates of ∼ 40 kcal·mol−1, while the

implicit solvent estimate of ∼ 0 is qualitatively incorrect. The major contribution at the hybrid

level is traced back to the competition of the adsorbate with water molecules: the adsorption

of a single aromatic molecule expels six to seven water molecules from the strongly bound

first water layer. A further advantage of our approach compared to implicit solvents is that the

explicit phase-space sampling with an atomistic water model naturally includes coverage and

temperature effects, so that they can be conveniently quantified. In summary, our QM-MM

hybrid scheme provides a routinely available semi-quantitative determination of adsorption

energies at the metal/water interface, valuable in various contexts ranging from corrosion to

liquid-phase heterogeneous catalysis.
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In the following part, three studies of the water/metal interactions are presented. As presented

in the previous part, computing accurate adsorption energies at the water/metal interface at a

reasonable computational cost requires molecular mechanics computations. The goal of the

studies collected in this part was, therefore, to develop a force field to reproduce at best the

water/metal interactions. The development of two generations of force fields is presented. The

first tackles metallic alloy/water interface in chapter 3, while the second is designed to work for

corrugated surfaces and even nanoparticles (chapter 4). These force fields have demonstrated

root mean square deviations of only ∼ 1 kcal·mol−1 for predicting the adsorption energies

of a water molecule on diverse metallic surfaces. However, problems were also observed for

predicting the interaction of water clusters with metallic surfaces. The synergistic adhesion

effect of co-adsorbed water molecule was therefore also investigated in chapter 5 and found

mainly due to polarisation and charge transfer. These two effects were quantified for different

clusters in a view to understand, and possibly include them in future generations of force

fields.
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3 Ten Facets, One Force Field: The
GAL19 Force Field for Water - Noble
Metal Interfaces

This Chapter is based on the following article: Ten Facets, One Force Field: The GAL19 Force

Field for Water - Noble Metal Interfaces, Clabaut, P. and Fleurat-Lessard, P. and Michel, C. and

Steinmann, S.N., Journal of Computational and Theoretical Chemistry, 2020,

10.1021/acs.jctc.0c00091

abstract: Understanding the structure of the water/metal interfaces plays an important role

in many areas ranging from surface chemistry to environmental processes. The size, required

phase-space sampling and the slow diffusion of molecules at the water/metal interfaces

motivate the development of accurate force-fields. We develop and parametrize GAL19, a

novel force-field to describe the interaction of water with two facets (111 and 100) of five

metals (Pt, Pd, Au, Ag, Cu). To increase transferability compared to its predecessor GAL17,

the water-metal interaction is described as a sum of pair-wise terms. The interaction energy

has three contributions: (i) physisorption is described via a Tang and Toennies potential, (ii)

chemisorption and surface corrugation relies on an attractive Gaussian term and (iii) the

angular dependence is explicitly included as a truncated Fourier series. 13 parameters are

used for each metal surface and were fitted on 250 water adsorption energies computed at

the PBE+dDsC level. The performance of GAL19 was evaluated on a set of more than 600 DFT

adsorption energies for each surface, leading to an average root mean square deviation (RMSD)

of only 1 kcal·mol−1, correctly reproducing the adsorption trends: strong on Pt and Pd but

weaker on Ag, Au and Cu. This force-field was then used to simulate the water/metal interface

for all ten surfaces for 1 ns. Structural analyses reveal similar tendencies for all surfaces: a

first, dense water layer that is mostly adsorbed on the metal top sites, and a second layer up
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to around 6 Å, which is less structured. On Pt and Pd, the first layer is strongly organized

with water lying flat on the surface. The pairwise additive functional form allows to simulate

the water adsorption on alloys, which is demonstrated at the example of Ag/Cu and Au/Pt

alloys. The water/Ag-Cu interface is predicted to be disordered with water mostly adsorbed

on Cu which should exacerbate the Ag reactivity. On the contrary, incorporating Pt into Au

materials leads to a structuring of the water interface. Our promising results make GAL19 an

ideal candidate to get representative sampling of complex metal/water interfaces as a first step

towards accurate estimation of free energies of reactions in solution at the metal interface.
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3.1 Introduction

The metal/water interface is key in many technologically relevant systems, ranging from

heterogeneous (electro-)catalysis1;2 to tribology3 and corrosion.4 Beyond the prototypical

monometallic surfaces, alloys are of key importance in the domain of catalysis5;6 and active

research in corrosion7. The atomistic understanding of metal/liquid interfaces remains

poor, despite experimental8–10 and computational11–24 efforts throughout the last 30 years,

exclusively devoted to monometallic single-crystal surfaces. The origin of the difficulties to

characterize the metal/water interface at an atomistic level comes from its non-crystallinity.

In absence of a long-range order, only indirect spectroscopic evidence is available regarding

the organization of water at metallic interfaces. Similarly, from a computational perspective,

the amorphous nature of the interface requires large simulation cells in combination with

thorough phase-space sampling due to the slow equilibration at the interface that features

strong interactions with the water molecules. 18;21

Large simulation cells and extensive phase-space sampling is routinely applied for bio-

molecules relying on molecular mechanics (MM), i.e., simple force fields, instead of evaluating

the energies and forces from first-principles. These force fields have been optimized over the

last sixty years based on a combination of experimental reference data (X-ray structures) and

quantum-mechanical computations. 25 Experimental benchmark data is nonexistent for alloy

surfaces and very limited for monometallic surfaces, which explains the slow development of

metal/water force fields.

The motivation for developing a metal/water force field not only lies in gaining an atomistic

understanding of the the metal/water interface, but also in being able to account adequately

for the solvent effects,

when investigating reactions at these interfaces.26–28 Solvent effects have, for instance, been

shown to change the relative catalytic activity of metallic catalysts compared to the gas-phase 29

and are key for a realistic description of electrocatalysis. 30 Today, these investigations mostly

rely on microsolvation29;31–35 or implicit solvents,36–39 where few water molecules or just a

dielectric medium is used to represent the solvent, respectively. To overcome the limitations

in sampling, molecular dynamics appears as a tool of choice. However, the use of DFT to

perform MD simulations of relevant length (∼ 500 ps) on systems with a relevant size (∼ 200

metal atoms and ∼ 200 water molecules) is computationally prohibitive for entire reaction

pathways, 23;40–42 since each ps of such a simulation requires 1’000-10’000 CPUh. 21

A hybrid approach, where the solvent is described at the MM and the surface at the DFT level,

is a promising alternative, provided an accurate force field is available.43–46 To make such a

strategy widely applicable, the metal/water force field should be compatible with established

MM water models and standard Lennard-Jones and point-charge description of additional
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molecules and ions. This precludes the use of specialized force fields such as (AI)REBO,47–49

COMB3, 22 ReaxFF, 50;51 RexPON 52 or Neural Networks 53 as the corresponding functional form

is not compatible with well established force fields available for most organic molecules.

A weak chemisorption54 interaction of 5-10 kcal·mol−1drives the adsorption minimum of

water molecules on the top position on closed-packed transition-metal surfaces. 14 Chemisorp-

tion interactions are typically treated via fixed topologies in force fields. However, the met-

al/water interaction is weak and therefore needs to be formed and broken dynamically. For

geometric reasons, an atom centered pair-wise potential yields an adsorption minimum in

the hollow position as with the METAL 15 or DFT-CES 24 force field, in disagreement with the

preferred top adsorption. Hence, non-conventional approaches are required to stabilize the

top adsorption configuration compared to the hollow site. The use of projectors,11 reactive

angular terms,12 virtual sites17 or explicit three body terms22 have been proposed to this

effect. Our initial force field, GAL17,21 standing for Gaussian, Angular and Lennard-Jones,

relies on attractive Gaussians which modulate the relative stability of top and hollow sites. In

combination with the angular dependence terms and hydrogen repulsion, GAL17 retrieves the

qualitative behavior of a single molecule adsorption on Pt(111) as a function of the distance,

top/hollow position and angular orientation compared to DFT reference data. 21 Furthermore,

when coupled with an appropriate model for the water–water interaction, ice-like layers are

well described as well.

This non-polarizable55 force field can be coupled to standard force fields and is compatible

with any water–water interaction. However, GAL17 was developed having monometallic,

perfectly flat single-crystal surfaces in mind. This allowed to simplify several terms (angular

dependence, hydrogen repulsion) into expressions that only depend on the surface position.

The extension of the force field from Pt(111) to other noble-metal surfaces also calls for a

description of alloy surfaces. An energy expression such as GAL17 that depends on the global

surface is not suitable to describe alloys, where the properties of the surface depends on the

local configuration, i.e., in an Ag/Pd alloy a locally Pd rich surface configuration will interact

more strongly with water than an Ag rich configuration, in analogy to other adsorbates. 56–58

Hence, we here present a generalized energy expression, called GAL19, that is based on a

pair-wise formulation in order to seamlessly treat alloy surfaces. GAL19 is made available in

the free, open-source code CP2K.

The next section presents the details of the revamped GAL19 force field and the reference

data to fit it for the (111) and (100) surface of Cu, Pd, Ag, Au and Pt. After a short comparison

of theses different surfaces for water adsorption, we discuss the quality of GAL19 for single

molecule adsorption and then move to a comparison of the water structuration at the surface

as a function of the metal and the facet. Finally, we investigate the interface of the Ag/Cu and

Au/Pt alloys.
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Figure 3.1 – Schematic representation of the top, bridge and hollow site of adsorption on metallic (111) and (100) surfaces.

3.2 Theory

3.2.1 Object definitions and functional form

To define the adsorption of a single water molecule, several geometric descriptors can be

distinguished: (i) the distance of the oxygen atom to the surface (ii) the relative position with

respect to the surface atoms, e.g., the top, bridge and hollow position (see Fig. 3.1) and, (iii)

the relative orientation of the O–H bonds with respect to the surface normal (see Fig. 3.2b).

In GAL19, all these definitions are required to be based on an atom pair-wise description.

For instance, the distinction between top/hollow/bridge is well reproduced by sums over

interatomic distances in combination with suitable functions to tune the relative interaction

energies. The situation becomes more involved for the relative position of the O–H bonds

with respect to the surface normal. First, we have to define a surface normal (~n) based on

interatomic pairs. In GAL19, we define a surface normal for each metallic atom M via:

~n(M) =∑
i
~rMi ,M (3.1)

where i runs over all metallic atoms (i.e., including all constituents in the case of an alloy)

within a distance cut-off of M (see the green circle in Fig. 3.2a). Due to the symmetry of the

surface and the underlying bulk, this vector always points perpendicular to the surface. In our

implementation, the cutoff is set independently of the global force field cutoff. A value of 3.0 Å

has been used to include all first neighbors of the metallic atom. This is thus large enough to

ensure a well behaved surface normal. Note that the very notion of a surface normal restrains

the applicability of GAL19 to objects with locally well defined surfaces, i.e., neither to single

atoms nor very amorphous or completely irregular nanoparticles with rough cavities etc.

Having defined ~n(M), the orientation of a water molecule is most conveniently expressed
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(a) Vectors for GAL19 definition.
(b) Angles for GAL19 definition

Figure 3.2 – (a) Atoms, vectors and angle used in the definition of the GAL19 force-field for M-OH2: ~r is the Metal/Oxygen
vector; ~n is the surface normal defined by Eq. 3.1 for M using neighbouring metallic atoms within a cutoff distance
shown by a green disk; ~µ is the dipole of the water molecule; Ω is the ensemble of atoms within the cutoff (red
dotted circle) which contribute to the overall interaction energy of the water molecule with the metallic surface;
and θ is the angle between ~n and ~µ. (b) Schematic representation of the cartwheel angle θ, the propeller angle
φ, and the helicopter angle ω, defining the orientation of the water molecule with respect to the surface. ω= 0 is
arbitrarily defined as a coincidence of the dipole moment vector and the x-axis. At φ= 0 the molecular plane of
H2O is parallel to the surface.

using three angles (see Fig. 3.2b): θ, which is the angle between the dipole moment of the

water molecule ~µ and the surface normal, describes the cartwheel motion. φ is related to

the propeller motion, defining the rotation of the water plane around the axis of the dipole

moment. Finally, the helicopter angle ω describes the rotation of the water molecule around

the surface normal.

In agreement with the pair-wise interaction potential, the general functional form of GAL19

reads:

VGAL19 =
∑
H

∑
M∈Ω(H)

VM ,H (~rM ,H )+∑
O

∑
M∈Ω(O)

VM ,O(~rM ,O ,θ) (3.2)

whereΩ represents an ensemble of metallic atoms (indistinct of their nature in the case of an

alloy) within a given distance cut-off (red dotted circle in Fig. 3.2a). To simplify the notation

below, we will not specify the nature of the metallic atom. In other words, it is implicit that

when simulating alloys, the parameters for the corresponding M ,O or M , H pair is used.

As shown when developing GAL17, the helicopter angle ω is of negligible importance. In

contrast, the propeller motion φ is key and is most conveniently described by the hydrogen
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repulsion with the metallic surface. In GAL19, this takes the the form of an exponential

repulsive wall:

VM,H (rM ,H ) = AH e−rM ,H /RH (3.3)

were r is the norm of~r , AH tunes the strength of the repulsion and RH is the characteristic

distance of the exponential decay.

All the other interaction energy terms are collected in the metal oxygen pair:

VM ,O(~rM ,O ,θ) = VG (εa ,b∥,b⊥;~rM ,O)+VA(RO , a1−4;rM ,O ,θ)+VT T (A,B ,C6;rM ,O) (3.4)

where VT T is the potential of Tang and Toennies, 59 VG is an attractive Gaussian and VA is the

term for the explicit θ angular dependence. Note that for a better readability, the dependence

of these expressions on the surface normal and similar ensemble averages that include all

metal atoms within the cutoff-distance (M ∈Ω(O)) are omitted here. These terms are explicitly

described below. A, B , C6, εa , b∥, b⊥, RO , a1, a2, a3, and a4 are the respective parameters

which are determined as described in section 3.2.2.

Physisorption term: VT T

The physisorption potential VT T is taken from the seminal work of Tang and Toennies,59

truncated to the typical (London) dispersion expression C
r 6 :

VT T (r ) = Ae−B ·r −
[

1−
6∑

k=0

(B · r )k

k !
e−B ·r

]
C6

r 6 (3.5)

where A, B , and C6 are parameters.

The Tang and Toennies potential is closely related to the Born-Mayer60 or Buckingham po-

tential, 61 with which it shares the exponential soft-wall potential and the long-range London

attraction. However, in contrast to these earlier potentials, the one of Tang and Toennies

damps the diverging C6

r 6 potential in order to have a continously repulsive potential in the short

range. The particularity of the Tang and Toennies damping function is that it does not rely on

any additional parameters, but just re-uses the steepness parameter B of the exponentially de-

caying repulsion. Note that the Tang and Toennies damping function is successfully exploited

in dispersion corrections to DFT62 and in particular in dDsC, 63 which is the one used herein.
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top

hollow

bridge

Figure 3.3 – Schematic representation of attractive Gaussian potentials centered on the position of the nuclei. The Gaussians
overlap more strongly on bridge sites than on hollow sites. Lines represent isopotential surfaces projected on
the surface. Darker colors indicate stronger attractive potential. Metallic atoms are situated at the centre of the
circles.

Chemisorption terms: VG and VA

DFT computations and surface experiments64 agree that the top site is preferred for the

adsorption of a water molecule. Hence, in order to stabilize the top site with respect to the

hollow site, which would be the low-energy site when only using the physisorption potential

(Eq. 3.5), we rely on the polarized attractive Gaussian potential introduced in the GAL17 force

field: 21

VG (~rM ,O) = εae−b∥·r 2
∥ e−b⊥·r 2

⊥ (3.6)

were r∥ and r⊥ are, respectively, the parallel and perpendicular projection of ~rM ,O on the

surface normal ~n.

The asymmetry introduced by distinguishing the direction perpendicular and parallel to

the plane allows to tune independently the contribution of the Gaussian on the top and

hollow site (see Fig. 3.3). In a first approximation, the Gaussian of each metallic atom in

an alloy surface is taken from the corresponding monometallic surface. To improve the

approximation and include at least some fraction of the electronic effects present in alloys,

one could introduce atom types that depend on the environment. These atom types would,

themselves be parametrized via a cluster expansion, as we have previously done in the context

of acetylene adsorption on Ag/Pd alloys.58 The introduction of atom types avoids the use of

many-body terms to introduce a dependence on the local environment. The explicit many-

body terms are, in our case, computationally unnecessarily expensive, since the corresponding

atoms do not move during a given computation.

The second chemisorption term of GAL19 is an explicit angular dependence. Indeed, according

to DFT, the angle θ of the chemisorption minimum is ∼ 90◦. To reproduce this angular
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preference, we rely on a damped, truncated Fourier series of 4 terms:

VA(Mi ∈Ω(O);r,θ) = (e−r /RO )2∑
Mi∈Ω(O)

e−rMi ,O /RO

4∑
n=1

an cos(nθ) (3.7)

The angular dependence has to vanish for molecules in solution. In GAL17, this was achieved

by a global definition of the position of the surface. In GAL19, however, we require a fully

pair-wise additive formulation of all terms. Here, we choose an exponential decay with a

characteristic distance of RO . Directly imposing a distance decay for each atom would lead to

an unequal description for top, bridge and hollow sites, since they have one, two and three

nearest metal neighbours respectively. Squaring the distance dependence and renormalizing

it with the sum of contributions within the cutoffΩ(O) provides a more balanced description

across the entire surface.

3.2.2 Fitting method and data set

In total, 13 adjustable parameters are needed for the GAL19 forcefield for each metal: the three

parameters for physisorption (Eq. 3.5) A,B and C6 ; the three parameters of the Gaussian (Eq.

3.6) εa ,b∥ and b⊥; the five parameters for the angular dependence (Eq. 3.7) RO , a1, a2, a3, and

a4 ; and the hydrogen repulsion parameters AH and RH of Eq. 3.3.

In order to fit these parameters, a set of 826 configurations is built for each metal. All configura-

tion consist of a single water molecule adsorbed on a p(3×3) metallic slab. The configurations

probe various orientations, distances and adsorption sites (top, hollow etc.) of the water

molecule. Only a restricted part of the total set (about 250 configurations) is used to fit the

data, while the rest is used to validate the model. More details about the set can be found in

the appendix chapter B.

The C6 parameter is the only one that is not fitted but directly extracted from the DFT compu-

tations via the use of the dDsC dispersion correction.65 A configurationnal average over the

fitting set has been chosen for the final C6 value. In analogy to the typically adopted united

atom approach in water force fields,66 we use a single C6 coefficient for the water molecule,

i.e., the combination of the hydrogen and oxygen metal C6 coefficients.

For the other parameters we distinguish the eight linear (A,B , a1, a2, a3, a4, AH ,εa) from the

five non-linear ones (B , b∥ and b⊥, RO , and RH ). The non-linear parameters are optimized via

a simplex optimizer, distributed via the SIESTA package67. In each iteration of the simplex,

the optimal solution of the eight linear parameters is obtained via a least square procedure.

This process drastically accelerates the optimization of the parameters and is, furthermore,

more robust to deal with linear dependencies within the parameter set.
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The optimal parameters for the five metals and the two facets are provided in the appendix

chapter B.

3.3 Computational details

3.3.1 DFT

All DFT single-point evaluations have been carried out with VASP 5.4.1,68;69 using the PBE

generalized gradient approximation functional 70;71 with the dDsC dispersion correction 63;72

and an energy cutoff of 400 eV for the expansion of the plane-wave basis. The electron-ion

interactions are described by the PAW formalism.73;74 The interatomic distance of the bulk

metals have been optimized and found to be 2.56, 2.78, 2.92, 2.81 and 2.94 Å for Cu, Pd, Ag, Pt

and Au, respectively. For all five metals, we have investigated the (100) and (111) facets. Series

of 826 configurations of a single water molecule adsorbed on a p(3 x 3) metallic unit cell with

4 metallic layers were built for each of the metal/facet couple. The slabs are separated by a

vacuum of 20 Å in order to minimize interactions between periodic images. The diverse set

(see appendix chapter B) explores the configurational space characterized by the four main

descriptors: The adsorption site, the distance to the surface, the cartwheel angle θ and the

propeller angle φ as defined in Fig. 3.2b. The Brillouin zone was sampled by a Γ-centered

3 x 3 x 1 Monkhorst-Pack K-point grid.75 Idealized geometries (as cut from the bulks) were

adopted for the metallic layers, while the water molecule was taken from a DFT optimization

in gas phase (O-H: 0.98 Å and a H-O-H angle of 105.32◦). The impact of the water geometry on

the interaction energy at the Pt(111) interface is depicted in Fig. B.1 and found to be small

(0.55 kcal·mol−1per water molecule on average), so that it barely affects relative energies.

Furthermore, choosing a geometry that is not taken from a specific MM water model makes

GAL19 less bound to a given water model. Indeed, we combine GAL19 not only with TIP3P,

but also perform tests with OPC3 76 and a polarizable water model 77.

3.3.2 Molecular Mechanics

All molecular mechanics simulations have been carried out with CP2K 5.1,78–81 using the

FIST module under periodic boundary conditions. Long-range Coulombic interactions were

evaluated through the smooth particle-mesh Ewald summation. 82 Molecular dynamics were

run in the NVT ensemble at 300 K, using the default settings for the Nose-Hoover thermo-

stat.83;84 Water molecules interactions were simulated according to the TIP3P model 66 and

inter-atomic distances were accordingly constraint. All metallic atoms were kept frozen. The

water/metal interactions were described by our implementation of the GAL19 force-field,

which will be released to the public in a future version of the CP2K software.

The interfacial systems contained 192 metal atoms (c(4×6), 4 layers) and 250 water molecules,
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yielding a water layer of about 20 Å. A vacuum layer of 20 Å separates the water from the

“downside” of the metal slab, see Fig. B.2. Since we do not apply a barostat, this avoids the

simulation of a confined water layer.

Finite size effects were tested by running simulations with a larger unit cell (432 metal atoms).

As shown in Fig. B.3, these simulations gave nearly identical results for Pt(111) as the smaller

unit cell, suggesting a limited dependence on the box size beyond the one adopted herein.

For the simulations of random alloys we used Vegard’s law 85 to determine the lattice constants,

i.e., linear interpolations between the monometallics according to their molar fractions. The

random distributions of the 192 atoms were generated such that each metallic layer has the

target ratio between the two metals. Just like the monometallics, the alloy surfaces have been

kept fixed in their idealized bulk geometries during the simulations. In all simulations, the

interfaces were equilibrated for 400 ps and averages were then calculated over 600 ps, giving

total simulation lengths of 1 ns.

3.4 Results and discussion

3.4.1 Low-coverage water adsorption

Energy Minima Water adsorption at 1/9 monolayer (ML) on the (111) and (100) facets of Cu,

Pd, Ag, Pt and Au has been studied by DFT and used for fitting GAL19 on these ten metallic

surfaces.

Water adsorbing flat on top sites (θ ≈ 90◦, φ= 0◦) is the most stable conformation adsorption

according to previous DFT optimization and experimental observations64. Therefore, Fig.

3.4 reports the distance dependence of this adsorption modes for the 10 facets at the PBE-

dDsC level of theory, used herein to fit GAL19. This level of theory has been validated against

experimental data on Pt(111) in a previous study.72 Furthermore, the comparison of the

minimum adsorption energy on the (111) surface with other vdW-inclusive functionals86

shows a good agreement, with deviations of about 0.5 kcal·mol−1and 0.05 Å for minimum

adsorption energies and distances.

Starting with the (111) surfaces, which is the lowest energy facet of these fcc metals, Fig.

3.4a shows the (dis)similarities of the studied metals. This analysis agrees well with earlier

reports,87;88 but sets the stage for the subsequent discussion. Water binds only weakly (5.8

kcal·mol−1) to Au(111) and Ag(111) surfaces at equilibrium distances of 2.8 and 2.75 Å respec-

tively. The third coinage metal, Cu(111), binds water slightly more strongly (6.6 kcal·mol−1) at

a shorter distance (2.55 Å), in agreement with its smaller size, reflected in the smaller lattice

constant (2.56 Å interatomic distance vs. 2.94 Å for Au). Finally, Pt(111) and Pd(111) bind

water the most strongly at the shortest distance (2.5 and 2.45 Å respectively), despite their
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Figure 3.4 – DFT calculated adsorption energy of a water molecule on all the considered metals for their (111) facet (a), and
(100) facet (b), in function of the distance of the water molecule’s oxygen to a top site of the surface, with the
angles θ and φ (as defined in Fig. 3.2 ) held at 90◦ and 0◦ respectively.

large lattice constant (≈ 2.8 Å interatomic distance). This can be rationalized by the significant

chemisorption contribution of water on these surfaces. 54

Moving to the (100) surfaces (Fig. 3.4b), which are the second most stable ones for these

metals, the overall ordering with respect to the energy minimum remains the same as on

the (111) facet. However, the coinage metals adsorb water more strongly on the (100) than

on the (111) surface, which is most noticeable for Cu(100) (8.23 vs 6.6 kcal·mol−1), while it

is the other way round for Pd and Pt. For more strongly adsorbed species such as methyl

(CH3) or CO, a “universal” relationship has been identified,89 according to which the more

compact facets are interacting less strongly with adsorbates than more open facets due to

the higher degree of unsaturation of metallic bonds in the latter. Apparently, this “universal”

observation does not necessarily hold for water on (111) vs. (100) and could, therefore, impact

the relative stability of the two facets in water compared to computations in vacuum. The

preferred shape of large nanoparticles in water compared to vacuum can be determined using

Wulff-reconstructions. 90 Nevertheless, determining the surface free energies of aqueous (100)

and (111) surfaces is beyond the scope of this paper: extensive tests with our previous version

of the force field, GAL17, have shown that these simulations are technically challenging and

we will report on the corresponding results elsewhere. Furthermore, the relative energies of

small nanoparticles require also an energy expression for the metal–metal interactions, which

is beyond the capabilities of GAL19. For the same reason, surface reconstructions in water

cannot be properly described. Overall, we conclude that Pt and Pd surfaces together with

Cu(100) bind water strongly, while Cu(111), Au and Ag are significantly less oxophilic.

Fit quality of GAL19 A parity plot of GAL19 compared to the DFT reference data is shown for

Au(100) and Pd(111) in Fig. 3.5. These two surfaces are typical for a weak and a strong binding
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of H2O and the corresponding graphs for the other surfaces are available in the appendix

chapter B.

The root mean square deviation of the error of GAL19 (see Table B.3 in the appendix chapter

B) ranges from 0.8 (for Cu(100)) to 1.4 kcal·mol−1(Pt(100)) with an average of 1.0 kcal·mol−1.

This demonstrates the very satisfying overall performance of GAL19. To test the importance of

the training set, we have performed a second parametrization with a randomized training set

for Au(111) and Pt(100), which have low (0.75 kcal·mol−1) and high (1.39 kcal·mol−1) RMSDs,

respectively. The randomized fit set yields, with 0.98 and 1.19 kcal·mol−1very similar RMSDs.

This similarity is also reflected in the parameters (see Table B.2). This demonstrates that the

functional form and optimization method are robust.
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Figure 3.5 – Comparison of the adsorption energy of multiple adsorption conformations of a single water molecule on Pd
(111) and Au (100), calculated by DFT and GAL19. All the configurations of the total set (see Supplementary
information), resulting in an adsorption energy lower than 0 kcal·mol−1in DFT are included. The broken lines
indicates errors of ± 1 kcal·mol−1.

To analyze the performance of GAL19 more specifically, we first verify the angular dependence,

which we previously identified to be a critical point of comparison between different force

fields.21 Fig. 3.6 shows the θ dependence of the adsorption energy on Pt(111) which is rep-

resentative of all surfaces. The φ dependence and the corresponding graphs for the other

surfaces are shown in the appendix chapter B. Overall, the θ dependence shows the success of

GAL19 to reproduce the DFT reference data faithfully and in particular the minimum around

90◦ is reproduced in contrast with the previous generation, where the minimum was shifted

to 60◦.

The DFT energy minima discussed above are well reproduced by GAL19 (see Fig. 3.7 and

Table 3.1 and the additional data in the appendix chapter B). Despite GAL19 being designed

to reproduce the chemisorption minimum, Fig. 3.7 evidences the largest errors, up to 1.3

kcal·mol−1for Pd(111) for the more oxophilic surfaces. Nevertheless, overall the trends are well

reproduced, both between metals but also between facets, see Fig. B.4 and B.5. The biggest

deviation for the difference between (100) and (111) is obtained for Cu, where it amounts to
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Figure 3.6 – DFT, GAL17 and GAL19 calculated adsorption energy of a water molecule on Pt (111) in function of the cartwheel
angle θ, with φ held at 0◦ and at 2.5 Å from a top site.

0.8 kcal·mol−1in GAL19, while it should be 1.6 kcal·mol−1according to DFT.
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Figure 3.7 – DFT and GAL19 calculated adsorption energy of a single water molecule on different metallic facets, correspond-
ing to the minimum energy found by varying the adsorption distance on top site, with θ and φ (as defined above)
held at 90◦ and 0◦respectively.

The positions of the top and hollow minima are also compared between DFT and GAL19. The

position of the minimum adsorption energy on top and hollow site (rmi n,top and rmi n,hl w ,

respectively) and their relative stability
(
∆Etop,hl w

)
are available in the appendix chapter B

and the deviations (∆DF T,G AL19) reported in Table 3.1. The low average errors (∼0.1 Å, and 0.5

kcal·mol−1) demonstrates the capacity of GAL19 to describe the chemisorption that is different

between the hollow and the top site according to DFT. This relative stability of the top site

is governed by the anisotropic Gaussian (Eq. 3.6), which counterbalances the physisorption

term (Eq. 3.5). The physisorption alone yields an energy minimum for the hollow site, as

observed for the METAL force field 15 and the DFT-CES. 24 Reproducing the adsorption energy

and position away from the top site (e.g., on hollow) is crucial when aiming at a realistic
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Table 3.1 – Maximum and average deviation of the location of the minimum between DFT and GAL19 (δrmi n ) for top and
hollow (hlw) site adsorption and of δ∆Etop/hl w . δrmi n is defined as the differences between optimal adsorption
distance from the surface in DFT and GAL19 for a single water molecule on the given site and with with θ and φ

at 90◦ and 0◦respectively. Likewise, δ∆Etop/hl w is defined by δ∆Etop/hl w =∆G AL19Etop/hl w −∆DF T Etop/hl w =
(Emi n,hl w,G AL19−Emi n,top,G AL19)−(Emi n,hl w,DF T −Emi n,top,DF T ) where Emi n corresponds to the energy min-
imum.

Maximum Average Max% Average%

δrmi n,top (Å) 0.2 0.095 8.0 3.7
δrmi n,hl w (Å) -0.25 -0.155 9.3 5.5

δ∆Etop/hl w (kcal·mol−1) 1.5 0.4 87 32

description of the metal/water interface. If there is no strong preference of water molecules

for the top site, one might, for instance, expect a much more disordered interface than when

molecules are almost immobilized on the top site.

3.4.2 Ice layers on the (111) facets

In contrast to liquid water/metal interface, the ice water monolayer/metal interface is quite

extensively studied 91. In particular, the hexagonal water layer put forward by Doering et al. 92

has been the cornerstone for the understanding of ice monolayers on noble metal surfaces. As

a partial validation for more complex adsorption geometries, we have assessed the interaction

energy of three typical ice-like layers over the (111) facets over the five metal surfaces. The

most stable
p

3×p
3 unit cell, called Hdown, is a typical honeycomb ice-like layer based on

the work by Doering et al.92. Additionally, we also investigate less regular but more stablep
37×p

37 and
p

39×p
39 unit cells that have been observed over Pt(111). 93

The performance of GAL19 for these ice-like layers depends significantly on the metal studied

(see Fig. 3.8). The slope of the GAL19 interaction energy vs. the DFT interaction energy is

worst for Cu (almost flat), while for Ag and Pd the results are more acceptable (slope of 0.16

and 0.20). The Hdown layer, where the water molecules are mostly on top sites, is the one that

has the lowest interaction energy, but is also closest to the DFT reference values. For the larger

and more complex structures (
p

37 and
p

39) where the water molecules are not situated at

high-symmetry positions, the agreement is worse and, moreover, the relative stability from

one metal to the other is completely washed out. The two origins for this discrepancy can be

found in (i) the uneven description of the top/hollow energetic preference from one metal to

the other and (ii) the absence of many-body water–water–metal interactions at the interface,

which are non-negligible,94 but beyond the scope of the current force field. The good news

is, however, that (a) there is a qualitative agreement of which adsorption layer is more stable

than the other and (b) the energy difference between them is smaller than at the DFT level.

This means that sampling at the MM level and re-evaluating the energy of snapshots at the

QM level in a resampling spirit is likely to be successful as the MM energy landscape is flat
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Figure 3.8 – Interaction energies of GAL19 vs DFT for ice-like layers on the (111) facets.

enough to allow a significant ensemble overlap between QM and MM at room temperature.

3.4.3 The mono-metallic/water interface

Molecular dynamics simulations of 1 ns were carried out with GAL19 to evaluate the structure

of the metal/water interface for Pt, Pd, Au, Ag, Cu. Due to the slow diffusion of water at the

interface, such an extensive phase-space sampling is necessary for obtaining equilibrated

results.18;21 Fig. B.6 reports the results of a 5 ns trajectory for Pt(111), which shows that 1

ns simulations are well converged. Experimentally, the evidence on the neutral metal/water

interface is very scarce: Toney et al. have shown that the density in the first layer over Ag(111)

is at least 30% higher compared to the bulk and that two to three layers can be distinguished. 8

The IR data on the Au(111) and Pt(111) is debated 95 but tends to suggest either flat 96 or locally

ice-like arrangements97 for the first layer. Most recent studies heavily rely on theoretical

models9;10 to interpret the experimental data, but tend not to test many possibilities. As a

result, the early ultra-high vacuum data for a water layer on ruthenium92 is still frequently

used as a reference point to advocate “bilayers” with a
p

3×p
3 unit cell, even though more

recent works have shown that the most stable monolayer requires a significantly larger
p

39×p
39 unit cell at least on Pt(111).93 Overall, as a result of the difficulties of the experiments,

the (dis-)similarities between noble metal/water interfaces remain largely unaddressed by

experiments.

The structuring of the interface can be characterized through the monitoring of various

averaged quantities. The planar average density, d(z) = ρ(z)
ρ(w at ) = nO (z−d z/2,z+d z/2)

∆X ·∆Y ·δz∗ρ(w at ) , as a function

of the distance from the topmost metal nuclei (see Fig. 3.9a), is based on the position of

the oxygen atoms and compare the number of oxygen atom (nO) found in each layer of

small height (δz) - cut from the complete simulation cell (of volume ∆X ·∆Y ·∆Z ) - to the
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Figure 3.9 – Interface structuring as a function of the distance with respect to the metal surface (z) revealed by (a) the
molecular density ρ(z) divided by the reference density of water ρw at and (b) the atomic excess AE(z) for
the Pt(111)/H2O interface. AE is held at 0 when neither oxygen or hydrogen are found in the layer. Layers of a
thickness of 0.033 Å are used.

standard concentration of aqueous water (ρ(w at ) = 0.33Å−3). The “atomic excess” (Fig. 3.9b),

AE(z) = nO (z)−2nH (z)
nO (z)+2nH (z) , compares the average count of hydrogens (nH ) and oxygens (nO) in

layers parallel to the surface to identify oxygen rich (AE>0) and oxygen poor (AE<0) regions.

AE (z) and ρ(z) give complementary information on the layering of the solid/water interface. 27

Typical results for this analysis are shown in Fig. 3.9 for Pt(111). As shown in the appendix

chapter B (see Fig. B.7 and B.8), all the interfaces feature a very similar structuring, with two

distinct layers below 13 Å. Even when using the parametrization from the randomized fit sets,

the results remain very comparable (see Fig. B.9).

In order to assess the influence of the adopted water model on the interfacial structuring,

we have performed additional simulations with the polarizable water force field from Dang

and Chang77 for the Pt(111)/water interface. While qualitatively the interfacial structuring

is similar to the one obtained with the TIP3P model, the polarizable water model leads to a

somewhat longer-ranged structuring: a weakly structured third layer with a flat peak at ∼9

Å above the surface in the ρ(z) profile (see Fig. B.10) can be distinguished. Interestingly, the

OPC3 water model, which is characterized by stronger water–water interactions compared to

TIP3P, yields very similar results compared to the polarizable water model (see Fig. B.11).

To gain further insight, we have also analyzed the angular distribution within the two identified

layers and the bulk layer. Chosen in the interval 13-15.5 Å above the surface, this bulk layer

shows the expected random distribution, demonstrating that it is well-positioned and thick

enough to be neither affected by the structuring of the metal/water interface, nor by the

water/gas interface. Since also the angular distributions change only subtly between facets

and metals, Fig. 3.10 shows the data of the Pt(111) surface, while the corresponding data is

available in the appendix chapter B (Fig. B.12 and B.13) for the other facets. Remarkably,

the water organization was suggested to be different on Pt(111) and Pt(100) based on the
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Figure 3.10 – Angular distribution of the (a) the cartwheel angle θ and (b) the propeller angle φ of the water molecules on
Pt(111) for chemisorption, physisorption, and bulk layer, defined as being water molecule situated between 0
and 4.5, 4.5 and 7, and 13 and 15.5 Å away from the surface respectively. The red line represent an idealized
random distribution of the dipoles.

Siepmann-Sprik water/Pt interaction potential. 18 In contrast, GAL19 that uses a facet specific

parameterization does not yield a significant difference for interfacial organization between

the (100) and the (111) surface.

The first water layer (ending at ∼ 4.5 Å) is very dense (about twice as dense as bulk water), in

qualitative agreement with the experimental data of Toney et al. 8 This first water layer has a

strong preference for θ ≈ 90◦ as illustrated in Fig. 3.10a. Furthermore, the propeller angle φ

is close to 0◦, which means that in the first layer the molecular plane of water is essentially

parallel to the metallic surface in agreement with the experimental data by Ataka et al. 96. This

is also in line with the very small positive AE peak at ∼ 3 Å, characteristic for compensated

hydrogen and oxygen densities. This oxygen rich region is sandwiched between hydrogen

rich (AE<0) zones. The first one (∼ 2 Å) can be explained by the lower repulsion of hydrogen

compared to oxygen, which allows some hydrogen atoms to approach closer to the surface

than oxygen. The second one (∼ 4.5 Å) is composed of few hydrogen atoms pointing towards

the second layer (since most water molecules lay flat according to the θ distribution) and

mostly of hydrogen atoms pointing from the second layer to the first layer to maximize the

hydrogen bonding, as we will detail in the next paragraph. The first layer might, thus, appear

hydrophobic, as previously suggested by Chandler and co-workers based on simulations with

the Siepmann-Sprik force field.18 Note, however, that this conclusion does not hold for the

simulations with a polarizable water–water force field, which features a shoulder for H-up

configurations (θ ≈ 60◦, see Fig. B.10). This emphasizes the need for a future validation of the

interfacial structuring based on QM/MM resampling techniques.

The second water layer, which is still well distinguishable from the bulk, extends to ∼ 7 Å. It

is only slightly denser than the bulk and has a much weaker orientational preference. The
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Figure 3.11 – Percentage of the top sites occupied by water molecule and global coverage of the surface for multiple metallic
facets. The coverage is defined as the number of oxygen atom in the first layer (between 0 and 4.5 Å from the
surface), divided by the number of surface atoms. Errors estimation at 95% confidence interval are depicted by
enlarged line for total coverage and black bars for top site occupation.

positive peak of AE at 6 Å, followed by a constant AE≈0, and the peak at θ ≈ 120◦ both indicate

that water molecules in this second layer are preferentially oriented “H-down” to interact with

the first layer, the corresponding H atoms being in excess relative to the oxygen in the H rich

region at (∼ 4.5 Å). A small population of the second layer is also oriented “H-up” (shoulder

at θ ≈ 60◦). As shown in Fig. B.12 and discussed below in the context of the Pt/Au alloy, such

a shoulder is already visible in the first layer for Au(111). The weak orientational preference

of this second layer results from the balance between the water/water interaction and the

metal/second layer water interaction since the explicit angular dependence (Eq. 3.7) drops to

about 40% with respect to its value in the first layer. In summary, the first layer acts as a soft

template for the second layer.

Since the interface structuring is very similar for all ten surfaces studied (see Fig. B.14 and

B.15), Fig. 3.11 compares the first adsorption layer in terms of coverage and adsorption site

preference. The overall coverage (number of water molecules in the first layer divided by the

number of surface atoms) reaches 100% for all surfaces but Cu(111). This is higher than the

coverage for the famous bilayer structures (67%)92, but compatible with the high density of

water the the Ag(111)/water interface measured experimentally. 8 The lower overall coverage

on Cu(111) can be traced back to the competition between adsorption (6.6 kcal·mol−1in the

minimum) and hydrogen bonding (∼ 5 kcal·mol−1) which is particularly fierce on Cu(111)

since the Cu–Cu distance of 2.56 Å is too short to accommodate a hydrogen bond (O-H· · ·O
of ∼2.9 Å). However, when determining the proportion of water molecules on top sites (i.e.,

within 0.4 Å of the formal top site), clear differences emerge between the metal surfaces. On

Pt surfaces nearly all the top sites are occupied by water molecules. For Pd, the percentage

drops to about 75%, which can be explained by its top/hollow preference being at least 1
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Figure 3.12 – Percentage of the top sites of copper and silver occupied by water molecule and global coverage of the surface
for multiple alloy composition of Cu/Ag. The coverage is defined as the number of oxygen atom in the first layer
(between 0 and 4.5 Å from the surface), divided by the total number of surface atoms. Confidence interval at
95% are represented as colored band surrounding the data. The corresponding variances were computed by
block averaging. 102

kcal·mol−1lower than for Pt. Because of the weaker binding on Ag and Au, only 50-60% of top

sites are occupied on these surfaces, clearly demonstrating more disordered interfaces. Such

a comparative disordering has already been observed within the short (∼ 10 ps) DFT based

molecular dynamics simulations of Gross and co-workers. 16 Since the lack of equilibration in

the DFT-based MDs and the missing many-body contributions in our GAL19 force field make

it difficult to a priori judge the relevance of the obtained results, the obtained agreement is

reassuring for both approaches. The extent of the preference for top adsorption is expected

to manifest when studying the adsorption of molecules on these surfaces, as disordered

interfaces can accommodate adsorbates more easily than highly organized ones.

3.4.4 Water structure at the alloy/water interface

GAL19 enables investigations of alloy surfaces at the molecular mechanics level on the basis of

accurate water adsorption and orientational preferences on monometallic surfaces. Fig. B.16

and B.17 show that GAL19 is capable of retrieving the major effects of alloying, even though

electronic effects cannot be captured for obvious reasons. In the following, we study two

families of random alloys to probe two distinct effects: First, the effect of alloying Ag with Cu is

assessed. Ag/Cu is a typical example of two surfaces with similar adsorption properties for a

single water molecule, but a significant difference in lattice constant, leading to an interatomic

distance of 2.56 Å for Cu but 2.92 Å for Ag. Experimentally, Ag/Cu, which forms (metastable)

solid solutions, 98;99 is scrutinized for its anti-bacterial activity 100 and is CO2 electroreduction

properties. 101
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Figure 3.13 – Snapshot extracted from molecular dynamcis of water layer on top of Cu (111) (a), Cu0.5Ag0.5 (111) (b) and Ag
(111) (c). Cu is represented in brown, while Ag is shown in grey. Hydrogen bonds (as determined by default
settings of VMD) are shown as dashed green lines.

Second, Au/Pt alloy surfaces, typical for nanoparticles with enhanced catalytic properties, 103–105

are simulated to investigate the impact of mixing a strongly adsorbing metal (Pt) with a weakly

interacting one (Au) that have nearly the same lattice constant (2.81 and 2.94 Å interatomic

distance, respectively).

As above, we monitor the total coverage and the percentage of occupied top sites to compare

the different alloys. Furthermore, for the Au/Pt alloy we also report the angular distributions.

The resulting curves for the Cu/Ag (111) alloy are shown in Fig. 3.12. As expected, the percent-

age of occupied top sites is quite similar for both constituents, especially around an equimolar

mixture. As shown in Fig. B.18, this characteristic still holds when switching from the TIP3P

water model to OPC3, 76 which was found to behave differently at the interface in our previous

study. 21 At large Ag molar fractions, the remaining copper sites show an increased propensity

to be occupied, which can be rationalized by the combined effect of a relatively stronger

adsorption of water on copper than on silver (see Fig. 3.4a) and the increased lattice constant,

which lifts the constraints on the hydrogen bond between adsorbed molecules. Indeed, the

numerical experiment where the Cu(111) GAL19 parameters are used for a surface with the Ag

lattice constant gives a high percentage of occupied top sites (95%). The effect of the continu-

ously increasing lattice constant is also seen in the smooth and almost linear increase in the

overall coverage of the first water layer as the silver content increases. This increase could be

experimentally verified adapting the techniques used for Ag(111) surfaces. 8 Furthermore, the

varying total coverage is expected to noticeably impact the solvation energies of adsorbates as

a function of the alloy composition. In conclusion, the Ag/Cu(111) alloy interface is expected

to be disordered in analogy to the pure coinage metal surfaces (see Fig. 3.13). However, water

preferentially adsorbs on copper sites, so that the silver atoms are more available to interact

with other adsorbates compared to pure silver.

The corresponding curves for the random Au/Pt (111) alloy are provided in Fig. 3.14 to probe
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Figure 3.14 – Percentage of the top sites of gold and platinum occupied by water molecule and global coverage of the surface
for multiple alloy composition of Au/Pt. The coverage is defined as the number of oxygen atom in the first layer
(between 0 and 4.5 Å from the surface), divided by the total number of surface atoms. Confidence interval at
95% are represented as colored band surrounding the data. The corresponding variances were computed by
block averaging. 102

the influence of a contrasted adsorption while keeping a similar inter-metallic distance. In

contrast with Ag/Cu, the Au/Pt alloy shows a clear preference for water adsorption on top

of the Pt atoms, which is in line with the observations for the monometallic surfaces (Fig.

3.11). Furthermore, the overall coverage is quite constant, again reflecting the behavior of

Pt(111) and Au(111) which have similarly dense first layers. Despite the overall nearly constant

behavior across the composition, there is a slight increase in the percentage of occupied Au

top sites when increasing the Pt molar fraction. This can be rationalized via the templating

effect of the surrounding Pt atoms, where water molecules strongly prefer to adsorb on the top

position and limit, therefore, the freedom of the water molecules in the vicinity of Au surface

atoms. In terms of interface organization, the “constant” behavior of the Au/Pt alloy hides

the tuning from a disordered Au(111)-like interface to a highly ordered Pt(111)-like interface.

This disordering is, however, visible when analyzing the angular distribution (Fig. 3.15) as a

function of the Pt molar fraction. A shoulder at θ ≈ 60◦ appears when less than ∼ 30% of Pt are

on the surface (Fig. 3.15a). Similarly, φ= 0 is lower for these Au rich surfaces at the benefit

of φ> 50◦ adsorption modes, again attesting the higher disorder for Au rich interfaces. Even

though subtle, such a tuning of the interface ordering could influence the solvation energy of

molecules on the alloy surface.

In summary, our GAL19 simulations of alloy surfaces are among the first predictions of the

interface organization as a function of the alloy composition, revealing subtle effects based

on both geometric (lattice constant and its relation to the H-bonding distance) and intrinsic

effects (H2O binding preference).
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Figure 3.15 – Angular distribution for different molar fraction of Pt (xP t , given as a number in the legend) within the chemisorp-
tion layer (oxygen position < 4.5 Å above the surface) of the (a) the cartwheel angle θ and (b) the propeller
angle φ of the water molecules on PtAu alloys. The red dashed line represents an ideal random distribution of
the dipoles.
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3.5 Conclusion

The key ingredient of the metal surface/water force field GAL19 is a locally defined surface

normal computed based on atom pairwise sums. As a result of the pairwise nature, the novel

force field is directly applicable to alloy surfaces. The 13 parameters have been fitted for 5

metals (Pt, Pd, Au, Ag, Cu) and two facets (111 and 100). For each metal and surface we have

used a set of more than 600 configurations of one water molecule interacting with the surface

computed at the DFT level. The parametrization leads to low average errors (RMSD ≈ 1.0

kcal·mol−1) for the ten surfaces. Furthermore, the force field qualitatively reproduces the

relative adsorption energy between the top and the hollow sites.

Molecular dynamics simulations of 1 ns for each surface show that the structuring of the

metal/water interface does not depend a lot on the specific nature of the metal surface. The

interface is composed of two layers, followed by the bulk structure of the liquid. The first

layer is very dense, with mainly water molecules that are adsorbed flat on the metal surface.

On Pt, most of the top sites are occupied while on Au only half of the top sites are occupied

due to a lower corrugation between top and hollow sites. We have also studied random

alloys, mixing either metals with similar intermetallic distance but contrasted adsorption

energy (Au/Pt) or vice versa (Ag/Cu). Keeping in mind the limitations of GAL19 for alloys

(absence of electronic effects), our results suggest that while the broad trends in properties of

alloy/water interfaces (e.g., water coverages and top sites occupancy) can be inferred from

the monometallic interfaces, the details might differ. For instance, when Cu is diluted in Ag, it

binds water more strongly since it is not limited anymore by the short Cu-Cu intermetallic

distance. Similarly, when Au is diluted in Pt, water will tend to bind more to Au than when it is

not as diluted, benefiting from the templating effect of the organized water layer on Pt.

GAL19 shows promising result for mono-molecular water adsorption, even though it does not

include interfacial water–water many-body interactions which would be necessary in general.

Similarly, the current parametrization is not adapted to ordered surface alloys. Nevertheless,

in comparison to DFT, GAL19 allows a much more extensive phase space sampling of the

noble metal/water interface. Therefore, our work opens the door to the evaluation of the

solvation energy at the metal/water interface using a force field that captures the water–metal

interaction with high fidelity.
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4 Beyond the extended metallic sur-
face/water interface with the GAL21
force field

abstract: This Chapter presents the extension of the GAL19 force field to more complex

metallic structures than extended model surfaces. The GAL21 force field uses the Generalised

Coordination Numbers to include the under-coordination of surface metallic atoms into

the GAL19 functional form and get rid of specific surface parametrisation. The GAL21 force

field has been developed and tested on numerous water adsorption configurations featuring

diverse metallic surfaces and coordination sites and found to reproduce DFT results with great

accuracy (≈ 1 kcal·mol−1 of root mean square deviation across 7 metals (Ni, Pt, Pd, Au, Ag,

Cu, and Co) and more than 20 000 configurations). Investigation of the resulting structures of

nanoparticle/water interfaces is ongoing.
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Chapter 4. Beyond the extended metallic surface/water interface with the GAL21 force
field

4.1 Introduction

Among the numerous systems that are used as heterogeneous catalysts, metallic nanoparticles

have seen a considerable rise in interest in the past 30 years. Indeed, the logic of enhancing the

surface-over-volume ratio of catalysts to maximise the exposed surface area while minimising

their cost has led to a global augmentation of the dispersion of active catalyst on support

surfaces, and thus, to a reduction of the size of the metallic clusters. This reduction of size

was pursued up to supported single-atom catalysts, 1 or supported metallic nanoparticle 2–4

Important progress were simultaneously done in the domain of nanoparticle synthesis, pri-

marily focused on the obtention of mono-dispersed particle size distributions with controlled

anisotropic shape.5;6 Indeed, many chemical but also physical properties of the metallic

nanoparticles heavily depend on their morphology and exposed surface area. 6. Also, metallic

nanoparticles have attracted particular attention in the domain of theragnostic because of

their ability to both diffuse through the human body to reach the treatment site, 7 and for their

radio-sensitising properties that could be used to selectively kill cancerous cells.8 The same

care is dedicated to the obtention of precisely controlled nanoparticle shape and size for these

biological applications as their diffusivity and optical properties are linked to the morphology

of the particles.

Both their usage in the biological environment and in catalytic processes implies interactions

between the nanoparticles and liquid water. However, simulating metallic nanoparticles in

water is a huge challenge, even compared to the difficult simulation of extended metallic

surfaces in water. Indeed, the reduced size of the particles implies that no infinite extended

surface model can be used to simulate their surfaces. Complete simulations of the hundreds

of atoms constituting the nanoparticles, along with matching water phases are therefore

required. Few studies exist that perform such computationally costly simulations. Photo-

activated water splitting on Ru clusters 9 and O2 dissociation on gold particles 10 were studied,

both clusters being supported on immersed oxide surfaces. Such systems require a smaller

number of metallic atoms and do not require to sample the diffusion degrees of freedom of

the whole cluster as it is immobilised on a support. Other studies investigate directly the

nanoparticle/water interface structure with heavy simulation but are limited to structure

optimisation,11 implicit solvation,12 or short sampling duration.13 Molecular mechanics

(MM) simulations could be employed to lower the cost of the sampling, but again, the choice

of an adapted force field is crucial to obtain relevant structures and surface solvation of the

nanoparticles. The GAL19 force field, presented in chapter 3 might be a promising candidate.

However, it is fitted to reproduce interaction energy between water molecules and metallic

atoms from a specific kind of surface (100) or (111). The metallic environment of atoms in such

extended surfaces differs from the environment of exposed metallic atoms at the surface of

nanoparticles. At the centre of flat exposed portions of the surface, the chemical environment

of the metallic atoms might resemble (100) or (111) facets but this does not hold true for edges
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or corner atoms. The diversity of surface atoms on nanoparticles makes unfeasible the task of

re-parametrising the force field for each atom kind.

However, in 2014 Calle-Vallejo et al. introduced the Generalised Coordination Numbers

(GCN) to correlate the adsorption energy of small organic molecules on nanoparticles with the

metallic environment of the surface atoms. 14;15 GCN can be seen of second-order coordination

number, as they propagate the information of the incomplete coordination sphere of metallic

atoms to its first neighbours. GCN are, therefore, much more sensible to the local metallic

environment of metallic atoms than standard coordination numbers. Combining GCN with

our GAL19 force field, we here introduce the GAL21 forcefield. This force field re-uses the

functional form of GAL19 but introduces a continuous dependence of the parameters on the

GCN of the metallic atom considered. Therefore, by parametrising the forcefield on a set of

interactions between water molecules and metallic atoms featuring different GCN, a global

functional form, adapted to any kind of surface or particle was built.

4.2 Theory

4.2.1 Computation of GCN

The generalised coordination number GC N (i ) of a metallic atoms i is computed according to

the formula introduced by Calle-Vallejo et al. 14

GC N (i ) =
n∑
j

C N ( j )

C Nmax
(4.1)

where the summation runs on its n closest neighbours, C N ( j ) is the standard coordination

number of the neighbour j , and C Nmax is the maximum coordination number (C N corre-

sponding to a complete coordination sphere) that could be reached for an atom situated in a

bulk metal of the same nature (12 for an fcc metal).

The determination of the neighbours and of their coordination number is not uniquely defined

and is here performed by the ASANN algorithm. 16 A visual summary of the method is provided

in Fig 4.1.
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Figure 4.1 – Schematic representation of the GCN determination process. On the left, the standard coordination numbers
of the metallic atoms. As a first step, the neighbour of each atom are identified and their standard coordination
numbers gathered. In a second step, the formula is applied to compute the GCN of each metallic atom of the
slab.

4.2.2 GAL21 functional form

The basic functional form of GAL19 was used:

VGAL19 =
∑
H

∑
M∈Ω(H)

VM ,H (~rM ,H )+∑
O

∑
M∈Ω(O)

VM ,O(~rM ,O ,θ) (4.2)

whereΩ represents an ensemble of metallic atoms (indistinct of their nature in the case of an

alloy) within a given distance cut-off.

VM ,H (rM ,H ) = AH e−rM ,H ·BH (4.3)

where r is the norm of~r , AH tunes the strength of the repulsion, and BH tunes the distance
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of the exponential decay. Note that the RH parameter, homogeneous to a distance was here

replaced by a BH parameter, homogeneous to the inverse of a distance. In the GAL21 functional

forms, both AH and BH becomes linearly dependant on the GCN of M.

VM ,O(~rM ,O ,θ) = VG (εa ,b∥,b⊥;~rM ,O)+VA(RO , a1−4;rM ,O ,θ)+VT T (A,B ,C6;rM ,O) (4.4)

where VT T is the potential of Tang and Toennies, 17 VG is an attractive Gaussian and VA is the

term for the explicit θ angular dependence.

VG (~rM ,O) = εae−b∥·r 2
∥ e−b⊥·r 2

⊥ (4.5)

where r∥ and r⊥ are, respectively, the parallel and perpendicular projection of~rM ,O on the

surface normal ~n. In the GAL21 functional forms, b∥ and b⊥ become linearly dependant on

the GCN of M while εa becomes quadratically dependant on the GCN of M.

VA(r,θ) = (e−r /RO )2∑
Mi∈Ω(O)

e−rMi ,O /RO

4∑
n=1

an cos(nθ) (4.6)

whereΩ represents an ensemble of metallic atoms (indistinct of their nature in the case of an

alloy) within a given distance cut-off of O.

In the GAL21 functional forms, all an becomes quadratically dependant on the GCN of M.

VT T (r ) = Ae−B ·r −
[

1−
6∑

k=0

(B · r )k

k !
e−B ·r

]
C6

r 6 (4.7)

where A, B , and C6 are parameters. In the GAL21 functional forms, both A and B become

linearly dependant on the GCN of M.

The surface normal definition for each metallic atom M has been slightly adapted compared

to GAL19 to behave more smoothly at the surface of highly corrugated objects. It now reads:

~n(M) =∑
i

~rMi ,M

r 5
Mi ,M

(4.8)
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where i runs over all metallic atoms (i.e., including all constituents in the case of an alloy)

within a distance cut-off of M . The cutoff is defined as the global force field cutoff. The sum

cause the resulting vector to point away from the volume containing metallic atoms, and

therefore, to the “outside” of the metallic object.

In total, 6 parameters become linearly dependant on the GCN of M: AH , BH , b∥, b⊥, A, and B ;

and 5 parameters becomes quadratically dependant on the GCN of M: εa and the four an .

Each parameter L depending linearly on the GCN of M is decomposed as:

L = L(1) ·GC N (M)+L(0) (4.9)

and each parameter Q depending quadratically on the GCN of M is decomposed as:

Q =Q(2) ·GC N (M)2 +Q(1) ·GC N (M)+Q(0) (4.10)

The quadratic dependence was chosen base on the observation of the minimum adsorption

energy according to DFT among the adsorption configurations of water used as data set to

fit and validate the GAL21 force field (see appendix chapter C). The relation between these

minimum adsorption energies and the GCN of the atomic adsorption sites is presented in Fig

4.2. Direct fitting of such dependence is out of the question, because the adsorption configu-

rations are different between the presented points and because the interaction between the

water molecule and the atomic adsorption site cannot be decorrelated from the interactions

between the water molecules and other neighbouring metallic atoms. However, a quadratic

trend emerges, advocating for the choice of a quadratic dependence of the parameters in the

GCN. Some linear dependences were introduced instead later in the development to reduce

the number of fitted parameters.
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Figure 4.2 – Minimal adsorption energies of water among the configuration set used in this study for each atomic adsortion
site in function of the GCN of the atomic adsorption site. Parabolas are fitted on the adsorption energies of water
on each metal.
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4.2.3 Fitting method and data set

In order to investigate atomic sites for water adsorption presenting a wide range of associated

GCN, several surfaces were built. Fig 4.3 presents the different model surfaces and atomic

sites considered, along with their associated GCN.

2.5

4.41

5.75

7.67

10.67

11.25

12

bulk

GCN

(111)

(100)1add@(111)[add]

4add@(100)[add] 1add@(111)[n1]

2def@(100)[n1]

Figure 4.3 – 24×42 representations of the model slabs and atomic adsorption sites chosen for this study. Red atoms represent
the atomic sites on top of which water molecules are adsorbed. A Globalised Coordination Number and a name
is associated with each of these atoms. Between brackets are the specific names of the atomic sites on the slabs,
followed by the designation of the slabs themselves. Atomic site names are not precised when all the surface
atoms of a slab are identical. [add] stands for the addatoms, [n1] stands for the first neighbour of an addatom or
defect, nadd@S stands for a surface S topped with n addatoms, while ndef@S stands for a surface S for whom
n atoms were removed.

In total, 29 adjustable parameters are needed for the GAL19 forcefield for each metal: the

five parameters for physisorption (Eq. 4.7): the two parameters of the linear dependence of

each A and B , and C6); the seven parameters of the Gaussian (Eq. 4.5): the three parameters

of the quadratic dependence of εa , the two parameters of the linear dependence of each b∥
and b⊥; the thirteen parameters for the angular dependence (Eq. 4.6): RO , and the three

parameters of the quadratic dependence of each a1, a2, a3, and a4 ; and the four hydrogen

repulsion parameters: the two parameters of the linear dependence of each AH and RH of Eq.

4.3.

In order to fit these parameters, a set of 3458 configurations is built for each metal. All

configurations consist of a single water molecule adsorbed on a p(3×3) or p(4×4) metallic

slab. The configurations probe various orientations, distances, and adsorption sites (top,

hollow, addatom, etc...) of the water molecule. Only a restricted part of the total set (500
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configurations) is used to fit the data, while the rest is used to validate the model. More details

about the set can be found in the appendix C.

Similarly to GAL 19, the C6 parameter is the only one that is not fitted but directly extracted

from the DFT computations via the use of the dDsC dispersion correction. 18

The same optimisation processes as presented in chapter 3 for the GAL19 force field was used

and led to a remarkable speed up of the optimisation procedure, as all linear parameter for

which a GCN dependence is introduced can be decomposed into three new linear (and thus,

easy to fit) parameters:

p(GC N ) ·T = (p2 ·GC N 2+p1 ·GC N +p3) ·T = p2 ·GC N 2 ·T +p1 ·GC N ·T +p3 ·T (4.11)

where p is a linear parameter, pn its components in the linear dependence, and T a term of

the potential.

The optimal parameters for the seven metals are provided in the appendix chapter C.

4.3 Computational details

All DFT single-point evaluations have been carried out with VASP 5.4.1,19;20 using the PBE

generalized gradient approximation functional 21;22 with the dDsC dispersion correction23;24

and an energy cutoff of 400 eV for the expansion of the plane-wave basis set. The electron-ion

interactions are described by the PAW formalism. 25;26 The interatomic distances of the bulk

metals have been optimized and found to be 2.48, 2.49, 2.56, 2.78, 2.92, 2.81, 2.94 Å for Ni, Co,

Cu, Pd, Ag, Pt, and Au respectively. Series of 3458 configurations of a single water molecule

adsorbed on a p(3×3) (for (100), (111) surface) or p(4×4) (for all the other surfaces) metallic

unit cell with 4 metallic layers were built for each of the metal. The slabs are separated by a

vacuum of 20 Å in order to minimize interactions between periodic images. The diverse set

(see appendix C) explores the configurational space characterised by the four main descriptors:

The adsorption site, the distance to the surface, the cartwheel angle θ and the propeller angle

φ as defined in Fig. 4.4.

The Brillouin zone was sampled by a Γ-centered 3 x 3 x 1 Monkhorst-Pack K-point grid.27

Idealized geometries (as cut from the bulks) were adopted for the metallic layers, while the

water molecule was taken from a DFT optimization in gas phase (O-H: 0.98 Å and a H-O-H

angle of 105.32◦).
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Figure 4.4 – Schematic representation of the cartwheel angle θ, the propeller angle φ, and the helicopter angle ω, defining
the orientation of the water molecule with respect to the surface. ω= 0 is arbitrarily defined as a coincidence of
the dipole moment vector and the x-axis. At φ= 0 the molecular plane of H2O is parallel to the surface.

4.4 Results

The GAL21 was fitted on single-molecule adsorption configurations and its performances were

evaluated on such configurations. Various configurations were used to probe the dependence

of the adsorption energy relative to the distance and orientation of the water molecule toward

the surface, and on the 6 aforementioned atomic adsorption sites. As an example, resulting

plots for the GAL21 force field parametrised for Pd are presented in Fig. 4.5. These results

were presented for Pd, for which an average RMSD was found compared to the other metals,

as presented in Table 4.1. Similar behaviour, both for DFT and GAL21 dependencies were

observed across all investigated metals.

Table 4.1 – Root mean square deviation of the GAL21 predicted adsorption energy compared to the energy predicted by
DFT for the configurations of the total set resulting in endothermic adsorption energies in DFT. The number of
configurations verifying this criterion is indicated for each metallic facet.

Metal RMSD Ncon f i g ur ati ons

Co 1.54 2991
Cu 1.09 3406
Ag 0.59 2706
Au 0.64 2646
Ni 1.86 2742
Pd 1.25 2973
Pt 1.57 3666

All φ dependences in DFT look rather similar across the adsorption sites. They present a

minimum adsorption energy at 0◦ (the two H at the same distance to the surface), and a
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Figure 4.5 – Dependence of the adsorption energies of water molecules on Pd slabs in kcal·mol−1. DFT adsorption energies
are in blue, GAL21 adsorption energies in orange. In columns: the different atomic adsorption sites. In lines:
dependence in the φ angle (see 4.4), in the θ angle, and in the altitude difference between the oxygen and the
higher metallic atom. For each plot, the angles and distances whose dependence are not shown are maintained
at the same value as in the optimal adsorption configuration for each atomic adsorption site.
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maximum at 90◦ (one H much closer to the surface). The energy span between the maxima

and minima varies as a function of the adsorption site. The biggest span for is found for

(111) surface adsorption sites (24.3 kcal·mol−1in DFT), and the smallest for the [n1] site on

the 1add@(111) surface (1.3 kcal·mol−1in DFT). The position of the minima and maxima are

well reproduced by GAL21, but the spans are slightly underestimated, especially for already

small spans, like for the [add] site on the 4add@(111) surface (7.8 kcal·mol−1in DFT versus 3.5

kcal·mol−1in GAL21) or the [add] site on the 1add@(111) surface (0.9 kcal·mol−1in GAL21). The

θ dependencies are also quite similar across the adsorption sites. They present two maxima:

an important one at 180◦ (the H as close to the surface as possible for a given position of

O), and a smaller one at 0◦ (the H as far to the surface as possible for a given position of

O). The optimal adsorption angle is situated between 90◦ and 60◦ (close to flat, hydrogen

slightly further from the surface than O). However, the adsorption on the [n1] site on the

1add@(111) surface is an exception as the θ dependence is almost insignificant. It must be

noticed that the adsorptions on the [add] site on the 1add@(111) surface were not probed for

θ > 90◦ but should be the same as for 180−θ, for symmetry reasons. All the characteristics

(position of the minima and maxima, and energy span) of these dependence curves are well

reproduced by GAL21. The exceptions are the positions of the minima that can be slightly

displaced (around 30◦, the amplitude of our angle step), and the dependence on the [n1] site

on the 1add@(111) surface that is too subtle to be properly reproduced. In preliminary results,

no difference in adsorption energy between atomic adsorption sites was found beyond 3.5

Å. The distance dependence in the data set were, therefore, only probed up to 6 Å for (111)

and (100) surfaces and up to 3.5 Å for other surfaces. The dependences also look similar in

DFT, differences between the adsorption sites being found in the position and depth of the

adsorption well. The most stable adsorption is found for the [add] site on the 1add@(111)

surface (-14.5 kcal·mol−1at 2.3 Å) and the less stable for the [n1] site on the 1add@(111) surface

(-5.2 kcal·mol−1at 2.1 Å), as already shown in the preliminary DFT results of Fig. 4.2. Once

again, GAL21 reproduces quite well the tendencies, with eventual small overestimation of

the adsorption position and a general underestimation of the maximum stability brought

by adsorption. However, these differences do not exceed 2.9 kcal·mol−1(for [n1] site on the

2def@(100) surface) between the most stable structures of DFT and GAL21.

Overall, the GAL21 force field reproduces quite well both the qualitative and quantitative

trends described by DFT for the adsorption energy dependence. Small discrepancies can be

noticed but the energies are quite consistently accurate across all orientations, distances, and

adsorptions sites. This accuracy is confirmed by both the parity plot of all GAL21 adsorption

energies against all DFT adsorption energies (see appendix C, section C.1) and the excellent

root mean square deviation (RMSD) on exothermic adsorption energies (1.25 kcal·mol−1for

Pd).
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Figure 4.6 – Snapshot extracted from a dynamic of an Au38 nanoparticle in water. Only the closest water molecules to the
nanoparticle are shown.

4.5 Discussion and Conclusion

The GAL21 functional form was demonstrated to reproduce accurately the adsorption energy

dependence for individual water molecules. In order to go further in the validation of the force-

field, dynamic sampling of water phases around diverse nanoparticles should be performed.

However, for now, technical limitations hampered such simulations as the lack of a barostat

in the CP2K software that would be compatible with frozen-in-position nanoparticles. Fixed

volume dynamics were already run, and a snapshot extracted for such dynamic is presented in

Fig 4.6. A fixed volume dynamic is not suited for 3-dimensional periodic systems in absence

of a vacuum phase. However, we find encouraging that the expected behaviour of the water

molecule is reproduced in such dynamics, with molecules flatly adsorbed as a shell around

the nanoparticle and a sort of void layer between this first shell and the second.

In the future, we plan to implement an adapted barostat and identify key descriptors to analyse

quantitatively the structure of water around the particle. Also, a second step would be to

perform Thermodynamic Integration (see chapter 2) on the disapearance of the nanoparticle

in the water phase to compute the surface solvation energy of the particle, which might

eventually be confronted to experimental values.

Of course, several limitations of the functional form pointed out in the chapter 3 were not ad-

dressed, as the lack of a synergistic term between two (or more) co-adsorbed water molecules

on the metallic surface. No computation was performed to test this but important errors are

expected between the adsorption energy in DFT of an entire water layer around the nanopar-

ticle and the energy predicted by GAL21. But again, the gain in sampling duration brought
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by the celerity of MM computation can partly compensate for the lack of accuracy of the

functional form for more than one molecule.

Also, in the following chapter 5, leads are investigated to overcome this problem. The synergis-

tic effect is decomposed and studied and even if no technical solution is yet proposed, hopes

are that, in the future, the GAL21 force field could be complemented to account for it.
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5 Water adlayers on noble metal sur-
faces: Insights from energy decompo-
sition analysis

This Chapter is based on the following article: Water adlayers on noble metal surfaces: Insights

from energy decomposition analysis, Clabaut, P. and Staub, R and Galiana, J. and Antonetti, E.

and Steinmann, S.N., The Journal of Chemical Physics, 2020, 10.1063/5.00130409

abstract: Water molecules adsorbed on noble metal surfaces are of fundamental interest

in surface science, heterogeneous catalysis and as a model for the metal/water interface.

Herein, we analyse 28 water structures adsorbed on five noble metal surfaces (Cu, Ag, Au,

Pd, Pt) via density functional theory and energy decomposition analysis based on the block

localized wave function technique. The structures, ranging from the monomers to ice adlayers,

reveal that the charge-transfer from water to the surface is nearly independent from the

charge-transfer between the water molecules, while the polarization energies are cooperative.

Dense water-water networks with small surface dipoles, such as the
p

39 ×p
39 unit cell

(experimentally observed on Pt(111) ) are favored compared to the highly ordered and popular

Hup and Hdown phases. The second main result of our study is that the many-body interactions,

which stabilize the water assemblies on the metal surfaces, are dominated by the polarization

energies, with the charge-transfer scaling with the polarization energies. Hence, if an empirical

model could be found that reproduces the polarization energies, the charge-transfer could be

predicted as well, opening exciting perspectives for force field development.
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5.1 Introduction

Ice-like water layers over noble metal surfaces are widely studied, both experimentally and

theoretically. 1–4 Due to the sparsity of the characterization of the metal/water interface, they

are sometimes considered model systems for the solid/liquid interface,5–9 even though the

validity of this extrapolation is far from obvious. 10;11 Furthermore, the ice adlayers are regu-

larly used to model the metal/liquid interface in (electro-)catalysis. 12–16 The alternatives for

approximate treatements of the solvent are implicit solvents,17 which do not compete with

adsorbates for surface sites, 18 microsolvation 19;20 which solvates adsorbates only locally, and

ab initio molecular dynamics, which is computationally very expensive 21.

The most commonly reported and applied ice adlayers over closed-packed noble-metal sur-

faces are the
p

3×p
3 Hup and Hdown models, going back to the seminal STM work of Doering

on Ru. 1 However, larger unit cells have been observed for Pt(111) 2 and explained in terms of

more disordered ice-like layers featuring ring-structures of various sizes. 3

Previous theoretical studies have focused on the bonding mechanism of individual monomers

on metal surfaces 22;23 or on the possibility of water dissociation. 24 Herein, we focus on non-

dissociated water layers, fully covering the noble metal surfaces. The purpose of this study is,

on the one hand, to elucidate the relative stability of these ice-like structures on five noble

metal surfaces (Cu, Pd, Ag, Pt, Au) and, on the other hand, to identify the driving force of their

formation via energy decomposition analysis (EDA). We rely on dispersion corrected DFT to

achieve a balanced description between water–water and water–metal interactions. 25;26

Energy decomposition analysis is a powerful tool which is mostly applied in molecular chem-

istry,27–29 but also increasingly in condensed phase30 and at surfaces.31–33 EDAs, like most

concepts in chemistry, make reference to quantities that are neither observable, nor uniquely

defined, just like the definition of an atom in a molecule. Such noumenons are, nevertheless,

widely accepted to be useful.34 The lack of unique definition spurs debate in the commu-

nity,35;36 which we interpret as a sign of the importance of the concept and not of its futility.

Hence, we herein exploit EDA to gain insight into the role of polarization and charge-transfer

for the interaction of water with noble metal surfaces.

We have recently extended the block localized wave function (BLW) technique 37–39 to metallic

surfaces.33 The BLW based EDA now allows to decompose the adsorption energy into four

terms: deformation, frozen, polarization and charge-transfer, which encompasses electron

sharing. This energy decomposition not only provides deep insight into the bonding, but also

allows to gain information for force field development: 40 The charge-transfer (chemisorption)

is the term that is the most difficult to reproduce, as it is intrinsically a many-body term with no

generally applicable analytical expression known for it. The polarization is, on the other hand,

a better understood many-body term, which can be modelled via induced dipoles, themselves

116



5.2. Methods

modelled according to different techniques. BLW, which includes polarization at the DFT level,

also defines the limit of the precision that can be expected from a polarizable force field in the

absence of error cancellations between different interaction energy components.

To achieve this detailed insight, the remaining of the work is structured as follows: After de-

scribing the computational details, we analyse the stability of the various ice-layers on the five

investigated metal surfaces. Next, we perform an EDA for the ice-layers, but also for 23 smaller

(monomer to heptamer) clusters (see Fig. D.4 and D.5). According to these computations,

the polarization interaction is strongly correlated to the charge-transfer energy, so that the

total interaction can be estimated based on the (linear-scaling41) BLW energy. Furthermore,

we quantify the cooperativity between water–water and water-metal polarization interac-

tions and evidence a competition between the water–water and water–metal charge-transfer

interactions. Note, that hydrogen bonds are, as attested by various previous studies, not

of pure electrostatic origin, but show characteristics of weak covalent bonds,30;42;43 which

is indistinguishable from charge-transfer in BLW. It is this partial covalent character that is

responsible for the synergy or competition with other interactions.

5.2 Methods

We start by defining the total adsorption energy of a given system:

∆Ead s = ESC F −Esur f opt −n ·EW opt +∆EBSSE (5.1)

where ESC F is the standard KS-SCF energy of the full system, Esur f opt and EW opt are the

corresponding energies of the freely optimized surface and water molecule, respectively. n is

the number of water molecules in a given system. Since the BLW is only defined in a localized

basis set, we have to correct for the basis set superposition error (BSSE), which we do according

to the counterpoise procedure of Boys and Bernardi 44, giving rise to the (by definition positive)

energy correction ∆EBSSE .

As common in BLW-EDA, 27;45;46 we decompose the total adsorption energy ∆Ead s into:

∆Ead s =∆Ede f or m +∆E f r ozen +∆Epol +∆EC T (5.2)

where ∆Ede f or m is the preparation or deformation energy, ∆E f r ozen is the frozen energy term

that describes the interaction of the isolated fragment densities brought together and covers

electrostatic interaction and Pauli repulsion27 as well as dispersion interactions46. ∆Epol

is the polarization energy which is obtained by variationally optimizing the BLW. ∆EC T is,

finally, the charge transfer interaction that includes the covalent bond formation. Note, that

the BSSE only affects the charge-transfer term, as all other terms are evaluated using the
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same fragment-decomposed basis set. It is important to note that the distinction between

∆Epol and ∆EC T depends on the choice of the basis set, as in the complete basis set limit the

variational optimization at the origin of∆Epol retrieves the full interaction energy. However, in

several previous studies the basis set influence has been found to be rather limited when using

“standard” basis sets. 46;47 Nevertheless, an extension has been proposed to fully overcome this

issue if it would severely affect the results. 48

The following equation summarizes the scheme and different terms. Further details on the

computation of these terms are given in the corresponding equations as indicated:

Ei sol ated
∆Ede f or m−−−−−−→
E q. 5.4a

E f r ag ment s

∆E BLW
i nt (E q.5.6)︷ ︸︸ ︷

∆E f r ozen−−−−−−→
E q. 5.4b

ESF D
∆Epol−−−−−→

E q. 5.4c
EBLW

∆EC T−−−−−−→
E q. 5.4d︸ ︷︷ ︸

∆Ei nt (E q.5.5)︸ ︷︷ ︸
∆Ead s (E q.5.2)

Ecor
−∆EBSSE−−−−−−→ ESC F (5.3)

where Ei sol ated = Esur f opt +n ·EW opt
i

is the sum of the electronic energy of each fragment opti-

mized separately, E f r ag ment s = Esur f s y s +∑n
i EW s y s

i
is the sum of the energy of each fragment

evaluated in its final geometry. The superscript “sys” corresponds to the energy of a fragment

in the geometry adopted in the presence of the other fragments. ESF D is the total energy

after Superposition of the Fragment Densities, EBLW is the total energy obtained by the Block

Localized Wavefunction33 and Ecor corresponds to the final energy of the complete system,

corrected for the BSSE, while ESC F is the energy obtained by a standard SCF computation.

This leads to the following definitions for the four terms of the adsorption energy as decom-

posed in Eq. 5.2:

∆Ede f or m = Esur f s y s −Esur f opt +
n∑
i

EW s y s
i

−n ·EW opt (5.4a)

∆E f r ozen = ESF D −Esur f s y s −
n∑
i

EW s y s
i

(5.4b)

∆Epol = EBLW −ESF D (5.4c)

∆EC T = ESC F −EBLW +∆EBSSE (5.4d)

Furthermore, we define the interaction energy, ∆Ei nt as the adsorption energy excluding the

deformation energy, i.e.,

∆Ei nt =∆E f r ozen +∆Epol +∆EC T (5.5)
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Similarly, we define the BLW interaction energy as the interaction energy that excludes the

charge-transfer interaction:

∆EBLW =∆E f r ozen +∆Epol (5.6)

Since ∆EBLW include all polarization contributions at the DFT level but excludes any charge-

transfer, it can be understood as the interaction energy of an “ideal” polarizable force field.

Furthermore, computationally its evaluation can be performed with near linear scaling with

respect to the number of fragments, 41 which contrasts with the cubic scaling for the computa-

tions including the charge-transfer interactions.

For the energy decomposition analysis and its interpretation, each system is either divided

into two blocks (one for the metallic surface, one for all the n water molecules together) or

into n +1 blocks.

Taking the frozen interaction as an example, we denote the standard decomposition:

∆E f r ozen =∆E f r ozen(W1, . . . ,Wn , sur f ) (5.7)

as the situation where every water molecule Wi is treated as a separate subsystem. This

contrasts with decomposition into two blocks, the surface and the adlayer:

∆E sur f −l ayer
f r ozen =∆E f r ozen(

⋃
i

Wi , sur f ) (5.8)

where all the water molecules are treated together as a single block and the surface is a second

block.

Finally, in order to assess many-body effects, we also determine the “additive” frozen interac-

tion:

∆E add
f r ozen =

n∑
i
∆E f r ozen(Wi , sur f ) (5.9)

where we perform n separate computations, one for each water molecule, and then sum the

corresponding contributions.

The standard decomposition leads to the most complete interaction while Eq. 5.8 excludes

the water–water interaction components and Eq. 5.9 is free of any many-body interactions. It

is, therefore, possible to define the missing part of the interaction component

∆E Non Add
f r ozen =∆E f r ozen −∆E add

f r ozen (5.10)

which represent the non-additive part of the interaction.
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Analogous equations to Eq. 5.7-5.10 can be written for the polarization and charge-transfer

energy.

For the purpose of comparison with experimental estimates, we also compute an approximate

surface energy, defined as:

Γ= ∆Ead s

A
(5.11)

where ∆Ead s is the adsorption energy of the adlayer and A the area of the corresponding

surface, i.e., the unit-cell.

5.3 Computational Details

In order to avoid BSSE during geometry optimizations, the adsorbed structures were optimized

with the plane-wave code VASP 5.4.1 49;50 using periodic boundary conditions applying the re-

optimized Perdew, Burke and Ernzerhofer functional to make it compatible with the non-local

van der Waals (vdW) functional, in short optPBE-vdW 51 functional. An energy cutoff of 400 eV

is chosen for the expansion of the plane-wave basis set, which yields converged adsorption

energies in agreement with our previous studies18;52;53. The electron–ion interactions are

described by the PAW formalism. 54;55 The unit cells are built from bulk metals (2.821, 2.580,

2.955, 2.943 and 2.797 Å nearest neighbor distance for Pt, Cu, Au, Ag, and Pd, respectively) with

four metallic layers, the top two of which are allowed to relax. The out-of-plane vector of the

unit cell was chosen to be ∼ 20 Å to achieve a negligible interaction between periodic images.

Geometries are considered converged when the maximum gradient on all atoms is below

0.05 eV/Å, with the electronic structure being converged to a precision of 10−6 eV. Coordinate

files for all discussed systems are available in the appendix chapter D. VASP was also used to

determine the surface dipole moment and the workfunction of the various systems. Following

our previous studies, 18;56 the dipole moment was determined using the self-consistent dipole

correction. The latter not only computes the dipole moment, but also decouples the periodic

images, which avoids spurious polarization of the system. The workfunction was, however,

computed for a centro-symmetric slab of seven layers, which was found sufficient in our

previous study on formic acid decomposition over Pd(111). 56

In CP2K,57;58 which uses atom-centered basis functions as required for the BLW-EDA, the

molecular orbitals were represented by a double-ζ Gaussian basis set with one set of polariza-

tion functions, called DZVP-MOLOPT-SR-GTH for both BLW-EDA and BSSE corrected SCF

DFT simulations. 59 A cutoff of 400 Ry was used to describe the electron density in agreement

with our previous study 33. The exchange-correlation (XC) energy was approximated with

the optPBE-vdW51 functional. Like in VASP, the Brillouin zone was described at the Γ-point.

Goedecker, Teter and Hutter (GTH) pseudo-potentials60 based on the PBE functional were
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Figure 5.1 – Structures of the ice adlayers on Pt(111) together with their short-hand notation as used herein. The unit cell
is indicated in green. For the small unit cells, a supercell is chosen to have comparable sizes for all systems
and allow the use of the Γ point only in the DFT computations. The in-plane unit-cell vectors are of following
lengths (in Å) for Pt (and accordingly rescaled for the other metals, see sec. 5.3): 14.66×14.66; 14.66×14.66;
19.54×14.66; 17.16×17.16; and 17.62×17.62.

used to describe the interactions between the valence electrons and the ionic cores, and the

electronic smearing was approximated by a Fermi-Dirac distribution at 300 K. As discussed

in our previous publication33 the 18 valence electron potential is necessary for Pt to obtain

similar results between CP2K and VASP. For Cu and Au the 11 valence electron potential is

applied. For the adopted choice, Fig. D.1 provides the comparison between CP2K and VASP,

showing a satisfactory correlation for our purposes (R2 > 0.99), indicating good numerical

convergence of the results for both codes. We have performed additional tests with the larger

TZVP-MOLOPT-(SR)-GTH basis set. As shown in Fig. D.6, ∆Epol increases by about 10% at the

expense of ∆EC T , which is similar to the earlier reports. 46;47

In order to identify the water molecules in the ice-layers, where the atoms are ordered by

elements rather than molecule, we have used our in-house code imecs, which is provided in

the supplementary information.

5.4 Results and Discussion

5.4.1 Relative Stability of Ice-like Layers

We are comparing five previously reported ice-like layers (depicted in Fig. 5.1) on five metals,

which we will denote Hup, Hdown, chain-Hdown,
p

37 and
p

39. The nominal coverage of these

structures is 0.67 ML for the first three, 0.70 and 0.72 ML for the last two, where ML stands for

monolayer with respect to the surface metal atoms. Figure 5.2 shows that the
p

39 structure

leads to the lowest surface energy Γ (see Eq. 5.11) for almost all metals, closely followed byp
37. Cu(111) is the exception in the sense that it is the only metal investigated herein for

which Γ(
p

37) < Γ(
p

39). Concomitantly, Cu(111) has the lowest interatomic distance of 2.58 Å

followed by 2.80 Å for Pd, the second smallest metal investigated here.

In terms of absolute values, the surface energy of Pt(111) for the
p

37 structure is 1.73 kcal/(mol·
Å2), which compares to 0.46 kcal/(mol· Å2) for the adhesion of solid water at ∼ 100 K 61 and 3.45
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Figure 5.2 – Surface energies Γ in kcal·mol−1/Å2 relative to the most stable ice adlayer, i.e.,
p

39 for all metals except for Cu,
where

p
37 is slightly more stable. The higher the bar, the less stable is the corresponding structure.

kcal/(mol· Å2) for the Pt/liquid water tension. 62 For a broader comparison to experiment, Fig.

D.2 shows the correlation between the lowest surface energy of each metal and the reported

experimental value. Except for Cu, the trends are nicely reproduced. Since, furthermore, the

interatomic distance of Cu (2.58 Å) is less compatible with the ideal H-bond length of ∼ 2.8 Å,

this might indicate that liquid water behaves differently on Cu(111) compared to the other

noble metal surface.

5.4.2 Electronic Analysis

Before moving to the energy decomposition analysis, we here investigate the electronic nature

of the various interfaces by computing the surface dipole moment and the workfunctionΦ.

The workfunction is intimately connected to the electrochemical potential and it has been

argued that the Hup and Hdown phases should co-exist over large potential ranges. 9;10 However

at that time the three other surfaces investigated here have not been assessed.

All ice adlayers taken alone, except Hup for all metals and chain-Hdown on top of Cu(111),

feature a positive dipole moment, meaning that there is a positive charge accumulation on

the “bottom” and a negative one on the “top” (see the Excel sheet, tab “ComparisonMetals”

available in the supporting information of the original article). The maximum (1.4 eÅ) is

obtained for
p

39 over Pd(111), while the minimum is found for Hup over Cu(111) (-2.7 eÅ).

The water layers, when optimized on different metallic surfaces (and hence, on different lattice
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Figure 5.3 – The change of workfunction (∆Φ) when an ice adlayer is adsorbed on a (111) noble metal surface.

size), undergo noticeable geometry distortions. A specific layer, evaluated without metallic

slab but in the perturbed geometry corresponding to different metals, can exhibit a range

of dipole moment up to 1.3 eÅ. This maximum is obtained for the Hup layer optimized on

Au(111) (-1.4 eÅ) compared to the one from Cu(111) (-2.7 eÅ). Since water is adsorbed only

slightly stronger on Cu than on Au(111), this shows that it is mostly the lattice missmatch, and

not so much the interaction strength with the metal, that affects the electronic structures via

geometrical constraints.

Similarly, the change in workfunction upon adsorption of an ice adlayer depends significantly

on the metal (larger changes in absolute values for Pt, Pd and Cu than for Ag and Au) and on

the ice layer (see Fig. 5.3). In particular, the workfunction is lowered by almost 3 eV when

adsorbing the Hup layer on Pt, Pd and Cu, but “only” 1.6 V on Au and Ag. Given the very

reductive nature of the Hup structure,9 its stability is doubtful in itself. Even though one

could have expected that the Hdown layer has the opposite effect, this is not the case and the

workfunction still drops for Pt and Pd (-0.8 eV), but remains unchanged for Cu and increases

slightly (0.2 eV) for Ag and Au. This not only shows that a purely geometric analysis of the

structure is not enough to retrieve the trends on the electronic structure, but also that the

metal-dependant interaction plays a major role.

As expected based on basic physical principles, 63 the surface dipole moments of the hydrated

metal surfaces are correlated with the change in workfunction (∆Φ), with an intercept of zero

(see Fig. D.3). In other words, a positive surface dipole moment is associated with a positive
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change in workfunction and vice versa. Given the generally positive dipole moments for the

isolated layers as discussed above, the dominance of negative changes in Φ, and, thus, the

negative dipole moments for hydrated surfaces, require additional explanations. Indeed, the

change in dipole moment upon adsorption is generally negative (the one exception being Hup

on Cu(111)), with an average of -0.8 eÅ and a minimum of -1.6 eÅ (chain-Hdown on Pt(111)).

This nicely demonstrates a “universal” interaction between water and noble metal surfaces

featuring a net polarization (or charge-transfer) from water to the surface, i.e., the surface

becomes more negatively charged and behaves as a more reductive system compared to

vacuum. This conclusion is fully confirmed by the analysis of the density reorganization

upon adsorption, as shown in see Fig. D.9-D.11, which represent the density difference

between the fully relaxed density and the superposition of the density of the surface and the

adlayer. The averaged profiles as a function of the out-of-plane distance demonstrate the

density accumulation in the region on top of the last metallic layer for all five adstructures.

The negative contributions, indicating the origin of the density accumulation, are, however,

distinct from one adstructure to the other. In the case of Hup, the density comes from the water

adlayer. For the other structures, it is a combination of charge transfer from the water-layer

and a polarization of the metallic system, down to the second metal layer. The top and side

views of the isosurfaces of the density reorganization (Fig. D.9) nicely illustrates the spatial

heterogeneity of the
p

37 and
p

39 structures, which can be seen as a low-energy realization of

the proposed mixtures of Hup and Hdown structures proposed by Filhol and Doublet.9 Note,

however, that the arrangements with the lowest surface energy (
p

39 and
p

37) feature a ∆Φ

close to zero and thus also the smallest surface dipole moments.

In summary, both the energetic and the electronic structure analysis support the idea that the

lowest energy arrangement of water on noble metal surfaces might resemble the
p

39 structure,

i.e., densely packed, but containing various relative orientations of the water molecules.

5.4.3 Energy Decomposition Analysis

Water–Metal Interaction

The first, fundamental, question addressed herein is how the interaction of water with a given

metal surface depends on the arrangement of the water molecules and on the nature of the

metal surface. This question is, furthermore, of importance when aiming at the development

of a second generation force field, improving over the existing ones that are fitted to monomer

interaction energies, i.e., missing all many body terms. Therefore, we start by analyzing the

interaction of the preformed adlayers with the metallic surface, i.e. ∆E sur f −l ayer
i nt , and each

of its components, defined in analogy to Eq. 5.8. This means that the deformation energy

is excluded, while the water molecules interact with each other freely, i.e., the water–water

charge-transfer associated with the hydrogen bonds is present at all stages of the analysis. As a
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Figure 5.4 – Average (per water molecule) contributions of frozen, polarization, and charge-transfer to the total interaction
energy between water structures (oligomer of adlayer) and metal surfaces. The error bar gives the standard
deviation among all the 28 considered systems. Red dots give the specific values for the Hup layers and horizontal
dashes, those for the

p
(39) layers.

consequence, the water–water CT does not directly contribute to the studied energy difference:

the “frozen” term, ∆E sur f −l ayer
f r ozen , solely accounts for the electrostatic, steric and dispersion

interaction between the adlayer and the metal surface. The polarization term ∆E sur f −l ayer
pol is

mainly composed of the polarization of the metallic surface and the adlayer, but also contains

a response of the water–water interaction due to this polarization. Finally, the charge-transfer

contribution ∆E sur f −l ayer
C T captures the charge-transfer between the metal surface and the

adlayers and its repercussions on the water–water interaction (see Fig. D.9 for a visualization).

To simplify the discussion, we will only discuss the case of three metals: Pt, Cu and Au. Indeed,

the corresponding values for Pd resemble Pt very closely and the same is true for the couple

Ag and Au. On the other hand, we enrich the discussion by including oligomeric clusters on

the surface (see Fig D.4 and D.5), in order to deduce more general trends than just observation

of the five ice adlayers. The oligomers offer a larger diversity of structural motives than the

five adlayers. Furthermore, compared with the periodic addlayers that need to be stretched or

compressed to fit into the unit cell, the oligomers can relax and accommodate more easily the

various lattice constants.

Fig. 5.4 reports average energies per water molecule for the interaction energy and its compo-

nents. As expected based on the single molecule adsorption 25, the average interaction energy

is largest for Pt (-9.5 kcal·mol−1) and smallest for Au (-6.2 kcal·mol−1). Note, that this is less

than the single molecule adsorption (-10.6 and -7.5 kcal·mol−1), indicating that the net effect
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of high coverage is slightly repulsive.

When moving to the components, we can first note a general trend for all components to be,

in absolute value, more important for Pt than for Cu, than for Au. For instance, the steric

repulsion, at the origin of the positive sign for ∆E sur f −l ayer
f r ozen , is highest for Pt and almost zero

for Au. This can be traced back to “geometrical” reasons, with a mean distance Au–O of 3.20 Å

vs. Pt–O of 2.98 Å, which is a consequence of the overall stronger adsorption on Pt, which leads

to shorter internuclear distances. The origin of this strong difference in geometry, and thus

steric repulsion, is mostly found in ∆E sur f −l ayer
C T , which is more than twice for Pt compared

to Au (-10.1 vs -4.2 kcal·mol−1). The same proportion applies to the polarization energy, but

overall, ∆E sur f −l ayer
pol is less stabilizing than ∆E sur f −l ayer

C T , except for Cu, where they average

to -5.9 and -5.4 kcal·mol−1, respectively.

To give an illustration of the spread of the individual components and the profound difference

between Hup compared to the other ice adlayers, let us discuss them at the example of Pt(111),

even though the observations and conclusions for the other metal surfaces would barely

differ. First, many water molecules in the ice adlayers are not adsorbed in the optimal single

molecule geometry. This contributes to a lowering of the repulsion (∆E sur f −l ayer
f r ozen ) for the

ice adlayers compared to the average (4.6 vs. 8.9 kcal·mol−1). For Hup this repulsion is

even only 0.6 kcal·mol−1, illustrating the little steric hindrance between the ice-layer and

the metal surface. The polarization energy is similarly small for Hup (-1.6 kcal·mol−1) while

the two Hdown adlayers feature ∆E sur f −l ayer
pol ≈ -5 kcal·mol−1. ∆E sur f −l ayer

pol reaches even

∼-8 kcal·mol−1for the more complex
p

37 and
p

39 structures, a value that compares well

to an average of -8.3 kcal·mol−1for all 28 systems considered. The situation for the charge-

transfer, ∆E sur f −l ayer
C T , is close to the observations for ∆E sur f −l ayer

pol , i.e., Hup only marginally

benefits from CT (∆E sur f −l ayer
C T =−3.3 kcal·mol−1), while the other structures are, with -7.8

kcal·mol−1somewhat shy of the average ∆E sur f −l ayer
C T of -10.1 kcal·mol−1. These observations

demonstrate that Hup behaves differently compared to the other adlayers. However, most of

the other ice adlayers, and in particular the
p

37 and
p

39 structures which are the most stable

ones, are closely related to adsorption patterns that can be mimicked via oligomers. Indeed,

especially on Au and Cu metallic surfaces, the specific value of the energetic components of

the surface-layer interaction for the
p

39 structure (for example) is found within the standard

deviation among all considered systems. On Pt, however, the
p

39 layer exhibits a lower than

average ∆E sur f −l ayer
f r ozen (5.3 kcal·mol−1against 8.9 kcal·mol−1). A similar behavior, but with

opposite sign, is observed for ∆E sur f −l ayer
C T , so that ∆E sur f −l ayer

i nt is found within the standard

deviation. Consequently, the
p

39 structure is a very stable adlayer that is well represented by

oligomers.

The comparison of
p

37 and Hup based on energetic quantities could not have been deduced

from the analysis of the flow of electron density as represented in Figs. D.9-D.11. This is in
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Figure 5.5 – The interaction of the water subsystem with the metal surface at the BLW level, ∆E
sur f −l ayer
BLW , is plotted against

the corresponding total interaction energy, ∆E
sur f −l ayer
i nt . The oligomers (o) and adlayers (l) are given by sepa-

rated symbols. The (l) point most left and right corresponds to
p

39 and Hup, respectively.

full agreement with our previous study on molecular complexes, where we demonstrated

that the electron flow and the associated interaction strength are not directly related.64 In

the case of
p

39, the explanation is particularly simple: Even though the overall workfunction

is barely affected by the nearly vanishing surface dipole moment, this global property hides

the complexity of the local charge rearrangements, associated with the polarization and

charge-transfer (see Fig. D.9).

From the perspective of designing a force field, the most important question at this point

is if the charge-transfer energy between the ice-like layer and the metallic surface is indeed

required. Hence, Fig. 5.5 reports the interaction energy of the water subsystem with the

metal surface when charge-transfer is neglected (∆E sur f −l ayer
BLW ) as a function of the total

interaction energy (∆E sur f −l ayer
i nt ). To better distinguish the behavior of the oligomers (o)

and the complete ice adlayers (l), the two groups are depicted with different symbols, but

using the same color. For the oligomers (o) Fig. 5.5 it is evident that for Pt (green) there is no

relation between the BLW (polarization-only) and the total interaction energy. However, for Cu

(orange) and Au (blue), where the role of CT is less important, there is a reasonable correlation

between the two quantities, suggesting that relative adsorption energies could already be

estimated at the BLW level. The BLW computations could benefit from a significant speedup

due to its (near) linear scaling, dramatically reducing the computational cost of sampling

phase space at the metal/liquid interface. When considering the ice adlayers (l) we first see

a rough correlation for all three metals which supports the suggestion that CT might not be

necessary for relative energies at the metal/liquid interface. At a closer look, the value for Hup

point (rightmost points of the (l) series) does not fit in the correlation for any of the metals.
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Figure 5.6 – Correlation of ∆E
sur f −l ayer
C T with ∆E

sur f −l ayer
pol

. The empty symbols correspond to the three outlier adlayers

(Hup, Hdown and chain-Hdown) which are excluded from the correlation.

Apparently, Hup has a non-typical behavior, meaning its properties are significantly different

from other water arrangements on noble metal surfaces. We, therefore, advise against its use

in practical applications as a model for the water/metal interface.

Even if in the absence of CT a good correlation with ∆E sur f −l ayer
i nt can be obtained, in absolute

terms it cannot be neglected: ∆E sur f −l ayer
i nt in the absence of CT, i.e., ∆E sur f −l ayer

BLW , is not

even stabilizing for Pt and only mildly so for Cu and Au (see Fig. 5.5). This demonstrates that

∆E sur f −l ayer
C T is a significant term over all the metals and most important on Pt. Platinum is

known to be more oxophilic than Au and Cu, which is also seen in the water monomer binding

energy, which is -10.6 for Pt(111) vs -8.5 and -7.5 kcal·mol−1for Cu and Au, respectively. This

oxophilicity can explain the importance of CT over Pt(111). Strikingly, with the exception of

the Hup, Hdown and chain-Hdown adlayers, ∆E sur f −l ayer
C T can be estimated from ∆E sur f −l ayer

pol

(see Fig. 5.6). The slope of ∆E sur f −l ayer
C T vs ∆E sur f −l ayer

pol only slightly depends on the metal

when excluding the “outliers”, which are Hup, Hdown and chain-Hdown. The slope is close to

unity for Pt and Au, whereas it is only 0.7 for Cu. As shown in Fig. D.6, the basis set dependence

of ∆Epol and ∆EC T of about ∼ 10% is identical for all metals considered. The slope for Cu

rises to 0.9 when excluding all ice adlayers, revealing once again the impact of the lattice

mismatch. Hence, if an accurate prediction of the metal/water polarization energy could be

found via an empirical force field, the corresponding charge-transfer term could be estimated

without a detailed physical model. This possibility opens encouraging perspectives for the
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Figure 5.7 – Average (per water molecule) contributions of deformation, frozen, polarization, and charge-transfer to the total
adsorption energy of water structures (oligomer of adlayer) on metal surfaces. The error bar gives the standard
deviation among all the 28 considered systems.

next generation of water/metal force fields. Indeed, polarizable force fields for metals have

been developed in the past,65–67 but rarely coupled to polarizable water models,68 so that

their full potential might not have been reached so far.21;69 Furthermore, only our current

work quantifies the polarization energy that should be aimed at, an important quantity when

fitting an empirical force field.

Adsorption energy of water at noble metal surfaces

Having established that the interaction energy between an ice adlayer, or just a water oligomer,

and a noble metal surface can be expressed in terms of the frozen energy and a scaled po-

larization energy, we now tackle the more general question of the total adsorption energy

on metal surface. ∆Ead s , (Eq. 5.2) accounts for all the many-body interaction terms, i.e.,

the water–water many-body interactions that are already present in the absence of a metal

surface, 70 the water–metal many-body interactions at the interface and, moreover, the change

of the water–water interaction due to the presence of the metal surface.

To settle the stage, Fig. 5.7 represents the same kind of analysis for ∆Ead s , as Fig. 5.4 does

for ∆E sur f −l ayer
i nt , i.e., the different interaction energy components per water molecule for

each metal. The first, general, comment is that the two Figures look quite similar, with the

same increase in absolute value of all terms when going from Au to Cu and then to Pt. The
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Figure 5.8 – The adsorption energy for oligomers (a) and ice adlayers (b) on Cu(111) and Pt(111) is plotted against the
adsorption energy on Au(111).

additional energy contribution, ∆Ede f or m , turns out to be of minor importance overall (<1

kcal·mol−1). Even for Cu(111) the deformation energy is not larger than for Pt, despite the

more important lattice missmatch. This can be traced back to the relative rigidity of the water

molecules compared to the softer hydrogen bond interactions between them. Hence, while

the monomer geometry does not responds much to the unit cell, it is the assembly into an

adlayer that has to adapt upon adsorption.

On average, ∆Ead s only differs by ∼2 kcal·mol−1per water molecule between Au (weakest

adsorption) and Pt (strongest adsorption), even though the magnitude of the major adsorption

energy components differ by at least a factor of two. In order to uncover if this similarity is

only true on average or if it is a “universality” of the interaction of water with any of the noble

metal surface, Fig. 5.8 reports the correlation of adsorption energies on Pt(111) and Cu(111)

with the more physisorption-like adsorption on Au(111). Due to the large absolute difference

between the adsorption energies of oligomers (up to -90 kcal·mol−1) and ice adlayers (up

to -380 kcal·mol−1), the two families of systems are separated. The oligomers (Fig. 5.8a)

have slope close to unity and the intercept reflects the stronger adsorption of a single water

molecule on Cu and Pt compared to Au(111). For the ice adlayers (Fig. 5.8b), Cu(111) is

nearly indistinguishable from Au(111). The combination of the two figures clearly shows

that even though water oligomers are more strongly bound on Cu(111) than on Au(111), the

lattice-missmatch affects the water adlayers significantly. ∆Ead s for ice adlayers on Pt(111)

is, with a slope of 1.24 against Au(111), stronger and indicative of additional stabilization on

Pt(111) compared to the other noble metals and compared to the oligomers. This stabilization

is presumably due to a combination of stronger chemisorption and a well-matching metal

lattice.

Despite this seemingly simple distinction between adlayers and oligomers when analyzing
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Figure 5.9 – The charge-transfer ∆EC T is correlated to ∆Epol for the adsorption energy. The empty symbols correspond to

the three outlier adlayers (Hup, Hdown and chain-Hdown) which are excluded from the correlation.

the differences between metals, the individual components offer a complementary insight. In

Fig. 5.9 we trace ∆EC T as a function of ∆Epol for the three metal surface. When excluding the

three “exceptional” and energetically less stable ice adlayers (Hup, Hdown and chain-Hdown), a

correlation with R2 > 0.99 is obtained with slopes of about 1.5 for all three metals. This slope

is higher compared to the near unity slope from Fig. 5.6, where only the interaction between

the adlayer and the metal surface was analyzed. The origin of the difference is two-fold: first

and foremost, the water–water interaction, which is directly present in the scaling of Fig. 5.9,

features a comparably stronger CT component with respect to the polarization energy. Second,

Fig. 5.9 also contains the full cooperativity between water–water and water–metal interactions,

which are quantified in more details in the next subsection. The variation of slope between Fig.

5.9 and Fig. 5.6 nicely illustrates that even though charge-transfer and polarization are related

(with the former vanishing in the complete basis set limit), the precise relationship between

the two components depends on the nature of the probed interaction. The linear correlation

of Fig. 5.9 means that ∆Epol is sufficient to retrieve the complex many-body physics of ∆EC T ,

even including the water–water interaction. Therefore, modelling the polarization energy in

the absence of charge-transfer should be enough to capture the essential features for the full

adsorption energies ∆Ead s .
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Non-Additivity and Cooperativity of Water–Water–Metal Many-Body Interactions

Operationally, modification of the water–water interaction at the metal interface cannot

be distinguished from the modification of the water–metal interaction due to the presence

of co-adsorbed water molecules. We first quantify and compare the non-additivity of the

interaction energy (∆E Non Add
i nt =∆E Non Add

f r ozen +∆E Non Add
pol +∆E Non Add

C T ) for oligomers on Pt(111)

and Au(111). The non-additivity (Eq. 5.10) measures the difference in the interaction energy

between the sum of single water molecules interacting with the surface and the assembly of

all water molecules interacting with the metal surface.

For the oligomers, ∆E Non Add
i nt contributes to more than 30% to the total interaction energy. In

other words, the non-additivity is significant for a quantitative understanding of the interac-

tions at the metal/water interface. Fig. D.7 demonstrates, however, that ∆E Non Add
i nt correlates

(R2 = 0.93 and slope of almost unity) between the two extreme metals, Au (weak adsorption)

and Pt (strong adsorption), suggesting that it is a “universal” quantity. The components of

∆E Non Add
i nt do not all behave the same: The repulsive frozen term is very weakly correlated

(R2 ≈ 0.5), but noticeably smaller for Au than for Pt (roughly one third). This is to be expected

since the water molecules are further away from the surface on Au than on Pt. It is the the

non-additive charge-transfer and polarization energies that correlated between Pt and Au and

thus bring about the correlation between the metals.

We now unravel the origin of the non-additivity in terms of contributing components. Overall,

∆E Non Add
f r ozen is destabilizing while both the polarization and charge-transfer energies are stabi-

lizing the adlayer and are responsible for ∼ 40% and 60% of ∆E Non Add
i nt −∆E Non Add

f r ozen (i.e. the

stabilizing component), respectively and are correlated with each other (R2 = 0.98). The major

exception to this trend is, again, the Hup layer for which the frozen interaction is attractive, but

the polarization and charge transfer provide less additional stability compared to the average.

Having established the “universal” character of the non-additivity interaction, we now focus

on the case of Pt(111) to obtain a geometric understanding of its origin. Since the structures

are essentially two-dimensional, we do not simply determine the coordination number, 71 but

perform a directional analysis: in each structure, the H-bond (H· · ·O distance below 2.5 Å)

acceptors are identified. Then, they are classified according to the Pt–O distance (<3.0 Å for

chemisorbed water molecules, > 3.0 Å for physisorbed molecules). Two angles are additionally

introduced to describe the water orientation with respect to the surface, namely the cartwheel

angle θ and the propeller angleφ (see Fig 5.10 for a graphical definition). These angles describe,

respectively, the angle between the dipole of water and the normal to the surface, and the

rotation of the hydrogen pair around the dipole of water, following our previous studies on the

development of water–metal surface force fields. 21;53 The value of θ is zero when the dipole is

pointing away from the surface and rises when the molecule is bending toward the surface.

Also, a value of φ of 0◦ indicates that the two hydrogen are equally close to the surface, while a
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Figure 5.10 – Representation of the cartwheel (θ) and propeller (φ) angles used to describe the orientation of water molecules
toward the surface. µ is the dipol of the water molecule. θ = 0◦ when µ is aligned with the z axis, φ= 0◦ when
he two hydrogen are at an equal distance to the surface.
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Figure 5.11 – Representation of the non-additive energy contribution of physisorbed H-bond acceptors as a function of their
θ and φ characteristics. Dots indicate the observed points. The data is also available in Table D.1
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value of 180◦ indicate that the difference in distance to the surface between the two hydrogen

is maximal.

In order to simplify the analysis, the two-dimensional space spanned by θ and φ is divided

into 9 rectangles for the physisorbed water molecules. The limits of these rectangles are

optimized to find the optimal linear model reproducing the non-additivity for all 27 structures,

i.e., including the ice adlayers. For the chemisorbed molecules, only two combinations are

necessary (see Table D.1). The root mean square error of this linear regression amounts to 1.37

kcal·mol−1(see Fig. D.8), demonstrating the good predictive power of this simple model. The

advantage of the linear model is that we also identify the geometrical arrangements that are

responsible for the non-additivity. The corresponding energy coefficients for chemisorbed

molecules (see Table D.1) indicate that the typical adsorption minimum of a single water

molecule (θ ≈ 80◦,φ ≈ 0◦, Pt–O ≈ 2.5Å) is the worst H-bond acceptor (∆E acceptor,Non Add
i nt =

−3.0 kcal·mol−1), i.e., does not contribute significantly to the non-additivity. This is compatible

with the observation that the oxygen atom is already interacting with the metal surface via its

lone-pairs. Therefore, its electrons are less available to interact with a third hydrogen atom.

In contrast, the typical building block of the ice-like layers, where the chemisorbed water

molecule is tilted so that the hydrogens are pointing away from the surface (θ ≈ 50◦,φ ≈ 0,

Pt–O ≈ 2.5Å) is a better H-bond acceptor (-5.4 kcal·mol−1). The best H-bond acceptors are,

however, not chemisorbed to the surface but physisorbed (Pt–O> 3.0), and present all small φ

values (<70◦), meaning that the two hydrogens are at somewhat similar distances from the

surface. The very best region (-10.4 kcal·mol−1) is found for θ > 120◦, which corresponds to

two hydrogens pointing toward the surface, but with a lone pair of the oxygen atom pointing

in the direction of the surface, and thus, towards a potential H-bond donnor. A more in-depth

study on model systems would be necessary in order to deduce clearer trends and adapted

functional forms to reproduce these trends in an empirical force field. Nevertheless, based

on Fig. 5.11 it is clear that a strategy based on correction maps (CMAPs) as introduced for

protein backbone angles, 72 could successfully retrieve the non-additivity contributions. The

only extension to the CMAP approach would be the introduction of a distance dependence, in

analogy to the θ dependence introduced in our GAL forcefields. 21;53

The synergy between water–water charge transfer and water–metal charge transfer

The synergistic energy can be defined as

∆E s yn
C T =∆E Non Add

C T −EC T

(⋃
i

Wi

)
=∆EC T −

n∑
i
∆EC T (Wi , sur f )−EC T

(⋃
i

Wi

)
(5.12)

which represents the CT-associated energetic difference between, on one hand, the overall CT

and, and on the other hand, the sum of each individual charge transfer between a single water

molecule and the surface plus the charge transfer within the isolated water layer. This synergy
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is therefore positive (destabilizing) if there is a competition between these charge transfers

and negative for (stabilizing) cooperativity. Overall, cooperativity is found with ∆E s yn
C T =−1.37

kcal·mol−1per water molecule on average for Pt and -0.57 kcal·mol−1for Au. For Hup, however,

∆E s yn
C T is positive for both Pt and Au (1.1 and 0.5 kcal·mol−1per water molecule, respectively).

On the opposite, the most stable layers (
p

37,
p

39) are the ones where this cooperation is

higher, with also small net dipole moments and large contributions due to polarization.

This observation is in full agreement with our discussion in sec. 5.4.3, where we have high-

lighted the important density reorganizations of
p

39 that, nevertheless, lead to a small surface

dipole moment.

5.5 Conclusion

The detailed analysis of the electronic and geometrical characteristics of 28 diverse water

arrangements (from monomer to ice adlayers) over the (111) surface of five noble metals

(Cu, Ag, Au, Pd and Pt) has allowed to identify trends and key factors for the stability of water

arrangements on metallic surfaces. We identified dense-packed layers to be the most stable

structures, like the
p

39×p
39 unit cell for Ag, Au, Pd and Pt and the

p
37×p

37 unit-cell for

Cu. This stability was found to correspond to the smallest change of workfunction upon

adsorption. The Hdown and Hup structures, which are often cited as model structure for

water/metal interfaces, are less stable and lead to workfunction changes up to 3 eV.

The energy decomposition analysis, relying on the block localized wave function (BLW), shows

that the charge-transfer from water to the surface is overall nearly independent from the

charge-transfer between the water molecules, the latter being key for the H-bonding. ∆EC T ,

which is the computationally most costly term, is found to be linearly correlated to ∆Epol .

Hence, it can be predicted at minimal cost. As a consequence, the polarization energy can be

seen as the most important contribution to the adsorption energy.

Remarkably, the polarization energy provides about 40% additional stability at the interface

compared to the single water molecule adsorption, and displays a strong correlation with its

charge-transfer counterpart (R2 = 0.99 on Pt(111)). This is good news for force field develop-

ments, where models for the polarization energy could be included to capture the many-body

effects. Alternatively, this cooperativity can be largely reproduced by an additive model based

on the geometric parameters of the H-bond acceptor molecule. In summary, our investigation

highlights the closely related physics that governs the various noble-metal – water interaction

and suggests that polarization energies should be enough to retrieve most of the complex

many-body interactions at the metal/water interface.
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Part IIIUnravelling the link between
hydration and adsorption on reactive

oxide surfaces
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In the following part, an additional step is taken in the complexity of water/solid interfaces

with oxide surfaces. Indeed, such surfaces are subject to surface state changes at the same

typical time scales as adsorption. Modeling adsorption on oxide surfaces requires therefore

additional effort to sample the phase space of the surface itself. In chapter 6, the effect of an

adsorbed xylitol at the γ-alumina/water interface on the hydrolysis mechanism of alumina

is investigated. This study proves the major impact of the presence of an adsorbate on the

surface state changes of an oxide. To complete this study, the adsorption of alcohols on the

surface was studied in chapter 7, which revealed the complexity of the simulation of coupled

degrees of freedom like adsorption and surface state changes. The later also compare different

interface investigation techniques to highlight their differences and advantages.
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6 Reactivity of shape-controlled crystals
and metadynamics simulations

This Chapter is based on the following article: Reactivity of shape-controlled crystals and

metadynamics simulations locate the weak spots of alumina in water, Réocreux, R. and Girel,

É. and Clabaut, P. and Tuel, A. and Besson, M. and Chaumonnot, A. and Cabiac, A. and Sautet,

P. and Michel, C., Nature Communications, 2020, 10.1038/s41467-019-10981-9

abstract: The kinetic stability of any material in water relies on the presence of surface weak

spots responsible for chemical weathering by hydrolysis. Being able to identify the atomistic

nature of these sites and the first steps of transformation is therefore critical to master the

decomposition processes. This is the challenge that we tackle here: combining experimental

and modeling studies we investigate the stability of alumina in water. Exploring the reactivity

of shape-controlled crystals, we identify experimentally a specific facet as the location of the

weak spots. Using biased ab initio molecular dynamics, we recognise this weak spot as a

surface exposed tetra-coordinated Al atom and further provide a detailed mechanism of the

first steps of hydrolysis. This understanding is of great importance to heterogeneous catalysis

where alumina is a major support. Furthermore, it paves the way to atomistic understanding

of interfacial reactions, at the crossroad of a variety of fields of research.
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6.1 Introduction

The kinetic stability of solids in water is governed by their reactivity at the interface. Being able

to understand and control their surface stability and desired properties is therefore at the heart

of a variety of research fields: kinetics of drug release 1, corrosion of metals and alloys 2, lithium

batteries 3, geochemistry 4 with in particular the re-equilibration of solid phases in presence of

a liquid 5, water treatment6, heterogeneous catalysis7;8, from the preparation9;10, the utiliza-

tion to the degradation of the catalyst11;12, etc. Several parameters have been identified as

key in all these fields: the solid phase (which polymorph) 13, the nature of the surface exposed

(kink, rugosity) 4, and the species in solutions (additives, ions, pH) 14–16. For instance, alumina

is an oxide that is used in catalysis as a support for metallic nanoparticles17. Its γ allotrope

(γ−Al2O3) in particular has remarkable properties as a support, long proven in the develop-

ment of gas phase transformations 18–21. However, water has detrimental effects on γ−Al2O3,

either as a liquid12 or even as steam22. While its polymorph α−Al2O3is stable, γ−Al2O3

indeed transforms into various sorts of bulk hydroxides (AlOx Hy ) thereby seriously damaging

the catalyst (decrease of surface area, sintering and encapsulation of catalytic particles) 23–25.

Albeit not fully described at the atomic scale yet, the decomposition of γ−Al2O3 was shown to

proceed, at the macroscopic scale, through a sequential mechanism involving first dissolution

of Al atoms, and then precipitation thereof into the undesired hydroxides 24;26. These structural

changes can be retarded by tuning the surface chemical composition: silica deposition 27, pres-

ence of metallic nanoparticles 12, or impregnation with metal ions16. They are also impacted

by the content of the solution: pH24 but also presence of polyols28 or polyphenols25. The

mechanism of action of these additives is believed to lie in their chemisorption on the surface

that would make γ−Al2O3 water-resistant28;29. However little is known on which exposed

facet(s) and what site(s) need to be particularly targeted for protection. The optimization of

the structure of inhibitors is therefore a challenging task since the exact mechanism of the

decomposition of γ−Al2O3 in liquid water remains unknown. Whilst the sub-nanometric de-

scription of γ−Al2O3 is difficult to reach experimentally, molecular simulations have allowed

for the development of insightful atomistic models for amorphous 30 and nano-crystalline 31

γ−Al2O3. The model proposed by Digne et al. 31, which was obtained from Density Functional

Theory (DFT) calculations, has proven to depict properly the reactivity of the surface under

various realistic gas phase conditions19. It is only recently that Ngouana-Wakou et al.32 and

Réocreux et al. 33 have explored the interaction of γ−Al2O3 with liquid water, performing ab

initio Molecular Dynamics (AIMD) simulations. Although these simulations give insights on

the relative affinity of water for the different facets and the structuration and dynamics of

the liquid at the interface, they cannot capture the details of the decomposition mechanism.

Al-O bond formation and scissions are indeed rare events on the time scale achievable today

with AIMD. To overcome this limitation and force the system to react along a chosen reaction

coordinate, biased AIMD simulations are required. Ab initio metadynamics is an example of

such methods 34, and has been commonly used to model the reactivity between molecules in
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homogeneous media35;36 or between isolated molecules and a solid surface37;38. Although

common using classical force field for crystal growth and dissolution of molecular and ionic

crystals39;40, metadynamics has never been used to describe a reactive interface involving

bonds with a partial covalent character (typically here Al-O and O-H bonds) hence requiring

an ab initio description.

Here we combine experiments and theory to provide the atomistic mechanism for the early

stage decomposition of γ−Al2O3 in liquid water. It was experimentally demonstrated that

the decomposition is initiated at the (110) facet by exposing four samples of various shapes

of nanoparticles to a hydrothermal treatment in presence of aqueous solution of inhibitors

(xylitol and sorbitol) with varying concentrations. Performing ab initio metadynamics simu-

lations, we probe the reactivity of the (110)/water interface and identify specific aluminum

tetrahedral centers that are particularly reactive with water. We show that interfacial water

molecules are involved in the mechanism, both as reactants for the hydration of aluminum

and as intermediates for the proton reshuffling required by the decomposition mechanism.

We show that the substitution of chemisorbed water molecules on the surface with xylitol

locally renders the surface more hydrophobic and pushes water molecules away from the

water-sensitive Al sites.

6.2 Methods

6.2.1 Atomistic model.

The model of γ-Al2O3/water interface was taken from our previous study on the characteri-

zation of interfacial water in contact with γ-Al2O3.33 This model was built using the surface

model proposed by Digne et al.41 (and further improved by Wischert et al.42) and has been

used for about 15 years to rationalize efficiently experimental data.19 The simulation cell

consists of a 10 Å thick 2x2 unit cell of γ−Al2O3 (110), which is surmounted with a 20 Å thick

water layer and another 10 Å thick layer of void to avoid spurious confinement effects43.

6.2.2 Molecular simulations.

All ab initio molecular dynamics simulations (AIMD) reported here were performed using

density functional theory (DFT) with the Gaussian and Plane Wave combined approach as

implemented in CP2K/Quickstep44–47 using the same model and set of parameters as in our

previous work on the γ−Al2O3(110)/water interface33. The electrons were treated using the

exchange correlation PBE functional 48 with a Grimme D3 49 correction. Core electrons were

described using the Goedecker-Teter-Hutter (GTH) pseudo-potentials50–52 and the valence

density was developed on a double-zeta DZVP basis set along with an auxiliary plane wave

basis set with cut-off energy of 400 Ry. During AIMD, nuclei were treated within the Born-
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Oppenheimer approximation with a time step of 0.5 fs for the integration of the equations

of motion. The temperature of the simulation was maintained at 330 K using the Canonical

Sampling through Velocity Rescaling (CSVR) thermostat coupled to the system with a time

constant of 100 fs53. All the systems presented here were thermalized for at least 5 ps before

production of about 30 ps for statistical analysis. For the well-tempered ab initio metadynam-

ics simulations54, Gaussian hills of 0.04 width and 3.3 kJ·mol−1initial height were added in

a two-dimensional set of collective variables, described by coordination numbers (CN) as

defined in Plumed 2.0 55. For each collective variable, the chosen CN gives the average number

on a set of oxygen atoms coordinated to the probed Al atom. We used two different sets. In the

first one (CNa), the oxygen atoms belong to the surface structure of dry alumina. The second

one includes all the other oxygen atoms of the simulations (CNw or CNw+p , with w for water

oxygens and p for polyol oxygens respectively). The error associated with this procedure is

lower than 2 kJ·mol−1.

6.2.3 Theoretical aspects of Metadynamics

During ab initio molecular dynamics (AIMD), various geometries are sampled as a function of

simulation time t and can be described using a generalised coordinate q(t ). In metadynamics,

a bias potential is, on top of that, added to the unknown free energy surface F (q) along a

few chosen geometric parameters (distance, angles, or any sort of quantities that depend

on q) called collective variables si . For the sake of simplicity, the ensemble of the selected d

collective variables will be referred to as the vector~s. The bias potential is progressively built

during AIMD through the periodic addition (stride τ) of small amounts of free energy that

takes the form of gaussians. This history-dependent potential V (~s, t ) then writes:

V (~s, t ) = ∑
k< t

τ

W (kτ)exp

(
−∑

i

(si − si (q(kτ)))2

2σ2
i

)
(6.1)

where W is the height of the Gaussians and σ the width along the direction of collective

variable si . For standard metadynamics W is a constant, but for well-tempered metadynamics,

W decreases as a function of the amount of Gaussians previously added locally:

W (kτ) =W0exp(−V (~s(q(kτ),kτ), t )

kB∆T
) (6.2)

The decay is controlled using the parameter ∆T . This procedure allows for a smoothlier

convergence of the bias potential. In the limit of long simulation times, the bias potential
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converges and is related to the free energy surface projected along the selected collective

variables.

V (~s, t −→∞) = −∆T

T +∆T
F (~s)+constant (6.3)

Practically, we do not choose directly ∆T when using Plumed/CP2K but rather the bias factor

γ:

γ= T +∆T

T
(6.4)

The bias factor was set to 100. The details of the set-up (collective variables and parameters)

of the metadynamics simulations are given in the Methods section in the main article. The col-

lective variables we chosen are based on coordination numbers. To describe the coordination

of aluminium Al j with a set of oxygens Oset CN is defined by:

C N (Al j ,Oset ) = ∑
i∈Oset

si j (ri j ) = ∑
i∈Oset

1−
(

ri j−d0

r0

)n

1−
(

ri j−d0

r0

)m (6.5)

with ri j the inter-atomic distance between atom i and atom j, si j (ri j ) the switching function

describing the coordination between atom i and j, d0 the central value of the switching

function (si j (d0) = 1), r0 the acceptance distance of the switching function, and with n and m

two integer exponents with n inf m. The switching function si j is plotted for a given value of

r0 and various ratios n/m to illustrate the effect of those parameters on its shape in Figure 6.1.

d0 is chosen to match the Al-O equilibrium distance (1.5Å). r0 can be seen as an acceptance

distance which, coupled with the n/m ratio, controls at which distance the O atom is not

anymore considered as bonded to Al. At d0+r0, the switching function si j is equal to n/m. The

n/m ratio can be seen as the swiftness of decrease of the function away from the equilibrium

distance d0. Here, a ratio of 2/5 (n=4, m=10) and a r0 of 0.9 Å has been chosen and we can,

therefore, observe that this switching function has a value of about zero for an interatomic

distance greater than 3 Å.
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Figure 6.1 – Switching function si j for r0 =0.9 Å and n/m ratio with n= 4. The corresponding mathematical definition is given
in the text.

6.3 Results and Discussion

6.3.1 Identification of the facet whence the decomposition initiates.

γ−Al2O3 particles mainly expose three facets commonly referred to with their set of Miller

indices: the predominant and hydrophilic (110) facet, the less hydrophilic (100) facet and the

(111) facet (see Fig. 6.2a). In order to identify the facet(s) involved in the decomposition of

γ−Al2O3, four samples containing particles of different shapes were prepared (see Fig. 6.2

g-j). These four samples therefore showed four distinct proportions of facet areas, which

were quantified using X-Ray Diffraction (XRD) (see appendix table E.2). They underwent

hydrothermal treatment (i.e. 200◦C, 2 h, 14 bar autogeneous pressure) using various aqueous

solutions of sorbitol (represented in Fig. 6.2b), a known inhibitor, and xylitol (represented

in Fig. 6.2c), a shorter sugar polyol. A very strong alumina stabilization was observed in the

presence of both sorbitol or xylitol suggesting that the minimal -(CHOH)5- sequence, common

to those two polyols, is essential to protect alumina from water. This is consistent with the

work by Ravenelle et al. showing that sorbitol is a good inhibitor while glycerol (C3-polyol) is

not as efficient 28. To go beyond this qualitative statement, the minimum surface coverage of

polyol for each sample at which the decomposition of alumina gets inhibited was determined,

that is no hydroxides could be detected by XRD after hydrothermal treatment (see appendix

section E.3.1). This quantity, referred to as inhibiting coverage, was reached for concentrations

of 4 g/L of polyols for 2 g of alumina in 50 mL of solution and varied from 0.15 to 0.30 nm−2 for

xylitol, and from 0.20 to 0.35 nm−2 for sorbitol, depending on the shape of the nanoparticles
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(see appendix table E.4). This strong variation of the inhibiting coverages with the distribution

of facet surface areas (up to a factor of two in the case of xylitol) indicates that each facet does

not interact equally with the two polyols. In the case of a specific adsorption on one facet only,

the so-determined inhibiting coverage increases linearly with the fractional surface area of this

facet with a zero-intercept (see appendix section E.3.3). As shown in Fig. 6.2d-f, this is only

with the fractional surface area of the hydrophilic (110) facet that the inhibiting coverage of

both sorbitol and xylitol correlates with a zero-intercept function. No such correlations could

be established with the other fractional surface areas. Following the same kind of reasoning,

we show in appendix chapter E that edges and kinks are unlikely to be involved as major active

sites for hydrolysis. Therefore, the adsorption of sorbitol or xylitol is specific to the (110) facet

and allows for the total inhibition of the decomposition of γ−Al2O3 in liquid water at similar

partial coverage of 0.36 and 0.44 nm−2 of (110) facet for xylitol and sorbitol respectively (slopes

on Fig. 6.2d). As a corollary, we can infer that the (110) facet must exhibit sites responsible for

the hydrolysis of γ−Al2O3 and that the reactivity of these sites with water can be limited or

even suppressed upon the adsorption of sorbitol or xylitol.

Figure 6.2 – Implication of the (110) facet in the decomposition of γ−Al2O3 a, General topology of a γ−Al2O3 nanoparticle
exhibiting three major facets: (110) in dark blue, (100) in light blue and (111) in grey. b,c, Structures of two
inhibitors: b, sorbitol (red) and c, xylitol (blue). d,e,f, Comparisons between the inhibiting coverage (sorbitol in red,
xylitol in blue) and the fraction of exposed (110) (d), (111) (e) and (100) (f) surface areas. The experimental data
sets are fitted to the zero-intercept linear model derived in appendix chapter E. The fitted curves are represented
as straight lines. A correlation could only be established in the case of the (110) surface (d) with slopes of 0.367
± 0.009 and 0.443 ± 0.005 nm−2 for xylitol and sorbitol respectively (R2 >0.99). g,h,i,j, Transmission Electronic
Microscopy images of the four differently shaped γ−Al2O3 nanoparticles ordered in increasing (110) fractional
area: plates (g), fibres (h), rods (i) and commercial γ−Al2O3 (j).
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6.3.2 Identification of the atomic sites on the (110) facet whence the decomposi-
tion initiates.

To gain atomistic insight and identify the sites involved in the decomposition of γ−Al2O3 on

the (110) facet, we performed ab initio simulations using our recently developed model for

γ−Al2O3/water interfaces33. The primitive cell of the model of the γ−Al2O3(110) surface

shows four different surface Al sites: two octahedral and two tetrahedral sites, referred to as

Al(1) and Al(2) for the former and Alα and Alβ for the latter (see Fig. 6.4a-b). This surface is fully

hydrated with five chemisorbed water fragments, the oxygen atoms of which are represented

in blue in Fig. 6.4a-b. Some of these water molecules are dissociated, generating hydroxyl

surface groups. Repeating the surface unit cell in the x and y directions, the resulting p(2x2)

slab is surmounted by a 20 Å thick layer of liquid water that is not represented here for clarity.

The iso-electric point of alumina being close to 8, we consider pure neutral water. 56;57 Since

the decomposition of γ−Al2O3 transforms tetrahedral Al sites into octahedral Al centers,

we have focused on the tetrahedral sites, Alα and Alβ, and their reactivity with water (see

Fig. 6.4a). Both of them have a coordination number to alumina oxygen atoms (CNa) of

three and a coordination number to water oxygen atoms (CNw ) of one. Performing ab initio

metadynamics, we made each tetrahedral Al center specifically react along these two variables

(see details in Methods, section 6.2). The statistical analysis of the variations of CNw and

CNa allows for the construction of free energy landscapes (like the one given in Fig. 6.4c),

the local depth of which assesses for the stability of the intermediates, transition states and

products encountered along the course of the simulation (see details in Method, section

6.2.3). Obtaining this mechanistic information is a key achievement in the quest of a better

understanding of reactive interfaces and kinetic stability of solids in water. In the case of Alα,

the free energy landscape mainly shows one deep minimum at (CNa ,CNw )=(3,1), that is the

initial structure (see Fig. 6.3). Even within a span of 200 kJ·mol−1, no transition state to escape

that deep well towards other minima could have been identified. This suggests that Alα is very

unlikely to react with liquid water.

Figure 6.3 – Free energy surface of Alα computed from the metadynamics simulation using two collective variables, CNa that
represents the Al coordination to alumina oxygen atoms and CNw the one to water oxygen atoms.
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Conversely, the free energy landscape for Alβ shows, over a span of 180 kJ·mol−1, a variety

of minima spread over the nodes of a well-defined checkered pattern and associated with

a decreased number of bonds to surface oxygen atoms and increased number with water

oxygens (see Fig. 6.4c). Alβ therefore progressively detaches from the oxygen network of γ−
Al2O3 and is hydrated with the surrounding water molecules. A more detailed look at the free

energy surface indicates that this hydration is sequential and follows an addition/elimination

mechanism. It is only when Alβ has reached a total coordination number of 5 that an Alβ-O-Al

bond cleavage occurs. Noticeably, five-coordinated species appear to be key intermediates

in the decomposition of alumina as in the water-induced de-alumination of zeolites 58. This

holds true until (CNa ,CNw )=(1,4) where Alβ readily guests a water molecule to achieve an

octahedral structure with (CNa ,CNw )=(1,5). This last structure obtained from the simulation

is represented in Fig. 6.4e and shows how Alβ has been extracted from its initial position.

Among the water molecules in the first coordination sphere, three of them were initially

present on the surface as chemisorbed water molecules and the two others were physisorbed

water molecules. Proton transfers are not included in the general reaction coordinates we

designed. Nevertheless, the inspection of the trajectory shows that these early-stage steps

of the hydration are accompanied with the deprotonation of some of the coordinated water

molecules and a widespread reshuffling of surface protons over about 1 nm (compare Fig.

6.4a and 6.4d). The amphoteric character of the hydrated material allows γ−Al2O3 to offer

the proper local protonation level for the intermediates involved in its own decomposition

into AlOx Hy . In this respect, the trajectory reveals that physisorbed water molecules are

involved, via a Grotthus mechanism, in this redistribution of surface protons. Physisorbed

water molecules do therefore not only react but also help accommodating the protonation

state of the surface to guest the final octahedral intermediate. This is particularly striking for

the water fragments bound to the octahedral Al(1) and Al(2), which need to be deprotonated to

coordinate the fleeing tetrahedral Alβ. This study highlights the key role of water as a reactant

and as a solvent in the stability of an oxide and pre-figures the role of the pH in the interface

transformation. Ab initio metadynamics can hence provide a complete atomistic picture of

the alteration mechanism of an iono-covalent solid in contact with a reactive solvent.

6.3.3 Xylitol/water interface

Three additional ab initio molecular dynamics (AIMD) simulations were performed to study

the water/γ-alumina interface in presence of an adsorbed xylitol. We used, as a reference, our

recently published AIMD simulation on the γ-Al2O3(110)/water interface33, with the same

simulation set-up. Starting from this equilibrated interface, we substituted 5 water molecules

(2 chemisorbed H2O, 1 chemisorbed OH and 2 physisorbed water molecules) with xylitol as

illustrated in Fig. 6.5.

We considered three different tridentate geometries. The choice of these tridentate geometries
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Figure 6.4 – Exploration of the reactivity of tetrahedral Alβ on γ−Al2O3 (110) from ab initio metadynamics. a,b, Struc-
ture of the initial surface with chemisorbed water molecules or fragments (the oxygen atoms of which are shown
in blue) adsorbed on tetrahedral Alα and Alβ and octahedral Al(1) and Al(2). c, Free energy surface obtained
from the metadynamics simulation on Alβ using the coordination numbers to alumina oxygen atoms (CNa ) and
to water molecules and fragments (CNw ) as variables. The simulation starts from the point of coordinates
(CNa ,CNw )=(3,1). d,e, Structure of the last intermediate obtained from the hydration of tetrahedral Alβ with
(CNa , CNw )=(1,5). f, Projected free energy profile with the structure of each intermediate and the corresponding
(CNa ,CNw ). Yellow and white balls represent aluminum and hydrogen atoms respectively. The color red is used
for alumina oxygen atoms and the associated CNa . The color blue is used for water oxygen atoms and the
associated CNw .

156



6.3. Results and Discussion

αAl

βAl αAlβAl

αAl

βAl

αAl βAl

βAlαAl

Figure 6.5 – Adsorption of glycerol and xylitol through the substitution of water molecules. a, Structure of γ-Al2O3(110)
surface saturated with water molecules. b, Substitution of chemisorbed water molecules with glycerol (structure
proposed by Copeland et. al. 29) and xylitol (geometry proposed in the present work) and various views of a
snapshot of xylitol at the γ-Al2O3-water interface (O in red except O from water in blue, Al in yellow, C in black
and H in white)

is motivated by both literature and the present work:

• We show in the appendix section E.3.2 that sorbitol and xylitol reach a saturation of

adsorption for about 1/4 to 1/3 of a monolayer. If the interaction with the surface

was driven by non-specific interaction, we should in principle be able to saturate the

surface. This low coverage saturation thus suggests that the adsorption relies on specific

interaction rather than non-specific physisorption. The corresponding free energy of

adsorption is moderate for chemisorption (-20 kJ·mol−1according to our Langmuir

constant) but is consistent with a substitution of water molecules with alcohol moieties

on the surface.

• The only polyols for which the adsorption geometry on γ-Al2O3(110) has been studied

in the literature is glycerol, which happens to adsorb with a bidentate geometry29;59.

We can infer that xylitol and sorbitol would also have a multi-dentate adsorption mode.

Considering the local geometry of γ-Al2O3 (110), it is possible to propose a tridentate

adsorption geometry for those C5 and C6 polyols. Moreover, it is worth noting that

glycerol is also an inhibitor of the decomposition of γ-Al2O3
28. Since all three are

polyols, we can assume that they inhibit the decomposition via similar mechanisms.

Glycerol however is only able to slow down the decomposition, whereas sorbitol and

xylitol totally inhibit the decomposition. The latter must therefore interact more with

the surface, which is consistent with a tridentate geometry.

• The present work shows the importance of chemisorbed water molecules in the de-

composition mechanism of γ-Al2O3 in liquid water. With its partial substitution of
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water molecule on the surface, glycerol leaves some water molecules behind that can

potentially react with the leaching Al atoms. With a tridentate adsorption mode, the

probability of having such chemisorbed water molecules in the vicinity of the particu-

larly water-sensitive Al centre vanishes.

We performed one AIMD simulation for each adsorption mode of xylitol. After 10 ps of ther-

malisation, we ran the simulations for 25 ps for production. We compared the structuration

of the free water molecules around the water-sensitive Alβ with the reference interface using

radial distribution functions (see Fig. 6.6). When the two OH moieties of xylitol point toward

the tetrahedral Al atoms (Fig. 6.6a-b), the structuration of free water molecules is highly

impacted: the second coordination shell (the first being the chemisorbed OH group on Alβ)

either has a smaller concentration (Fig. 6.6d) or is pushed further to larger radii (Fig. 6.6e).

The OH group indeed induce bulk hindrance that makes those second coordination shell

water molecules less accessible to Alβ. For the last geometry (Fig. 6.6c) with the OH moieties

opposite to the tetrahedral centres, the effect can also be detected, albeit to a lesser extent.

Figure 6.6 – γ-Al2O3(111)/water interface including adsorbed xylitol in three different geometries (a, b and c). The radial
distribution of Alβ with free water molecules is given in absence (dash black) and in presence (solid red) of xylitol
to show the influence of its adsorption on the structuration of the interface depending on the adsorption mode (d,
e and f).

6.3.4 Reactivity with chemisorbed xylitol.

We performed the same metadynamics as the first one used to study the reactivity of Alβ, but

substituting the water fragments bound to the octahedral Al(1) and Al(2), which are in close
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vicinity to the water-sensitive tetrahedral Alβ, with xylitol. The reactivity of Alβ is described us-

ing again the coordination number of Alβ to alumina oxygen atoms (CNa) as a variable. Since

now, oxygen atoms are also found in xylitol, we considered, as a second variable, the coordina-

tion number to all other oxygen atoms that are external to alumina (oxygen atoms of water

molecules and polyol) and referred to as CNw+p . The resulting free energy landscape in the

presence of xylitol (Fig. 6.7c) is profoundly modified compared to the uncoated case (Fig. 6.4c).

Despite the exploration of a 200 kJ·mol−1energy span, the sampled (CNa ,CNw+p ) space is

reduced, meaning that Alβ is more constrained near its initial geometry at (CNa ,CNw+p )=(3,1).

A detailed look at the free energy landscape shows nevertheless that Alβ is able to react with

some surrounding oxygen atoms (CNw+p goes up to 4). The exact mechanism is however very

different from that described above. With xylitol adsorbed, CNa first decreases from 3 to 2

and CNw+p increases from 1 to 2, without any clear minimum in-between. This corresponds

to a SN 2 mechanism with a strong SN 1 character where the Alβ leaches first from alumina to

the outer surface (CNa decreases) before gaining an Al-O bond with water or xylitol (CNw+p

increases). As discussed above, the hydration of Alβ follows an addition/elimination mecha-

nism in the absence of xylitol. In other words, while a water molecule could easily reach the

Alβ and perform a nucleophilic addition in absence of xylitol, it has become more difficult in

presence of xylitol. The nucleophile must therefore either be immobilized or have difficulties

to approach Alβ. This is indeed confirmed by the inspection of the trajectories: Alβ does not

react with physisorbed water molecules but rather with the chemisorbed alcohol moieties

of xylitol. This frustrated extraction of Alβ out of the alumina surface is highly activated and

shows a barrier of 161 kJ·mol−1, consistent with the experimentally observed inhibiting power

of xylitol for hydroxides formation.

To better understand why Alβ reacts with xylitol rather than water, we performed a 25 ps

long regular ab initio molecular dynamics simulation of the interface with xylitol adsorbed

and compared to our recently published study work on the γ−Al2O3/water interface33. The

volume visited by physisorbed water molecules around Alβ is greatly impacted by the presence

of xylitol as shown in Fig. 6.7a and b. This is further confirmed by the radial distribution

functions of Alβ with physisorbed water molecules: the probabilities of finding physisorbed

water molecules in the second coordination shell are indeed reduced and shifted to larger

distances (Fig. 6.6). This clearly evidences an important steric hindrance induced by xylitol,

which is at the origin of the inhibition. Once Alβ sees its coordination number to alumina

oxygen atoms diminished by one unit, it directly coordinates to two alcohol groups because

of the constrained adsorption mode of xylitol (CNw+p increases by two units). The resulting

square-based pyramidal structure readily captures a water physisorbed molecule to gain a

saturated octahedral geometry, reaching (CNa , CNw+p )=(2,4).

We have already mentioned in section 6.3.3 that the adsorption geometries a and b for xylitol

show a similar influence on the structure of water molecules around Alβ (second coordination

shell). This results in an analogous reactivity towards water as shown by the very similar
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Figure 6.7 – Inhibition of the decomposition of γ−Al2O3 in the presence of chemisorbed xylitol evidenced by ab initio
metadynamics. a. γ−Al2O3(110)/water interface with the average occupation volume of water in grey. b.
Geometry of adsorbed xylitol at the γ−Al2O3(110)/water interface with the iso-surface of the average occupation
volume of xylitol in ochre, and the average occupation volume of water in grey. The iso-surfaces were computed
from an extra regular ab initio molecular dynamics simulation. More details can be found in Section 6.3.3 c. Free
energy surface obtained from the metadynamics simulation on Alβ in presence of xylitol. CNa is the coordination
number of Alβ to alumina oxygen atoms. CNw+p is the coordination number of Alβ to water and polyols oxygens.
Yellow and white balls represent aluminum and hydrogen atoms respectively. The color red is used for alumina
oxygen atoms and the associated CNa . The color blue is used for water oxygen atoms and the associated CNw .

free energy surfaces displayed in Fig. 6.7 and Fig. 6.8a. Second coordination shell water

molecules cannot access Alβ and the mechanism therefore switches from a two-step addition

and elimination mechanism to a SN 2 mechanism with a strong SN 1 character. Alβ reacts

with xylitol instead of water, upon the de-coordination from one oxygen atom belonging to

alumina. There is therefore no need for extra physisorbed water molecule to come to saturate

the octahedral structure of the product. In the last structure Fig. 6.6c), which has the two

uncoordinated alcohol moieties opposite to the tetrahedral centres, the reactivity is different

(Fig. 6.8b). As expected, xylitol cannot chelate the leaching Alβ in the same manner. Alβ is able

to de-coordinate from one oxygen atom of alumina and to coordinate with one alcohol moiety

of xylitol (product at (2,2)) through a SN 2 mechanism. The barrier is higher than in absence of

xylitol (95 kJ·mol−1to compare with 78 kJ·mol−1in absence of xylitol). In addition, no other

minimum can be observed for a span of free energies of 180 kJ·mol−1, probably because of the

constraint and hindrance induced by the C-H bonds of xylitol. In short, all three adsorption

modes show that physisorbed water molecules cannot react anymore with Alβ directly. The

only reactivity observed is limited with that involving xylitol and does not allow the dissolution

of Al centres.

Noticeably, for all adsorption modes, the inhibitor does not directly interact with the weak

spot, but with a neighboring site, thereby modifying the interfacial structure of the liquid. It

substitutes the water molecules that are involved in the first hydration steps and prevents the

necessary proton re-shuffling to generate AlOx Hy and therefore provides a strong stabilization
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Figure 6.8 – Free energy surface obtained from the metadynamics simulation on Alβ in presence of xylitol adsorbed as in
Fig. 6.6b (a) and Fig. 6.6c (b). CNa is the coordination number of Alβ to alumina oxygen atoms. CNw+p is the
coordination number of Alβ to water and polyol oxygen atoms.

of the surface of alumina. This is attributed to the γ-pentanetriol backbone of xylitol, a

structural feature shared with sorbitol (a known good inhibitor) but not with glycerol (a known

weak inhibitor) 28. Our study therefore opens the road to a rational design of the structure of

coating agents able to prevent γ−Al2O3 from decomposing in water.

6.4 Conclusions

The combined experimental and theoretical study presented here provides an atomistic mech-

anistic picture of the initial steps of the decomposition of γ−Al2O3 in water. The weak spot is a

tetrahedral surface Al of the (110) surface. It undergoes successive addition of water/scission of

Al-O, yielding to AlOx Hy . This process is accompanied by proton reshuffling. The chemisorp-

tion of a polyol on a neighbor site inhibits this hydrolysis by replacing the water molecules

that initiate the process and by limiting the access of water to this weak spot. Noticeably, the

weak spot of this oxide is not located at kink or edges but at the heart of a given facet. This

understanding opens the road to further improvement of inhibitors. Since γ−Al2O3 is an

iono-covalent oxide and water potentially reacts during the process and may dissociate into

(OH−, H+), gaining such an atomistic understanding is a rather challenging task, especially

regarding computational chemistry where the use of biased ab initio molecular dynamic is

necessary. The present achievement thus constitutes an unprecedented milestone in the

understanding of solid/liquid interface transformation. The approach that we propose here

could be insightfully applied to various other relevant systems in electrochemistry, geochem-

istry or material science, where the reactivity of the solid with water and possibly other liquids

plays a crucial role.
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7 Adsorption study of ethanol at the
γ-alumina/water interface

The following chapter is a follow-up to the previous study of the inhibiting ability of polyols

on the hydrolysis of γ-alumina in water. It has not yet been published in the form of an article.

abstract: Predicting adsorption free energies and adsorption modes of alcohols at the alu-

mina/water interface is required to study their inhibiting capacities of γ-alumina hydrolysis.

The adsorption of ethanol is here investigated as a test-case for the future study of polyols

adsorption. Three different methods are used: metadynamics, MMSolv (introduced in chap-

ter 2), and thermodynamic integration. We observed an alternate surface state to the one

established in the literature. This state is found to be more stable than the reference state

in presence of a bidentate adsorbed ethanol. The desorption mechanism is proven to imply

the coordination of an additional water molecule close to the adsorption site prior to the

desorption of ethanol. If a qualitative agreement about the desorption mechanism is found

between the three methods, no quantitative agreement could be found for the desorption free

energies. This work evidences the issues of the three methods that remain to be fixed, but

also demonstrates that their combination can already lead to a better understanding of the

desorption mechanism.
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Chapter 7. Adsorption study of ethanol at the γ-alumina/water interface

7.1 Introduction

In the precedent chapter (chapter 6), following experimental evidence of inhibition of the

hydrolysis of γ-alumina in presence of xylitol, we investigated the water/alumina interface.

We demonstrated the responsibility of the modification of the interfacial water structure by

an adsorbed xylitol in the inhibition process. However, interestingly, very close alcohols like

ribitol (a diastereomer of xylitol, as shown in Fig 7.1 b) were demonstrated in a preliminary

study to have little to no effect on the hydrolysis of alumina. We conducted the exact same

metadynamics as proposed in chapter 6 but replacing the adsorbed xylitol by ribitol. Surpris-

ingly, as depicted in Fig. 7.1, the hydrolysis Free Energy Surface (FES) obtained in presence of

ribitol was very close to the FES obtained in presence of xylitol, despite their different inhibit-

ing capacities. Both of them presented a high free energy barrier (≥ 150 kJ·mol−1) associated

with the first step of the hydrolysis mechanism. These results would therefore suggest that

their inhibiting power was similar. To explain the discrepancy between these results and the

experimental evidence, we emitted the hypothesis of different adsorption capabilities between

xylitol and ribitol. Indeed, ribitol could have a theoretical inhibiting effect if adsorbed but

would actually adsorb in very low quantity at the water/alumina interface.
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Figure 7.1 – a) topological representation of xylitol and ribitol. b) and c) Free energy surface (FES) corresponding to the
hydrolysis of alumina in water, following the same method and conventions as in chapter 7. b) FES in presence
of an adsorbed xylitol (taken from our previous study). c) FES in presence of an adsorbed ribitol.

However, as extensively demonstrated in the precedent chapters of this manuscript, the theo-

retical description and understanding of the adsorption or desorption of various molecules

at the water/solid interface are very challenging. Especially, interfaces between water and

oxophilic metallic surfaces or oxide surfaces feature very strong interactions between surface

atoms and water molecules that can be responsible for dissociative adsorption of water1;2

or surface reconstructions, as highlighted in chapter 6. The resulting surface state can also

depend on the presence of molecules adsorbed at the water/solid interface. These surface

state modifications should therefore also be accurately sampled to conduct this adsorption

study.
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7.2. Computational details

Moreover, both xylitol and ribitol are flexible molecules, with numerous alcohol functions,

and thus, possible adsorption modes. This flexibility adds considerable complexity to the

study of adsorption by enhancing the number of degrees of freedom of the system. As a first

test case to both determine the efficiency of the different adsorption investigation methods

and to better grasp the difficulties of adsorption studies at such water/alumina interface, we

decided to study the adsorption of ethanol instead of xylitol or ribitol. Ethanol stands as a

convenient model, small enough to avoid too much sampling, but able to mimic the reactivity

of alcohols at the surface of alumina.

Therefore, we investigate herein the adsorption process of ethanol on γ-alumina in water with

a panel of different methods to unravel all the important processes involved in the adsorption.

This comparison assesses the efficiency of two standard methods for determining reaction

free energies from first principles (thermodynamic integration 3;4 and metadynamics5;6) but

also of our simplified hybrid quantum mechanics, molecular mechanics scheme. 7

Two different adsorption configurations of ethanol were considered, built similarly to the

adsorption modes of xylitol proposed in chapter 6: a single-bond non-dissociative mode,

where ethanol substitutes a non dissociated water molecule, chemisorbed on an octahedral

aluminum atom of the surface (here Al(1), following Copeland’s denomination) 8, and a bridg-

ing dissociative mode, where ethanol is found as a formal ethoxy, bridging between the two

octahedral aluminum atoms of the surface (Al(1) and Al(2)), and replacing a hydroxyl group

from a dissociated water molecule (see Fig 7.2). These two modes are dubbed µ1 and µ2,

respectively, following the analogous notation for ligands binding to 1 or 2 metallic centers.

At first, this study focuses on the exploration of desorption mechanisms by metadynamics.

Then, free energy differences between the key geometries identified by metadynamics are

established at different approximated solvation levels. Finally, a thermodynamic integration is

employed to refined the activation barriers associated with desorption.

7.2 Computational details

7.2.1 Initial structures

Hydrated γ-alumina (110) initial surface geometries and water structure were taken from our

previous study 9 and referred to as Sr e f . For dynamics including a water phase, our previous

pre-equilibrated water box of approximately 16 Å height was used, complemented with a 14

Å vacuum. For gas-phase static computations, a vacuum phase of 30 Å was used. A second

stable hydrated surface geometry is identified during the study and referred to a Sdi ss . A visual

comparison of Sr e f and Sdi ss can be found in the metadynamics section (section 7.3.1, Fig

7.5).
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Chapter 7. Adsorption study of ethanol at the γ-alumina/water interface
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Figure 7.2 – a side and and b) top view of the model γ-alumina surface used as hydrated reference surface. Light blue
oxygens labeled Oµ1 and Oµ2 are the two atoms that are substituted to build the µ1 and µ2 adsorption mode
respectively. c) Schematic representation of the adsorption from a free ethanol (dubbed µ0) to the µ1 or µ2
adsorption mode.

7.2.2 General parameters for DFT dynamics

Following our previous studies, all DFT dynamics were conducted using the CP2K-Quickstep 10–13

implementation of DFT with Gaussian Plane Wave (GPW) combined approach, with the

Perdew-Burke-Ernzerhof (PBE) functional 14 to describe electron interactions, supplemented

by Grimme D3 correction15. Goedecker-Teter-Hutter (GTH) pseudo-potentials16–18 for core

electrons and a combination of double-zeta (DZVP) basis set and auxiliary plane waves up to

400 Ry for valence density were used. The Self-Consistent Field convergence criterium was set

to 5 ·10−6 Hartree. Dynamic samplings were performed in the NVT thermodynamic ensemble,

with a temperature held constant at 330 K via a Canonical Sampling through Velocity Rescaling

(CSVR) thermostat. 19 The two bottommost layers of alumina were held frozen during dynam-

ics. An integration time step of 0.5 fs was chosen for runs associated with thermodynamic

integration, while 1 fs was preferred for metadynamics runs, associated with an increase

tripled atomic weight for hydrogen.
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7.2. Computational details

7.2.3 Free energy differences

Free energy differences between portions of the Free Energy Surfaces (FES) were computed

following the method of Ciacchi and co-workers 20:

∆F =−RT · ln

(
c1

c2

)
(7.1)

were c1 and c2 are averaged population of two region of the FES (1 and 2) defined by their

boundaries (CVi ,max and CVi ,mi n for each collective variable i ). c are defined as:

c(CVi ,mi n ,CVi ,max , i = 1..NCV ) = 1∏
CVi

(CVi ,max −CVi ,mi n)

CV1,max∫
CV1,mi n

. . .

CVN ,max∫
CVN ,mi n

exp

(
−F (xN

CV )

RT

)
d xN

CV

(7.2)

with xN
CV being the coordinate of the system in the N-space defined by the CV. Integration of

the free energy along a dimension as used for the representations in section 7.3.1 was obtained

using the same equation applied on one CV only.

7.2.4 Specific parametrization for the metadynamics study (section 7.3.1)

For metadynamics, 5;6 PLUMED 21 implementation of collective variables was used in combi-

nation with CP2K. All coordinations between groups of atoms are considered as defined in

plumed with the numerical parameters detailed in Table 7.1. Three collective variables were

used.

type d0 r0 n m

Al-O 2.0 0.8 4 10
O-H 1.9 0.4 4 10

Table 7.1 – Numerical parameters used to define the coordination between atoms. Type designs the type of bonds considered
for the coordination. d0 is the central value of the coordination function (C (d0) = 1), r0 is the acceptance distance
of the coordination function, and n and m are two integer exponents with n inf m. At d0+r0, the coordination
function is equal to n/m. A visual interpretation of these parameters can be found in Fig. 6.1

The “Coordination” CV was chosen as the coordination between the ethanol’s oxygen and the

adsorption site of alumina: Al(1) for the metadynamics starting from µ1 (see Fig. 7.2) and Al(1)

and Al(2) for the metadynamics starting from µ2 (see Fig. 7.2).
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Chapter 7. Adsorption study of ethanol at the γ-alumina/water interface

The “Solvation” CV is designed to account for H-bonds between water molecules and either

the anchor aluminum(s) of the surface or with the hydroxyl group of ethanol. It is defined as

follow:

Sol vati on =C (Oethanol , Hw ater )+C (Hethanol ,Ow ater )+C (Aln ,Ow ater )

were C (A,B) stands for the coordination between two groups of atoms (A and B). Oethanol

stands for ethanol’s oxygen. Hw ater stands for every hydrogen originating from water molecules

(free, adsorbed, or dissociated). Hethanol stands for the O–H hydrogen of the adsorbed ethanol

(therefore, only for the coordination mode µ1). Ow ater stands for every oxygen originating

from water molecules (free, adsorbed, or dissociated). Aln stands for Al(1) in the µ1 metady-

namics, and for Al(1) and Al(2) in the µ2 metadynamics.

Finally, the “Height” CV was chosen as the absolute coordinate of ethanol’s oxygen in the

out-of-plane direction.

The biasing potential component added were isotropic Gaussians (along each collective

variable) of 0.04 width and deposited at a 10 fs rate. Their height was determined following

the well-tempered metadynamics22 scheme, starting from 3.3 kJ·mol−1with a bias factor of

100 and a temperature of 330 K.

7.2.5 General parameters for static DFT computations with VASP

For static DFT computations, including these conducted for the MMSolv method, gas-phase

adsorption energies were computed using plane-wave DFT as implemented in VASP 5.4.1 23;24.

The PBE functional was used to describe electron interactions,14;25 supplemented by the

dDsC dispersion correction26;27. The electron-ion interactions were described by the PAW

formalism 28;29. The plane-wave energy cutoff was set to 400 eV. Entropic differences associated

with adsorptions were estimated following the method exposed in chapter 1.

∆ad sS = Saq,r ot (EtOH)+Saq,tr ans(EtOH)−Saq,r ot (w ater )−Saq,tr ans(w ater ) (7.3)

The experimental value of liquid phase entropy for a water molecule (Saq (w ater )) was used

and liquid phase entropic contributions of ethanol were estimated from the gas phase entropic

estimates by the empiric relation: 30

Saq (EtOH) = 0.54 ·Sg as(EtOH)+2.759 ·10−2(kJ ·mol−1 ·K−1) (7.4)
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7.2. Computational details

For implicit solvent computations, the Polarisable Continuum Model (PCM) implemented in

the VASPsol module 31 was used. The default settings for cavitation energy were used.

7.2.6 Molecular mechanics computations with AMBER

For the classical computations of MMSolv, the same computational setup was used as de-

scribed in chapter 2. However, Lennard-Jones parameters for γ-alumina atoms were taken

from the CLAYFF forcefield. 32 An additional gaussian attraction between water’s oxygen and

surface aluminum atoms was also added as described in our previous work. 33 Chemisorbed

water molecules (dissociated or not) were also frozen, their Lennard-Jones parameters taken

from the UFF forcefield 34 and their partial charges extracted from DFT static computations of

the hydrated slab, following our method described in chapter 2

7.2.7 Specific parametrization for the Thermodynamic integration study (section
7.3.3)

For the Thermodynamic integration (TI)3;4 study, the free energy differences ∆F were calcu-

lated by integration of the gradient of F over the parameter z representing the absolute height

of the oxygen atom of the ethanol molecule. The free energy gradient was computed along

a discretised reaction path with around 20 constrained runs, for z increasing from an initial

value just below the equilibrium position of the chemisorbed molecule to z = 18 Å, near the

zone the bulk water9. The starting geometries of each run were obtained via a preliminary

slow-growth.35 The free energy gradient is given by the ensemble average of the Lagrange

multiplier associated with the constraint on zO in the constrained run. Standard errors on

free energies are deduced, after integration, from the standard errors on the gradient by block

averaging. 36 The first 5 ps of each run were considered necessary for equilibration and thus

discarded for the analysis, leaving production times of at least 10 ps each. Some runs (z = 15.5

and 17.0 Å were extended. In a few cases (z≥13 Å), preliminary slow growth simulations were

performed to displace a water molecule in the space left vacant by the alcohol, in order to

decrease the equilibration duration. At distances z > 14 Å from the surface (which correspond

to ethanol being further from the surface than the physisorbed water layer,9 the structures

originating from desorption modes µ1@Sr e f and µ2@Sr e f have been considered to be equiv-

alent, with a free ethanol molecule in liquid water, and only the data gathered in the TI run

starting from µ2@Sr e f were used. In the same manner, at distances z > 12.5 Å, the windows of

the TI originating from µ2@Sdi ss are similar to the windows of the TI originating from µ2@Sr e f

as the surface has undergone spontaneous reconstruction. Only the data originating from the

µ2@Sr e f are therefore used for windows featuring z > 12.5 Å.
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7.3 Results

7.3.1 Metadynamics

Following our recent studies of alumina hydrolysis, we performed an investigation of the

desorptions from two configurations (µ1 and µ2) by using metadynamics to enhance the

sampling of the desorption free energy surface (FES). The biasing of the FES along three

collective variables (CV) was identified as necessary to accelerate the desorption event. The

first natural CV to be considered is the relative height of the ethanol compared to the average

position of the upper layer of alumina. This CV ensures that the alcohol will move away

from the surface and be pushed into the bulk solvent. Besides, the coordination between

the alcohol’s O and is anchoring(s) Al atom(s) was also found to be an important descriptor

of the system because it allows distinguishing a situation where the bond(s) is(are) already

broken but the alcohol has not drifted away from the surface. It is of particular importance

for the desorption from the µ2 state where only one of the Al-O bonds can be broken without

changing the altitude of the alcohol. Additionally, this coordination cannot simply replace the

height CV because a bias along the coordination variable would not push the molecule away

from the surface toward the bulk solution and could let it trapped into the physisorbed water

layer evidence by Réocreux et al..9 Last but not least, a solvation coordinate was designed

that describes the number of H-bond shared between the alcohol and the water molecules

but also the number of water molecules adsorbed on the surface. This CV allows a quick

reorganisation of the water structure upon desorption. During this reorganisation, water

molecules complete the hydration sphere of the ethanol but also fill the vacant coordination

site of the former anchoring Al. The metadynamics of the desorption from the two states were

therefore conducted along these three degrees of freedom: the coordination of the alcohol

with the surface, the solvation of both the ethanol and the surface, and the altitude of the

alcohol’s oxygen.

In the free energy surface FES1 corresponding to the desorption of the ethanol from its µ1

adsorption mode (see Fig 7.3), two portions are highlighted using different colour scales,

corresponding to the desorbed (µ0, in green) and adsorbed (µ1, in blue) state of the ethanol. As

depicted in the solvation/height representation, the portion of the phase space corresponding

toµ1 is quite narrow, constraint to a small absolute height (12 Å at maximum, approximately i.e.

2 Å away from to the surface), but also to small solvation value (≤ 4 corresponding to one water

molecule co-adsorbed on Al(1), and one hydrogen bond formed between ethanol’s oxygen

and a water molecule). On the contrary, the µ0 portion is quite large and the full sampling of

the corresponding phase space cannot be successfully achieved because the height can rise

up indefinitely which is a problem in a finite size simulation box. Also, the solvation value in

this portion is higher (from 4 to 8), because after desorption of the alcohol, water molecules

can replace the alcohol to complete Al(1) coordination and at the same time, the ethanol can

form more H-bonds with neighbouring water molecules. The second representation allows
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Figure 7.3 – 2D representations of the 3D free energy surface FES1 of the desorption of ethanol from its µ1 adsorption mode
on the alumina surface. Two portions of phase spaces are represented by two different colour scales: in blue for
the adsorbed µ1 ethanol (Coordination > 0.5) and in green for the desorbed µ0 ethanol (Coordination < 0.5). The
grey line represents the boundaries of the colour scales. The middle schematics depicts the cubic 3-dimensional
FES and a schematic representation of µ0 and µ1. On the left, the FES in function of the solvation and absolute
height, obtained by integrating out the surface/ethanol coordination variable (see 7.2). On the right, the FES in
function of the surface/ethanol coordination and the solvation degrees of freedom, obtained by integrating out the
solvation variable (see 7.2). Both representations share the same energy scales.

a better understanding of this µ0 portion, by integrating the multiple close local minimums

depending on the height in a more limited number of solvation-dependant minima. Based on

the analysis of F in the well corresponding to the adsorbed state (see Eq. 7.2) a free energy

barrier of ∆desor pti onF ‡(µ1) = 35 kJ·mol−1was found, assorted with a desorption energy of

∆Fdesor pti on(µ1) =−9 kJ·mol−1. The desorption would therefore be slightly exothermic and

kinetically easy which implies a very low amount of adsorbed ethanol as µ1 on the surface.

Also, noticeably, prior to desorption from the µ1 state, an increase in solvation is observed,

suggesting the necessity of adsorption of an additional water molecule on Al(1) to trigger

the desorption of ethanol. This mechanistic clue is not only important to better understand

the global desorption process, but it also rationalises the necessity of the solvation CV, as

free energy barriers of approximately 30 kJ·mol−1are observed along this coordinate. Indeed,

because of the bias imposed along the solvation CV, additional water molecules will be pulled

to the aluminum site, thus allowing a new desorption path that could have been missed in

absence of this bias.

However, while the free energy barriers can be considered as relatively reasonable, less confi-

dence can be put in the free energy difference with the µ0 state. Indeed, as mentioned early,

the upper bound of the height variable is ill-defined which implies an incomplete sampling of

the µ0 state which could be more stabilised than these results suggest.

To compare the desorption from µ1 to the desorption from µ2, another metadynamics was

used, resulting in FES2 (see Fig 7.4). FES2 was divided into three sub-portions, to distinguish

the fully adsorbed state µ2, the half-desorbed state µ1,bi s where only one Al-O bond still
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Figure 7.4 – 2D representations of the 3D free energy surface FES2 of the desorption of ethanol from its µ2 adsorption mode
on the alumina surface. Three portions of phase spaces are represented by three different colour scales: in
orange for the fully adsorbed µ2 ethanol (Coordination > 1.5), in blue for the partially desorbed ethanol µ1,bi s ,
only linked by one bond to the surface aluminum (1.5 > Coordination > 0.5), and in green for the desorbed
µ0 ethanol (Coordination < 0.5). The grey line represents the boundaries of the colour scales. The middle
schematics depicts the cubic 3-dimensional FES and a schematic representation of µ0, µ1,bi s , and µ2. On the
left, the FES in function of the solvation and absolute height, obtained by integrating out the surface/ethanol
coordination variable (see 7.2). On the right, the FES in function of the surface/ethanol coordination and the
solvation degrees of freedom, obtained by integrating out the solvation variable (see 7.2). The red circle stands
for the approximate coordinates of the µ1 geometry used in the study of FES1, but here evaluated with the CV
used in the study of FES2.

connects the ethanol to the surface, and the fully desorbed state µ0. The mono-coordinate

state of ethanol µ1,bi s explored in FES2 differs from the µ1 state of the previous FES1. Indeed,

if both these modes feature mono-adsorbed ethanol on Al(1), they are distinguished by the

position of the ethanol relative to Al(2). In theµ1 adsorption mode, ethanol is placed away from

Al(2), while it is closer in µ1,bi s . Once again, we retrieve a very narrow phase space, confined

around 11.3 Å for the µ2 and µ1,bi s and a wide one at a higher distance for µ0. The path taken

during the desorption (from µ2, at the coordinate (2,2)) is evidenced in the representation

on the right. Direct desorption, at constant solvation, only leads to a dead-end as µ1,bi s in

(2,1) that does not lead to a fully desorbed µ0 state. Actual desorption instead requires a prior

increase in the solvation of one of the anchoring aluminum atom to µ2 in (3,2) before the

breaking of the two Al-O bonds (to µ1,bi s in (3,1) and to µ0 in (3,0)). Afterward, the solvation

rises again with the constitution of the solvation sphere of ethanol and the replacement of the

ethanol by a water molecule on the surface. In Fig 7.4, the red circle indicates the coordinates

of µ1 as evaluated in the CV space of FES2 (which differs slightly from its coordinates in FES1 as

the CV are not exactly similar). It can be observed that this position of the FES is not explored

during the metadynamics starting from µ2 and that it is not part of the desorption path. This

difference in the spatial arrangement between µ1 and µ1,bi s , therefore is reflected on the CV

coordinates. Mechanistically, it means that the µ1 state studied in the first metadynamics is

not an intermediate state in the desorption from µ2.
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Another important feature of the system encountered during the metadynamics was the

spontaneous modification of the surface state of the alumina that was experienced only

when ethanol was adsorbed as µ2. Indeed, in presence of the bidentate alcohol, a nearby

chemisorbed water molecule underwent dissociation. Such dissociation was never observed

in presence of a µ1 adsorbed ethanol, nor in absence of the ethanol. It is possible that the

adsorbed ethoxy acts as a pivot to allow hydrogen hopping between surface oxygen, enabling

fast exchanges that can conduct to other stable states. Consequently, even after the desorption

of the ethoxy, during the metadynamics rub, no spontaneous return to the initial surface state

was observed. This means that µ1 and µ2 cannot be linked to a common µ0 configuration

by these two metadynamics as the final surface state of alumina differs between the two

simulations because of the water dissociation. From now on, the standard reference surface

state, as evidenced in our previous study of γ-alumina in water is dubbed Sr e f while the novel

surface state, presenting an additional dissociated water molecule is dubbed Sdi ss . Both are

represented in Fig. 7.5. This dissociation is invisible in the CV space of the metadynamics,

and therefore cannot be observed in the represented FES. This evidences a critical problem of

standard metadynamics because only the starting geometry of the simulation is imposed and

it may be difficult to connect it to a reference state.
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Figure 7.5 – Schematic representation of the two surfaces Sr e f and Sdi s . The red atoms underline the difference between
the two surfaces.

In FES2, no local free energy minimum was observed for µ1,bi s in (3,1), suggesting that the

mono-adsorbed state is not stable and that only one transition state exists between µ2 in

(3,2) and µ0 in (3,0), that is situated around (3,0.5). A total barrier of ∆F ‡ = 149 kJ·mol−1was

found (from µ2 to µ0), assorted with a total desorption energy of ∆F = 97 kJ·mol−1. This

difference can hardly be interpreted in comparison to the one associated with µ1 as it is

coupled with the free energy of dissociation of a nearby water molecule. Hence, here ∆F =
F (µ0 +Sdi ss)−F (µ2@Sr e f ).

Overall, the metadynamics has proven itself useful for exploring the mechanism of desorption

from the µ1 mode and allowed an evaluation of the associated desorption free energy barrier
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∆desor pti onF ‡(µ1). However, because of the unbounded nature of our height CV, our estima-

tion of the desorption free energy difference ∆desor pti onF (µ1) is questionable. Interestingly, in

the case of desorption from µ2, a different desorbed state as the reference one was found, even

if the free energy difference computed by metadynamics is related to Sdi ss whose stability

compared to our reference state Sr e f is unknown. However, metadynamics has allowed us to

understand that the surface state was of importance in the adsorption mechanism, that the

two mono-adsorbed states µ1 and µ1,bi s were not equivalent, and provided us with configu-

rations for these chemically relevant surface states that can be exploited by static methods.

Metadynamics also proved the importance of an increase of the surface solvation prior to any

desorption. Therefore, the metadynamics study has provided us a meaningful mechanistic

insight even if its energetic evaluation must be completed by other methods.

7.3.2 Thermodynamic differences

Based on the information and structures gathered by metadynamics, we performed a ther-

modynamic study of the desorption from the two µ1 and µ2 adsorption modes, combined

with the two different surface states Sdi ss and Sr e f . In this part, free energy differences are

computed based on the two following substitution reactions for µ1 and µ2 adsorption mode

respectively:

EtOH ·Al2O3 +H2O −−→ EtOH+H2O ·Al2O3 (7.5)

EtO ·Al2O3 +H2O −−→ EtOH+OH ·Al2O3 (7.6)

At first, a pure gas-phase approach, completely neglecting solvent effects, has been adopted

in order to provide an estimate of the interaction energy between ethanol and the hydrated

aluminum surface. We chose to consider substitution reactions of water molecules by ethanol

on a fully hydrated surface, i.e. covered by chemisorbed water molecules (some dissociated) as

proposed by Reocreux et al. The standard energy substitution difference is also supplemented

by an approximated entropy difference, deduced from rotational and translational entropy

of ethanol and water (see computational details). The result are here presented in Fig. 7.6

(middle). It appears that in absence of solvent, the reference surface model Sr e f established in

the literature 9 is less stable by 9 kJ·mol−1than the surface state Sdi ss presenting an additional

dissociated water molecule adsorbed on its surface. Sdi ss is even more stabilised in presence

of an adsorbed ethanol in µ2 by 10 kJ·mol−1. However, if ethanol is adsorbed in µ1, this surface

state is destabilised by 17 kJ·mol−1, thus becoming less stable than Sr e f . Therefore, the only
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Figure 7.6 – Free energy level of the two adsorption mode µ1 and µ2 on the two considered surface Sr e f and Sdi ss . The gas
phase free energies are presented in the middle plot, the free energy level in implicit solvent are presented on
the left, and the free energy level computed in the MMSolv scheme are presented on the right. All free energies
are given in kJ·mol−1relatively to Sr e f for each different method.

situation where Sr e f is the most stable surface state is when ethanol is adsorbed in µ1, and

even in this case, it is less stable by 9 kJ·mol−1than a raw Sdi ss , meaning that the adsorption of

ethanol in µ1 is quite limited.

Upon the inclusion of an implicit solvent, the relative stability of these surface states and

adsorption modes is modified as pictured in Fig. 7.6 (left). Indeed, in absence of adsorbed

ethanol, Sr e f is found slightly more stable than Sdi ss (by 5 kJ·mol−1). However, the relative sta-

bility of Sr e f and Sdi ss when ethanol is absorbed (as eitherµ1 orµ2) is not strongly impacted by

the inclusion of the implicit solvent. Their relative stability is only reduced by 4 kJ·mol−1under

µ2 adsorption and increased by 5 kJ·mol−1under µ1 adsorption. Noticeably also, µ1@Sr e f

becomes more stable than any bare surface (Sr e f or Sdi ss), meaning that adsorption as µ1

is possible. Overall, these results tell us that the better stability of Sr e f compared to Sdi ss in

absence of ethanol is due to solvent effects (that are partially reproduced here by implicit

solvation), which is compatible with the surface model of alumina in water established by

Réocreux and co-workers. 9 These observations are also in line with the result observed in our

metadynamics, as the Sdi ss state is only observed to be more stable than Sr e f in presence of

an adsorbed ethanol as µ2.

However, if the implicit solvent is well suited to describe indirect solvation effects like long-

range electrostatic interactions modification, it cannot provide a proper estimate of another

massive enthalpic contribution: the rearrangement of the hydrogen bonding network. In

order to overcome this problem, we used the MMSolv technique introduced in chapter 2

to compute solvation free energy difference between the different adsorption modes and

surfaces. This technique proceeds by freezing the surface and adsorbate in a given geometry

and conducting a full sampling of the water phase via Molecular mechanics (MM) in order to

determine the solvation difference between two states. MMSolv can therefore be considered
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as a static method, even if it implies a dynamic sampling of the water phase, as it computes

free energy difference between fixed conformations of the surface and adsorbates.

The inclusion of this explicit solvation contribution to the free energy differences aforemen-

tioned modifies again the relative stability of the adsorption modes and surface state as

depicted in Fig. 7.6 (right). Some of the solvation effects already observed upon the inclusion

of the implicit solvent are even enhanced, as the reduced stability of Sdi ss compared to Sr e f

that peaks at 29 kJ·mol−1, or the increased stability of the adsorption mode µ1, on both Sdi ss

and Sr e f compared to the raw surfaces. However, for µ2 adsorption mode, almost no change

in stability is observed compared to gas phase adsorption, contrasting with the increased

stability predicted by the implicit solvent method for the µ2@Sr e f adsorption. As a result, if

similar trends as in implicit solvation are observed (Sr e f surface state is favoured over Sdi ss

except for µ2 adsorption, that is the most stable adsorption mode), several important energy

differences are reduced, as the difference between µ1@Sr e f and µ2@Sdi ss of 5 kJ·mol−1that

falls into the estimated uncertainty level of the method (estimated around 4 kJ·mol−1). 7

Overall, a few qualitative trends emerge from those computations with both solvation models:

(i) Sr e f is the most stable bare surface state, (ii) µ1@Sr e f is consistently more stable than

µ1@Sdi ss , while (iii) µ2@Sdi ss is more stable than µ2@Sr e f . These three observations are

consistent with the result from our metadynamics study but also with Sr e f being the standard

surface state model for alumina under water. More important differences are found between

the two solvation models in the free energy differences between the surface state model and

the different adsorption modes. The most noticeable of these differences is the much more

exothermic adsorption from Sr e f to µ1@Sr e f predicted by MMSolv than in an implicit solvent,

which is also in contradiction with the metadynamics results that predicted an endothermic

adsorption. In order to confirm these trends, but also to complete these thermodynamic

differences with kinetic information, the Thermodynamic Integration method was employed.

7.3.3 Thermodynamic Integration

Thermodynamic integrations (TI) were used to investigate the complete desorption pathway

from µ1 and µ2, and determine the free energy barrier hindering the desorption or adsorption.

The free energy profile along the altitude of ethanol’s oxygen was investigated starting from

three initial geometries: µ2@Sdi ss , µ2@Sr e f , and µ1@Sr e f .

As presented in Fig 7.7, the three desorption profiles determined by TI are rather similar. They

all present a transition state in the area of the physisorbed water layer around 12.5 Å. Also, it

must be noticed that the tails of the profiles are here merged above a certain z threshold (see

computational details), as ethanol can be considered as µ0, which does not depend anymore

on the initial geometry. Indeed, oppositely to metadynamics, for TI windows with z > 12.5 Å,

the surface underwent a spontaneous reconstruction from Sdi ss to Sr e f during the TI starting
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Figure 7.7 – Free energy profiles ∆F (z) computed with thermodynamic integrations for the desorption from µ2@Sdi ss ,
µ2@Sr e f , and µ1@Sr e f . The dashed parts of the profiles represent an extrapolation at small z determined
by a quadratic fit. The light blue vertical lines represent the limit of the structured water layers of water evidenced
by Réocreux and co-workers 9

from µ2@Sdi ss . All surface states are therefore similar (Sr e f ) above 12.5 Å, thus justifying the

merging of the tails. Noticeably, the tails of the profiles continue to oscillate even at long

distances. This behaviour indicates that the sampling of the µ0 region is not totally sufficient.

Indeed, given the large space associated with this system, unreasonable sampling time would

be required to sample all the degrees of freedom that would affect the forces applied on the

ethanol (like diffusion in the in-plane direction for example).

Based on these profiles, desorption free energy and associated activation barriers were de-

termined (see Fig 7.8), following the same averaging method as described in computational

details but along a single dimension. These levels indicate that according to this method,

µ2@Sr e f is actually more stable than µ2@Sdi ss , which contradicts both previous metadynam-

ics predictions and static thermodynamic differences. Moreover, both the predicted stability

and desorption barrier from µ1@Sr e f are very different between the TI results and the meta-

dynamics ones. However, because of the fluctuation in the tail of the profile, the resulting

level of µ0 is again uncertain. However, the desorption mechanism observed is here different,

as, in all of these simulations, the desorption happens prior to any co-adsorption of a water

molecule on the anchoring Al atom or atoms, a consequence of using z as the only CV. It

was even often necessary to manually pull water molecules at the adsorption site after the

desorption (and therefore to cross the approximately 30 kJ·mol−1barriers evidenced with

metadynamics). Oppositely, the building of additional H-bonds between the ethanol and
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surrounding water molecules and also the reprotonation of the ethanol in µ2 were observed

before the desorption itself. It must therefore be considered that the desorption path observed

here is different from the one of metadynamics. In both pathways, the solvation must be raised

prior to desorption but in the TI one, this increase is due to stronger solvation of ethanol, while

in metadynamics the solvation raise is due to the coordination of more water molecules on

the surface aluminum atom. These differences could explain the divergences between the free

energy profiles as the activation barrier of all these transverse degrees of freedom are invisible

in these results.

Overall, the results of TI are difficult to interpret in relation to the previous ones. Independently

considered, they stand as perfectly reasonable but they are not consistent with our previous

findings. However, they highlighted again the importance of the transverse motion in the rare

events methods study as these invisible hindered degrees of freedom can change the shape of

the desorption free energy profile.

7.4 Conclusion and discussion

We investigated the desorption of the ethanol from the γ-alumina/water interface, as a test-

case to study the desorption of xylitol and ribitol. The desorptions from two kinds of adsorption

modes were investigated: µ1, a monodentate adsorption mode, andµ2 a dissociative bidentate
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mode. Because direct sampling of the desorptions cannot be achieved in a reasonable time,

we used three complementary approximate methods, with different underlying assumptions.

Metadynamics was used to compare the desorption mechanism between µ1 and µ2 and

pointed out the predominance of an alternative surface state Sdi ss (compared to Sr e f , evidence

by Réocreux et al. 9) in presence of an adsorbed ethanol as µ2. Also, during the metadynamics

runs an increase of the surface solvation of the alumina was observed prior to desorption from

both µ1 and µ2. Only the desorption free energy associated to the µ1 adsorption mode was

determined and found to be slightly negative (∆Fdesor pti on(µ1) = −9 kJ·mol−1), associated

with a relatively small desorption free energy barrier (∆desor pti onF ‡(µ1) = 35 kJ·mol−1). Two

methods of thermodynamic free energy differences (featuring implicit or explicit solvation)

confirmed the increased stability of Sdi ss in presence of ethanol adsorbed asµ2 but predicted a

positive desorption free energy from the µ1 adsorption mode (7 kJ·mol−1for implicit solvation,

and 15 kJ·mol−1for explicit solvation). Thermodynamic Integration runs, however, predicted

an even more stable µ1 adsorption mode with an associated desorption free energy of 31

kJ·mol−1and a more important desorption free energy barrier compared to metadynamics

(∆desor pti onF ‡(µ1) = 51 kJ·mol−1). Also, according to thermodynamic integration, Sr e f is

more stable than Sdi ss upon the adsorption of ethanol as µ2 (∆Fdesor pti on(µ2@Sr e f ) = 63

kJ·mol−1against ∆Fdesor pti on(µ2@Sr e f ) = 38 kJ·mol−1). Overall, the three methods reached

the same qualitative conclusion about the more important stability of the µ2 adsorption mode

compared to µ1. However, it remains unclear if the surface state Sdi ss is more stable than

Sr e f in presence of an adsorbed ethanol as µ2, as only two of the three methods agree on this

point. The importance of solvation and the difficulty to sample the reorganisation of the water

structure at the interface was evidenced in the mechanism of metadynamics and the difficulty

to re-adsorb water molecules after the desorption of ethanol during TI.

The remaining uncertainties about the desorption free energies still advocate against the

direct application of these methods to the desorption of xylitol and ribitol as even more

conformation sampling problems are expected. However, several leads can be proposed to

enhance the quality of each method individually. Metadynamics could use an additional CV to

bias the dissociation of the water molecule distinguishing Sdi ss from Sr e f in order to explore

the transition between these two surface states. The MMSolv method used to compute the

direct free energy differences could be improved by the use of a better force field to describe

the interactions between water and the surface without freezing chemisorbed molecules.

Thermodynamic Integration results could also be improved by increasing the equilibration

phase conducted for each window (possibly at the molecular mechanics level). Disposing of

these three methods could thus be a benefit to assess the continuous improvement of each of

them until they converge to similar conclusions not only qualitatively but also quantitatively.
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Conclusions and Outlook

In the present Ph.D. thesis, we investigated the relations between adsorption and solvation

at the water/solid interface. Many tools required to conduct these investigations were either

missing from the literature or lack accuracy and/or transferability across solvents and solids.

We developed several tools to fill these gaps, by combining ideas and methods from previous

studies, and refining or adapting them to water/solid interfaces. Using these tools, we demon-

strated the impact of solvation on adsorption energies, but also the effect of the presence

of adsorbates at the water/solid interface and the structuration of the water phase and the

surface state of solids.

In the first part, we have built the MMSolv method and implemented it as in an easy-to-use

computational tool, SolvHybrid, to determine the adsorption free energy of compounds on

Pt (111) surfaces. We benchmarked this method against experimental values and an implicit

solvation model. Based on experimental reference data, we have shown the greater and more

realistic impact of explicit molecular mechanics solvation (around 10 kcal·mol−1 error to exper-

imental) compared to implicit solvation (around 40 kcal·mol−1 error to experimental). In the

future, the MMSolv method could be expanded to other surfaces and even solvents. The main

requirement for wider applicability is for accurate force fields, able to reproduce realistically

interactions between a solid and liquid molecules.

This is why, in the second part, interactions between water molecules and diverse metallic

surfaces were investigated. Two generations of force fields were built to remedy two deficits

from the literature: water/metallic alloy interactions, and water/nanoparticle interactions.

These two force fields demonstrated an accuracy of about 1 kcal·mol−1 in reproducing the

adsorption energies of single water molecules on diverse metallic surfaces. However, the prob-

lem of a lack of synergistic adsorption term between several co-adsorbed water molecules was

also found quantitatively important. Therefore, a decomposition of the adsorption energies of

water clusters on metallic surfaces was performed to identify and characterise this synergy.

It was found to be mainly due to polarisation and charge transfer. Moreover, charge transfer

and polarisation are highly correlated in the studied adsorption energies. This means that

an interesting lead to improve the quality of additive force fields would be, at first, to include

polarisation effects by mimicking some already existing solutions from other force fields, and
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then, to scale the effect of polarisation to remedy the lack of charge transfer. These new-

generation force fields could then open the path to routine water/metal interface simulations

at the molecular mechanics level.

In the third part, we focused on oxide surfaces/water interfaces. Oxides differ greatly from

metal surfaces in the sense that their surface state can vary in water at similar time scales as

adsorption. Because of that, other methods are required to investigate adsorption processes at

the water/oxide interface. We used ab initio metadynamics, a rare event method widely used

for biological system investigation but scarcely employed at solid/liquid interfaces. Thanks to

the full description of surface reactivity provided by metadynamics, we unraveled the hydroly-

sis mechanism of γ-alumina in water and its inhibition in presence of an adsorbed xylitol. In

order to complete this study, we investigated the adsorption of alcohols at the oxide/water

interface, which combines all aforementioned aspects of adsorption study at the water/solid

interface: the surface reactivity of alumina, the costly sampling of the reorganisation of the

interfacial water structure, and the substitution of a strongly adsorbed water molecule at the

surface of alumina. Several tools were applied to investigate the adsorption of ethanol at the

γ-alumina/water interface: metadynamics, MMSolv, and thermodynamic integrations. The

three methods delivered numerous information about the adsorption/desorption mechanism

but did not converge to a common answer as for the free energy profile of the desorption.

This study revealed that, if several tools are now available to conduct these investigations,

improvements are still required to accurately understand the difficult process of adsorption.

MMSolv can be improved by the usage of better force fields for alumina/water interactions,

while rare events methods could benefit from longer sampling durations, but also for a better

overall knowledge of interfacial mechanism to choose relevant variables to bias.

Overall, this work allowed us to better understand the issues of adsorption at the water/solid

interface. We learned about the impact of the explicit water structure on adsorption ener-

gies, which is far more important than a simple screening of electrostatic interactions. We

observed the delicate interactions between co-adsorbed water molecules on metallic surfaces,

either as a cluster or a model water layer, and how the smallest perturbation of this network

was impacting all interactions between the molecules and the surface. We understood the

importance of the surface state at the oxide/water interface, and how this surface state could

change and affect the adsorption of compounds. We conceived and used numerous tools

that helped us overcome the impossibly high cost of phase-space sampling at such interfaces.

We gathered knowledge about the triangular interactions between water, adsorbates, and

surfaces. But also, we gain a better understanding of the tools themselves, ours and previously

existing ones. Thanks to this knowledge, we have leads for future improvements. The science

of water/solid interface can only progress through these two axes of method development and

a better understanding of interfacial relations, that feed on each other. With this work, we

hoped to have participated in both these directions.
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A Solvation Free Energies and Adsorp-
tion Energies at the Metal/Water Inter-
face: Appendix
This appendix is provided as the supplementary information corresponding to chapter 2
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Appendix A. Solvation Free Energies and Adsorption Energies at the Metal/Water
Interface: Appendix

A.1 Thermodynamic integration: The principle

Thermodynamic Integration (TI) is a very general methodology, 1–4 which allows to compute

free energy differences based on the numerical integration of the gradient of the potential

energy V with respect to the path-variable typically called λ. This gradient, ∂V (λ)
∂λ is evaluated

at discrete points, also called windows. Provided that the sampling is sufficient in each window

and that the integration error is low (sufficient number of windows) the free energy difference

between the two states (A and B) converges to :

∆A→BG =
∫ B

A
〈∂V (λ)

∂λ
〉λdλ (A.1)

where 〈∂V (λ)
∂λ 〉λ is the ensemble average of the partial derivative of the potential energy of the

system with respect to λ, at a given value of λ.

In the context of MM solvation energies or (relative) binding strengths of ligands to receptors,

TI is most often applied in conjunction with an alchemical transformation. During alchemical

transformations, the two physical states are connected without a physically meaningful path

between them, exploiting the fact that free energies are state functions. The path is formulated

in terms of the abstract variable λ which goes from 0 (initial state A) to 1 (final state B),

interpolating the potential energy of the two systems in-between: 2

V (λ) = (1−λ)VA +λVB (A.2)

where VA and VB are the potential energies of state A and B , respectively. In practice, this

allows, for instance, to compute the solvation energy difference between phenol and benzene

by gradually and simultaneously replacing the OH of phenol by the H of benzene. These

alchemical transformations come, however, with one caveat: the change along the path

should not be too strong. While in principle increasing the number of windows is supposed to

alleviate this issue, in practice large changes are difficult to converge, with meta-stable regions

in phase-space leading to hysteresis and thus unreliable predictions of the free energy change.

A.2 Logarithmic spacing for TI windows

These spacings have been determined in order to reflect the variations of the free energy

gradient of each step of the transformation, (see Fig A.2).
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A.2. Logarithmic spacing for TI windows
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Figure A.1 – Lambda values used for the TI windows of the GAL17 softening transformation and its unsoftening (anti-ln spaced
and ln spaced, respectively).
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Figure A.2 – Typical evolution of the average value of the free energy gradient in function of λ, i.e., 〈 ∂V (λ)
∂λ

〉λ = f (λ) during (a)
the softening (c) and unsoftening of GAL17, and (b) alchemical steps of the process. The data are taken from
the annihilation of H2ODFT at a distance of 2.5 Å away from the surface.
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A.3 Comparison with Particle Mesh Ewald Electrostatics

The particle mesh Ewald (PME) scheme for the electrostatics is incompatible with the proposed

short range Coulomb correction. However, we have compared the shifted Coulomb potential

with the standard PME scheme of Amber for the adsorption free energy of water in Fig. A.3.

We confirm that PME gives quite similar results as the direct space, shifted Coulomb potential.

In particular, the short range peak at 3 Å is conserved at 12 kcal·mol−1while it was reduced

to 8 kcal·mol−1by the inclusion of the short range correction. At longer distances, given the 1

kcal·mol−1uncertainty, the∆aG sol v can be considered as similar for all three schemes. Overall,

PME seems to perform on par with the real-space, shifted Coulomb interaction for ∆aG sol v of

water in water.
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Figure A.3 – Adsorption free energy ∆aG sol v for a frozen water molecule on a 4 layers slab of Pt(111) using a p(4x4) cell
as a function of the distance of the oxygen to the surface. Its interactions with the slab are described at DFT
level. Corrected refers to free energies computed with the coulombic correction proposed, in opposition to
the uncorrected energies which use standard real space summation, and PME refers to particle mesh Ewald
summation. Free energies are given an estimated ±1.0 kcal·mol−1accuracy (See SI A.4 for details).

A.4 Error Estimates for Adsorption Free Energies

Statistical errors on adsorption energy were estimated by block averaging5 (pyblock, James

Spencer, http://github.com/jsspencer/pyblock ) on each λ windows combined with squared

error propagation for each transformations and then over the whole computation of the

MMSolv contribution.
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A.5 Details for Surface Energy Computation

In order to compute the solvation surface free energy, which necessitates a converged al-

chemical creation of the solid phase, additional steps have been introduced. Indeed, the

transformation is much stronger than what is usually done for TI. The scheme has, therefore,

been adapted to conduct a smoother transformations and divided into four steps : (i) Dis-

charge of the whole Pt slab, (ii) Switch from GAL17 to sGAL17 (with no charge on the slab),

(iii) Turning off of all sGAL17 terms except the Lennard-Jones interactions (with no charge

on the slab) (iv) Alchemical change corresponding to the disappearance of the slab (with

no charge on the slab, and only LJ interaction between the metal and the water). Addition-

ally, the heating phase duration were doubled (400 ps). Furthermore, the slab presents two

interfaces with water, but only one interface is actually described by the GAL17 force field.

Due to technical limitations, the other one is treated only by the LJ interactions included in

GAL17. The appearance of the slab, thus implies the creation of two interfaces, one being

poorly described and undesired. In order to get rid of this contribution, another computation

has been performed, not with the complete GAL17 forcefield but only its LJ terms in order to

get the solvation surface free energy at an interface governed only by these interactions. It has

then been subtracted from the first one to determine only the surface free energy of the GAL17

interface. This is summarized in the following equation:

Γsur f =
1

A

(
∆(i )G − ∆(i )′G

2
+∆(i i )G − ∆(i i )′G

2
+∆(i i i )G +∆(i v)G − ∆(i v)′G

2

)
(A.3)

where A is the area of the Pt(111) slab , i to i v are the aforementioned steps and ′ is used to

designate the same step performed for the LJ-only treated interface. Please note that the (i i )′

step consists, indeed, only in a smoothing of the LJ interactions while (i i i )′ is unnecessary as

the interface is already treated only by LJ interactions. Also, (i v) and (i v)′ are strictly identical.

A.6 Most Stable Adsorption Configuration for Phenol on Pt(111)
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Figure A.4 – Most stable adsorption configuration for phenol on a Pt (111) 4x4 slab, named Brg30◦C2, according to Chaud-
hary et.al. nomenclature 6
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A.7 Study of the of Local Coverages

To evaluate the tendency for island-formation, we minimize the following function :

E mean
ad s =

cover ag es∑
i

Ead s,i ·pi with θmean =
cover ag es∑

i
θi ·pi being constant (A.4)

where E mean
ad s is the average adsorption (free) energy over all adsorbed benzene or phenol

molecules in the system, Ead s,i is the adsorption (free) energy of a single molecule at a given

coverage indexed by i , pi is the percentage of the molecules that are adsorbed at that coverage,

θmean is the global coverage value for all molecules that is fixed to study a given situation, and

θi is actual coverage corresponding to the index i .

With the data gathered for the four coverages tested, Fig. A.5 shows the proportions pi for

each of these coverages that are expected for global coverages θmean in the range between

0.03 and 0.1 ML.
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Figure A.5 – Evolution of the proportions pi of phenols that are adsorbed at each different local coverage as a function of the
global coverage θT . Filled lines are generated with adsorption free energies computed with SolvHybrid, while
dashed lines are generated with gas-phase adsorption energies.

As depicted in Fig. A.5, despite the limited number of considered local coverages, trends

emerge clearly, pointing out a rapid decay of the proportion of the lowest coverages (0.028

ML, red) when the global coverage increases, along with a rapid increase of the next highest

coverage 0.063 ML (green), themselves replaced at higher coverage by 0.145 ML (blue). How-

ever, 0.111 ML cells never contribute to the low energy arrangements. Interestingly, at a global

coverage of 0.054, which is considered in Campbell’s work 7), the dominant local coverage is

0.063 ML (≈ 70% of the phenols), followed by 0.028 ML. This trend is in moderate support of

his hypothesis of local highly concentrated islands (0.063 ML), surrounded by low-coverage

area (0.028 ML). However, in gas phase, at the same global coverage, a local coverage of 0.028

ML is found to be dominant (≈ 75% of the phenols), completed by 0.145 ML, which suggest

an even more pronounced heterogeneity of coverage on the surface, incompatible with the
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corresponding experimental observations. 8

Overall, this approach seems therefore promising in principle, but a much larger number

of local coverages (and maybe DFT results that are better converged in terms of K-points,

number of metallic layers etc.) would be necessary to achieve definite results.

A.8 Decomposition Analysis

The decomposition of the free energy in electrostatic and non-electrostatic terms depends

on the chosen path for the alchemical transformation.9;10 We here provide the “standard”

decomposition of δ∆hG into the electrostatic and non-electrostatic contributions in Table

A.1, resulting from our choice of the path (electrostatic decoupling fully separated from the

change in topology).

Component Benzene Phenol
δ∆hGel -14.5 -17.7

δ∆hGnon−el 38.4 39.1
δ∆hG 23.9 21.4

Table A.1 – Components (in kcal·mol−1) for the solvation free energy change of benzene and phenol adsorption on Pt(111) at
a coverage of 1/9 ML. The electrostatic component encompasses the removal of charges on S and the appearance
of charges on M@S. The non-electrostatic component consists in the actual alchemical transformation and the
(un-)softening of GAL19 necessary for a smooth alchemical transformation.
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B The GAL19 Force Field for Water -
Noble Metal Interfaces: Appendix

This appendix is provided as the supplementary information corresponding to chapter 3
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B.1 Configuration set

B.1.1 Complete set

The set of configurations that was used both to fit and validate the force-field was built as

follow:

• Configurations were built on top, hollow and bridge site for both (100) and (111) facets.

• For the top, hollow and bridge sites of each facet, an ensemble of 13 values of the θ

angle ranging from 10◦ to 340◦ were combined with different distances to the surface, as

follow (442 configurations per facet):

– For top site on Pt and other metals: 2.1,2.2,2.3,2.6,3.0,3.25,3.5,4.0,4.5,5,5.5 and

6.0 Å

– For hollow and bridge site on Pt: 2.3,2.4,2.5,2.8,3.25,3.5,4.0,4.5,5,5.5 and 6.0 Å

– For hollow and bridge site on other metals: 2.1,2.2,2.3,2.6,3.0,3.25,3.5,4.0,4.5,5

and 5.5 Å

For these configurations, the φ angle was held at 0◦.

• For the top site only, an ensemble of 10 values of the φ angle ranging from 20◦ to 180◦

were combined with 3 values of the θ angle (30,90 and 120◦), and with the same 12

distances to the top sites as presented above for the top site of every metals and added

to the set (360 configurations per facet).

• Configurations were built between the top and hollow site of each facet with a fixed φ

angle at 0◦ and θ angle at 90◦. They were buid as a combination of 4 distances to the

surface (2.6,3.0,3.5 and 4.0 Å) and 3 proportion of the top/hollow distance (10%,25%

and 50%) (12 configurations).

• The exact same configurations as those between top and hollow sites were built between

the top and the bridge site (12 configurations).

A total of 826 configurations were thus generated for each facet.

For the Cu (111) facets, an ensemble of 207 configurations were added on top, hollow and

bridge site for the short distances of 1.8,1.9 and 2.0 Å and built as described above by varying

φ and θ. A total of 1033 configurations were thus generated for this facet. These distances

ensure a good description of the repulsive wall on this metal that has a smaller atomic radius

compared to the other elements considered herein.

The whole set of configurations can be found in the attached archive in a the VASP-style

formatting.
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B.1.2 Fitting set

For the fitting of the force-field, only a restricted part of the configuration set was used. It was

chosen as follow:

• All configurations on hollow and bridge sites presenting θ = 90◦.

• All configurations built between top and hollow or top and bridge site.

• On top site, all configurations presenting φ= 0◦ with a distance comprise between 2.3

and 5 Å included.

• On top site again, all configurations presentingφ 6= 0◦ with a distance comprise between

2.3 and 3.25 Å included.

Configurations with endothermic Ead s > 1 kcal·mol−1are removed from the fit set to focus on

the most relevant region in configurational space.

B.2 Force-field parameters

Ag 100 Ag 111 Au 100 Au 111 Cu 100 Cu 111 Pd 100 Pd 111 Pt 100 Pt 111

RO (Å) 2.38 2.39 2.03 2.10 2.20 2.48 2.70 2.51 2.47 2.41
b⊥ (Å−2) 0.58 0.63 0.52 0.70 0.78 4.66 0.62 0.64 0.90 0.89
b∥ (Å−2) 0.13 0.15 0.13 0.09 0.15 0.13 0.20 0.10 0.12 0.13
RH (Å) 0.36 0.36 0.34 0.33 0.37 0.33 0.30 0.33 0.33 0.35
B (Å−1) 3.93 3.18 3.48 4.42 3.05 3.7 3.99 3.74 3.70 3.72
a1 (kcal·mol−1) 21.08 20.97 22.42 18.51 30.34 17.47 15.53 24.93 29.43 35.25
a2 (kcal·mol−1) 6.58 6.27 11.56 9.74 7.13 8.56 7.42 8.52 13.05 12.87
a3 (kcal·mol−1) -3.33 -2.94 -5.79 -4.26 -2.60 -2.70 -3.02 -3.55 -6.64 -5.58
a4 (kcal·mol−1) 1.49 1.61 4.72 4.07 0.87 0.17 2.71 3.17 2.91 3.13
εa (kcal·mol−1) 14.44 18.52 14.73 7.95 14.54 7.99 23.26 13.44 13.29 17.39
A (kcal·mol−1) 61736 12872 25890 273900 2114 21289 67507 22099 18141 26446
AH (kcal·mol−1) 2056 210 3305 3313 1326 2290 5468 3179 3653 3010
C (Å6·kcal·mol−1) 930 930 918 918 899 899 872 872 917 917

Table B.1 – Fitted parameters.
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Au(111)std Au(111)rand Pt(100)std Pt(100)rand

RMSD 0.75 0.98 1.39 1.19

RO (Å) 2.10 2.03 2.47 2.50
b⊥ (Å−2) 0.70 1.83 0.90 0.80
b∥ (Å−2) 0.09 0.08 0.12 0.10
RH (Å) 0.33 0.30 0.33 0.29
B (Å−1) 4.42 4.50 3.70 4.18
a1 (kcal·mol−1) 18.51 16.51 29.43 30.19
a2 (kcal·mol−1) 9.74 5.06 13.05 4.59
a3 (kcal·mol−1) -4.26 -1.28 -6.64 -2.36
a4 (kcal·mol−1) 4.07 4.07 2.91 2.76
εa (kcal·mol−1) 7.95 6.35 13.29 10.64
A (kcal·mol−1) 273900 295414 18141 81250
AH (kcal·mol−1) 3313 6831 3653 7453
C (Å6·kcal·mol−1) 918 918 917 917

Table B.2 – Comparison of the parameters with the standard fit set and the randomized fit set for two selected facets.
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B.3. Additional Tables and Figures
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Figure B.1 – Parity representation of the interaction energy of 55 snapshots extracted from an AIMD, re-evaluated at DFT level
with the TIP3P water geometry instead of the flexible DFT geometry.

B.3 Additional Tables and Figures

Table B.3 – Root mean square deviation of the GAL19 predicted adsorption energy compared to the energy predicted by DFT
for the configurations of the total set resulting in an adsorption energy lower than 1 kcal·mol−1in DFT. The number
of configurations verifying this criterion is indicated for each metallic facet.

facet RMSD Ncon f i g ur ati ons

Cu 100 0.81 742
Cu 111 0.96 747
Ag 100 0.78 698
Ag 111 0.73 669
Au 100 0.94 675
Au 111 0.75 662
Pd 100 1.13 745
Pd 111 1.15 744
Pt 100 1.39 700
Pt 111 1.36 720
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Figure B.2 – Typical unit cell for the metal/water interface simulated.
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Figure B.3 – Comparison of the structure at the Pt(111)/water interface obtained with the c(4×6) (dashed lines) and the c(8×6)
unit cell (full lines).
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Figure B.4 – Comparison of the adsorption energy of multiple adsorption conformations of a single water molecule on each
metallic facet, calculated by DFT and GAL19. All the configurations of the total set, resulting in an adsorption
energy lower than 1 kcal·mol−1in DFT are included. The broken lines indicates errors of ± 1 kcal·mol−1.
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Figure B.6 – Comparison of the structure at the Pt(111)/water interface obtained with the 1 ns simulations (600 ps of produc-
tion), a single 5 ns simulation (4.6 ps of production). For the ρ(z) and AE(z), we also show the results for 5 blocks
of the 5 ns trajectory, each one being 900 ps long, which illustrates the small statistical variations.
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Figure B.7 – Molecular density of water above the surface for different metallic facets, defined by the number of oxygen found
in 0.033 thick layer of water at different distance from the surface, then divided by the reference density of water,
chosen at 0.033 Å−3. A density superior to one indicate a denser water layer than in the bulk.
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Figure B.8 – Atomic excess of water above the surface for different metallic facets, defined by AE = ([O]−2 · [H ])/([O+2 · [H ])
for densities of oxygen and hydrogen computed on 0.033 thick layer of water at different distance from the surface.
A positive atomic excess then implies an overepresentation of oxygen compared to the stoichiometry of water
while a negative value implies an excess of hydrogen. AE is held at 0 when neither oxygen or hydrogen are
found in the layer
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Figure B.9 – Comparison of the interfacial structuration obtained with the parameters from the “standard” fit set (full lines) and
the randomized fit set (dashed lines).
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Figure B.10 – Comparison of the structure at the Pt(111)/water interface obtained with the TIP3P water model (dashed lines)
and the polarizable water model by Dang and Chang 1 (full lines).
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Figure B.11 – Comparison of the structure at the Pt(111)/water interface obtained with the TIP3P water model (dashed lines)
and the OPC3 water model by Izadi and Onufriev 2 (full lines).
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Figure B.12 – Angular distribution of the cartwheel θ angle of the water dipoles different metallic facets for chemisorption,
physisorption, and bulk layer, defined as being water molecule situated between 0 and 4.5, 4.5 and 7, and 13
and 15.5 Å away from the surface respectively. The red line represent an idealized random distribution of the
dipoles, defined as a normalized sinusoidal distribution
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Figure B.13 – Angular distribution of the propeller φ angle of the water dipoles different metallic facets for chemisorption,
physisorption, and bulk layer, defined as being water molecule situated between 0 and 4.5, 4.5 and 7, and 13
and 15.5 Å away from the surface respectively. The red line represent an idealized random distribution of the
dipoles, defined as a normalized uniform distribution
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Figure B.14 – DFT and GAL19 calculated adsorption energy of a water molecule on different facets in function of the cartwheel
angle θ, with φ held at 0◦ and at 2.5 Å from a top site
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Figure B.15 – DFT and GAL19 calculated adsorption energy of a water molecule on different facets in function of the propeller
angle φ, with θ held at 90◦ and at 2.5 Å from a top site
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Figure B.16 – Adsorption energy in DFT and GAL19 of a single water molecule in function of the portion of the top-top distance
between the two different metallic site of a (111) alloy. The distance to the surface is held at 2.5 Å, and the θ

and φ angles, at 90 and 0◦ respectively. Corresponding trajectories are represented above
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Figure B.17 – Adsorption energy in DFT and GAL19 of a single water molecule in function of the distance to the two different
metallic top site of a (111) alloy. The θ and φ angles are held at 90 and 0◦ respectively.
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C The GAL21 force field: Appendix

This appendix is provided as the supplementary information corresponding to chapter 4
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Appendix C. The GAL21 force field: Appendix

C.1 Configuration set

C.1.1 Complete set

The set of configurations that was used both to fit and validate the force-field was built as

follow:

• Configurations were built on top, hollow and bridge site for both (100) and (111) facets.

• For the top, hollow and bridge sites of each facet, an ensemble of 13 values of the θ

angle ranging from 10◦ to 340◦ were combined with different distances to the surface, as

follow (442 configurations per facet):

– For top site on Pt and other metals: 2.1,2.2,2.3,2.6,3.0,3.25,3.5,4.0,4.5,5,5.5 and

6.0 Å

– For hollow and bridge site on Pt: 2.3,2.4,2.5,2.8,3.25,3.5,4.0,4.5,5,5.5 and 6.0 Å

– For hollow and bridge site on other metals: 2.1,2.2,2.3,2.6,3.0,3.25,3.5,4.0,4.5,5

and 5.5 Å

For these configurations, the φ angle was held at 0◦.

• For the top site only, an ensemble of 10 values of the φ angle ranging from 20◦ to 180◦

were combined with 3 values of the θ angle (30,90 and 120◦), and with the same 12

distances to the top sites as presented above for the top site of every metals and added

to the set (360 configurations per facet).

• Configurations were built between the top and hollow site of each facet with a fixed φ

angle at 0◦ and θ angle at 90◦. They were buid as a combination of 4 distances to the

surface (2.6,3.0,3.5 and 4.0 Å) and 3 proportion of the top/hollow distance (10%,25%

and 50%) (12 configurations).

• The exact same configurations as those between top and hollow sites were built between

the top and the bridge site (12 configurations).

• Configurations were built on top of the different atomic sites presented in Fig 4.3. An en-

semble of 12 values of the θ angle ranging from 0◦ to 330◦ (except for the configurations

built on top of [add] of 1add@(111) were only 7 values of the θ angle ranging from 0◦

to 180◦ were used) were combined with 6 values of the φ angle ranging from 0◦ to 150◦,

and with different distances to the surface: 2.1,2.2,2.3,2.6,3.0,3.25, and 3.5 Å (in total

504 configurations per sites except [add] of 1add@(111) with 294 configurations):

A total of 3458 configurations were thus generated for each metal.
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C.2. Force-field parameters

For the Cu facets, an ensemble of 901 configurations was added on all adsorption sites for

the short distances of 1.8,1.9, and 2.0 Å and built as described above by varying φ and θ. A

total of 4439 configurations were thus generated for this facet. These distances ensure a good

description of the repulsive wall on this metal that has a smaller atomic radius compared to

the other elements considered herein.

C.1.2 Fitting set

For the fitting of the force-field, only a restricted part of the configuration set was used.

500 hundred configurations were chosen among those featuring an endothermic Ead s : 100

randomly chosen for each of the following sites: [add] of 1add@(111), [n1] of 1add@(111), and

[add] of 4add@(111); plus 100 randomly chosen on both the (100) and (111) facets. [n2] of

2def@(100) configurations were deliberately let aside as they were found to result in a worse

overall fitting.

C.2 Force-field parameters
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Appendix C. The GAL21 force field: Appendix

Ag Au Co Cu Ni Pd Pt

RO (Å) 2.02 2.04 1.99 2.00 1.99 2.03 2.01
b⊥,0 (Å−2) 0.38 0.43 0.61 0.63 0.21 0.46 0.57
b⊥,1 (Å−2) 0.00 0.00 0.00 0.00 0.00 0.01 0.01
b∥,0 (Å−2) 0.13 0.09 0.13 0.23 0.28 0.26 0.22
b∥,1 (Å−2) -0.00 0.00 0.00 0.00 0.00 -0.00 0.00
B0 (Å−1) 3.45 3.49 3.24 3.25 3.23 3.24 3.26
B1 (Å−1) -0.10 -0.09 0.16 -0.08 0.15 -0.18 -0.01
BH ,0 (Å−1) 3.05 4.69 3.89 4.02 3.79 3.94 3.33
BH ,1 (Å−1) 0.03 -0.18 -0.04 -0.02 -0.06 -0.07 0.09
a1,0 (kcal·mol−1) -136.67 -122.35 -459.60 -234.36 -334.81 -150.34 49.82
a1,1 (kcal·mol−1) 45.33 43.43 134.32 70.10 107.09 46.85 -17.70
a1,2 (kcal·mol−1) -3.18 -3.20 -8.66 -4.56 -7.59 -3.06 1.89
a2,0 (kcal·mol−1) 8.17 10.64 12.17 46.69 16.16 12.07 55.91
a2,1 (kcal·mol−1) 2.16 -1.50 -0.14 -9.71 -5.61 -2.78 -18.02
a2,2 (kcal·mol−1) -0.38 0.07 -0.07 0.50 0.63 0.21 1.50
a3,0 (kcal·mol−1) -20.36 -13.00 -21.48 -47.26 -25.22 -35.32 -92.20
a3,1 (kcal·mol−1) 1.68 -0.26 -0.54 10.90 -1.03 4.23 12.11
a3,2 (kcal·mol−1) 0.19 0.26 0.37 -0.58 0.37 -0.02 0.06
a4,0 (kcal·mol−1) -2.52 0.58 9.02 -10.75 16.89 -6.92 6.40
a4,1 (kcal·mol−1) -0.00 0.00 -0.00 -0.00 -0.00 -0.00 0.00
a4,2 (kcal·mol−1) 0.06 -0.01 -0.14 0.20 -0.32 0.11 -0.10
εa,0 (kcal·mol−1) 8.53 0.54 -17.34 37.83 137.58 0.40 55.60
εa,1 (kcal·mol−1) 1.82 3.47 16.06 -0.12 -38.61 29.59 -3.63
εa,2 (kcal·mol−1) -0.20 -0.28 -1.65 0.14 2.71 -3.39 0.03
A0 (kcal·mol−1) 8278.92 7553.69 -49271.02 3928.51 2702.40 6082.77 301.57
A1 (kcal·mol−1) -587.78 -175.69 16707.66 25.42 4253.73 -662.05 1742.28
AH ,0 (kcal·mol−1) 2517.03 32286.66 10171.40 8578.84 7048.14 11756.76 9856.14
AH ,1 (kcal·mol−1) 370.92 -3619.43 2.84 869.16 -395.93 -816.35 1166.11
C (Å6·kcal·mol−1) 930 918 907 899 903 872 917

Table C.1 – Fitted parameters
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C.3. Additional Tables and Figures

C.3 Additional Tables and Figures
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Figure C.1 – Comparison of the adsorption energy of multiple adsorption conformations of a single water molecule on each
metals, calculated by DFT and GAL21. All the configurations of the total set, resulting in endothermic adsorption
energies in DFT are included. Broken lines indicate errors of ± 1 kcal·mol−1.
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Figure C.2 – Parity representation of the optimal adsorption energy of water on each metal obtained with GAL21 compared to
the one obtained in DFT. Each minimum is the effective minimum of the functional form by which it is evaluated,
therefore, a dot can represent the energy obtained for different configurations in DFT or with GAL21.
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D Water adlayers on noble metal sur-
faces: Appendix

This appendix is provided as the supplementary information corresponding to chapter 5
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Appendix D. Water adlayers on noble metal surfaces: Appendix

D.1 Additional Analysis

D.1.1 Water–Water interaction

The water–water interaction as assessed in the absence of the metal surfaces amounts to -4 (Pt)

to -5 (Au) kcal·mol−1per water molecule, indicating that the chemisorption on Pt(111) imposes

stronger constraints on the water geometries than the weaker interaction with Au(111).

In other words, the chemisorption on Pt leads to water layers that adopt less favorable geome-

tries than on Au, with the deformation energy at the single molecule level being negligible.

Interestingly, Cu is, in this respect, closer to the behavior of Pt than of Au. This is likely a

coincidence, with the lattice missmatch on Cu(111) playing the role of the chemisorption on

Pt(111).

The water–water interaction is, in magnitude, dominated by the ∆EC T , which contributes

-4.0 kcal·mol−1per water molecule over Pt(111), close to the -4.2 kcal·mol−1average total

stabilization.

The water–water interaction contributes -10 kcal·mol−1per water molecule, more than twice

as much as on average, to the stability of the Hup add-layer. In contrast, the
p

37 and
p

39

structures benefit “only” from a stabilization of about -6 kcal·mol−1per molecule, once again

pointing to the fact that the Hup layer is “peculiar” and not a typical case for the interaction of

water with metal surfaces.

D.2 Addtional Tables and Figures

θ(◦)/φ(◦) [0−100] [100−120] [120−180]

[80−90] −6.2 −7.5 −7.4
[70−80] −8.2 −5.6 −8.5
[0−70] −9.3 −9.6 −10.4

Table D.1 – E
acceptor
ad s

(kcal·mol−1) for acceptor with a distance to the surface z > 3.0 Å

For chemisorbed acceptors (with a distance to the surface z < 3.0 Å), E acceptor
ad s = -5.4 kcal·mol−1if

θ < 60◦ and -3.0 kcal·mol−1else.
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Figure D.3 – The correlation between the surface dipole moment and the change in workfunction ∆Φ upon adsorption of ice
add-layers.
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Figure D.4 – Visualization of the different discussed water oligomeres. The cell and slab used were similar to those used for
Hup and Hup water layers on each metal (3

p
3x3

p
3 (111)). (1st part)
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Figure D.5 – Visualization of the different discussed water oligomeres. The cell and slab used were similar to those used for
Hup and Hup water layers on each metal (3

p
3x3

p
3 (111)). (2nd part)
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Figure D.8 – Parity plot for the linear regression model based on the H-bond acceptor type for the 27 investigated systems.
Eleven variables are used (see Table D.1), leading to a root mean squared error of 1.37 kcal·mol−1. The black
line represent the parity line.
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Figure D.9 – Visualization of the spatial distribution of the electronic density from water layers. Isosurfaces are plotted at
-0.02 eV (?)
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Figure D.11 – Averaged density difference (ρ(SCF)−ρ(
⋃

surface,adlayer)) profiles along the out-of-plane unit-cell direction
(2nd part). Density accumulations are positive, while density depletion with respect to the sum of the densities
of the surface and the adlayer is negative. Grey vertical lines indicate the position of the Pt metal layers.
Dark red and broken cyan lines indicate the top-most and lowest position of the oxygen and hydrogen atoms,
respectively.

234



E Reactivity of shape-controlled crys-
tals and metadynamics simulations:
Appendix
This appendix is provided as the supplementary information corresponding to chapter 6
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E.1 Experimental methods

Alumina materials syntheses. Alumina C (for Commercial) was obtained by calcination of

commercial boehmite (Sasol PURAL SB3) at 600◦C for 4 hours. Alumina F (for Fibers) was

synthesized by precipitation of aluminum nitrate (Al(NO3)3·9H2O, 0.1 mol.L−1) in acidic

medium according to the method described by Chiche et al. 1 and Jolivet et al. 2 Alumina P (for

Plates) and R (for Rods) were obtained by an hydrothermal treatment of alumina C in water

(alumina P) or in acidified water with acetic acid (alumina R). Typically, 15 g of alumina C were

dispersed in 100 mL of water or acidified water (pH=2). The mixture was heated at 200◦C for 10

h under mechanical stirring and autogeneous pressure in a stainless steel autoclave. During

this step, alumina was dissolved and boehmite precipitation occurred. Boehmite nanoparticles

properties (size, morphology, texture, etc.) are depending on the experimental conditions (pH,

temperature, concentrations. . . )2;3. In an acidic medium, boehmite precipitates as rod-like

nanoparticles. In neutral medium, nanoparticles adopt a plate-like morphology. After cooling

at RT, the solid phase was recovered by centrifugation, dried at 100◦C overnight and calcinated

at 600◦C for 4 h.

Material characterization. XRD analyses were performed on powders with a Bragg’Brentano

diffractometer (PANalytical X’Pert PRO MDP) using Cu Kα radiation. Diffractograms were

obtained from 2θ= 4-74◦ with a step of 0.033◦ and 5 s per step. Textural properties of aluminas

were determined by N2 sorption studies at 77 K using a Micromeritics ASAP 2000 instrument.

The BET method was applied to determine the specific surface area. Transmission electron

microscopy (TEM) images were obtained on a JEOL 2010 LaB6 microscope operating at 200kV.

A dispersion of the sample crushed in ethanol was deposited on standard holey carbon-

covered copper TEM grids.

Adsorption experiments. Polyol adsorption isotherms were performed on three alumina

materials exhibiting different morphologies in a 100 mL stainless steel autoclave equipped

with a mechanical stirring rod (Top Industrie). Aqueous solutions of xylitol and sorbitol (0.5

g.L−1, 1 g.L−1, 2 g.L−1, 4 g.L−1, 6 g.L−1 and 8 g.L−1) were prepared using commercial polyols

(Sigma Aldrich) and deionized water. Typically, 2 g of alumina were dispersed in 50 mL of

an aqueous solution of polyol. After 2 h at 200◦C under autogeneous pressure (14 bar) and

vigorous stirring, a sample of the liquid phase was taken and the solid phase was recovered

by centrifugation. Final concentration was determined by HPLC analysis using a Shimadzu

Rezex RXM-Monosaccharide Ca2+ 8% column connected to a differential refraction detector

(Shimadzu RID10A). The amount of polyol adsorbed was calculated from the difference

between initial and final concentrations.
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E.2 γ-Al2O3 nanoparticles with different shapes

All nanoparticles were synthesised from the calcination of boehmite nanoparticles (see details

in Experimental methods section E.1). The morphology (distribution of fractional facet areas)

of the particles was determined from the diffractograms of boehmite before the calcination

step since calcination is topotactic and does not modify the shape. Therefore, there is an

unequivocal relationship between the shape of boehmite precursors and γ-Al2O3. Boehmite

nanoparticles were considered as lamellar crystals (Fig. 6.2a and appendix Fig. E.1) using a

geometry that is frequently observed. 4 The α angle (see definition in appendix Fig. E.1) can be

measured from TEM data. Its value is comprised between 95 and 110◦, in good agreement with

the 104◦ calculated by Lippens from boehmite lattice parameter 5. This latter value was then

chosen for the calculations. Boehmite diffractograms were deconvoluted in the 2θ ∈ [10◦;70◦]

domain. In this range of setting, 15 characteristic diffraction lines are indexed in international

tables of crystallography (ICDD PDF-2 Database (2016), n°021-1307). The deconvolution was

realised using 15 pseudo-Voigt functions positioned on the indexed position of the diffraction

lines. A liberty of∆(2θ) = 0.5◦ on the left and on the right of the referenced position of the peak

was tolerated. Typical dimensions of interest in a boehmite particle are defined in appendix

Fig. E.1. Scherrer equation is used to estimate the average thickness e and the dimensions a

and c of the boehmite particles. These lengths correspond to the diffraction by the (020), (200)

and (002) planes at 2θ ≈ 14.5◦, 2θ ≈ 49.2◦, and 2θ ≈ 65.0◦ respectively. x and y values are then

determined using equations E.1 and E.2. With these lengths, the proportion of each facet area

((010), (001) and (101)) can be easily calculated. Similar method was used by Alphonse et al. to

provide an estimation of boehmite nanoparticles morphologies. 6 Since the AlOOH/γ-Al2O3

transition is topotactic, the morphologies of alumina nanoparticles are directly deduced by

applying contraction rates 7 in dimensions x, y and e (appendix Table E.1). Sizes and shapes of

the nanoparticles in alumina P, C and F (resp. plates, commercial and fibres) as determined

from XRD analysis (appendix Table E.2) are in good agreement with the TEM observations

(Fig. 6.2g-j). However, this is not the case for alumina R (rods). According to TEM pictures,

this alumina should present a very high proportion of lateral (100) facets (i.e. dimension y

>> x and e) and a small proportion of (111) facets. This difference indicates that boehmite

R platelets at the origin of alumina R are most likely polycrystalline. The polycristallinity of

such boehmite nanorods has already been observed by Mathieu et al..8 More generally, the

morphologies obtained in the current work are in good agreement with the recent work by

Lee et al. 9 that determined the morphologies of boehmite platelets using TEM images.

Equations:

y = c −
(

a

t an(πα/360

)
(E.1)
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Figure E.1 – Schematics of the top view of a boehmite AlOOH nanoparticle. Dimensions of interest in that plane are indexed
(see details in text). In addition, the e dimension corresponds to the thickness of the particle

Table E.1 – Unequivocal relationship between facets upon the topotactic calcination of boehmite into γ-Al2O3. The variation

is given as a contraction rate for each directions 7;10

Direction Contraction rate

Boehmite γ-Al2O3 (%)

(010) (110) 31
(001) (100) -6
(101) (111) -1.6

x =
√(c − y

2

)2
+

( a

2

)2
(E.2)

Scherrer equation :

εhkl =
K .k.λ√

(b2
hkl −b2).cos(θ)

(E.3)

K is the shape factor of the particle (we chosed 1), k is a corrective factor due to the utilization

of the full-width half maximum of the peaks, bhkl is the full-width half maximum of the (hkl)

line, b is the intrumental width, θ is the (hkl) line Braag angle.

Relations between γ-Al2O3 and boehmite (AlOOH) e, x and y dimensions:

eAl2O3
= 0.69eAlOOH (E.4)
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Table E.2 – Characterisation of the morphology of the four samples ofγ-Al2O3 consisting of nanoparticles with different edge
lengths and facet surface area distributions. SBET is the specific surface area. F, R, P and C respectively stand
for fibres, rods, plates and commercial alumina.

SBET eAl2O3
xAl2O3

yAl2O3
(110) (100) (111)

(m2/g) (nm) (nm) (nm) (%) (%) (%)

Alumine F 250 1.9 2.5 5.7 60 21 19
Alumine R 179 4.8 8.4 11.5 64 15 22
Alumine P 78 16.9 21.4 6.4 50 7 43
Alumine C 212 2.2 6.6 3.7 73 9 18

xAl2O3
= 1.06xAlOOH (E.5)

yAl2O3
= 1.016yAlOOH (E.6)

E.3 Adsorption of Sorbitol and Xylitol and Inhibition of Decompo-

sition

E.3.1 Adsorption isotherms

Appendix Fig. E.2 shows adsorption isotherms of sorbitol (a) and xylitol (b) using three

aluminas with different morphologies (C, P and F). For all aluminas, the amount of polyol

adsorbed increases rapidly with the concentration to a value between 2 and 4 g.L−1. At

this concentration and for concentrations above, no boehmite was detected by XRD after

the hydrothermal treatment and no Al +
3 was detected in the liquid phase (measured with

ICP AES). On the other hand, for concentrations lower than 4 g.L−1, alumina dissolution

and boehmite precipitation occurred. This is illustrated in appendix Fig. E.3 in the case

of xylitol and alumina C: boehmite phase is always detected for concentrations lower than

4 g.L−1. The same behaviour was observed in the case of sorbitol and with other alumina.

For concentrations higher than 4 g.L−1, the amount of polyol adsorbed increases slowlier,

indicating that primary adsorption sites become saturated, and that saturation of all those sites

is not required to effectively protect alumina from dissolution. Appendix Fig. E.2 shows also

that the isotherm profiles are the same for all aluminas but the amount of primary adsorption

sites seems to be significantly different. This is confirmed by the fitted Langmuir isotherm

parameters (appendix Table E.3). Indeed, the Langmuir constant is of the same order of
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Figure E.2 – Adsorption isotherms at 200◦C of sorbitol (a) and xylitol (b) on alumina C (black), F (red) and P (blue). Dashed
lines correspond to the fit with the Langmuir model (see equation E.7). Conditions: 2 g Al2O3, 50 mL polyol/H2O
solution, 200◦C, autogeneous pressure, 2 h.

Figure E.3 – XRD patterns of alumina C after a 2h hydrothermal treatment at 200◦C in aqueous solution of xylitol at 4 g.L−1

(purple), 2 g.L−1 (blue), 1 g.L−1 (red), and 0 g.L−1 (black).

magnitude for all aluminas indicating that the adsorption sites involved are the same. The

monolayer constant value is however significantly different from one alumina to another.

Thus, the number of primary adsorption sites is different from one alumina to the other. We

note that after all the treatment performed here, only xylitol or sorbitol was detected in the

liquid phase indicating that the polyols did not react under these conditions.

Langmuir equation:

nad s

n∞
= kCeq

1+kCeq
(E.7)

k is the Langmuir constant (L.mol−1), n∞ is the monolayer constant (molecule.nm−2), nad s is

the amount of polyol adsorbed (molecule.nm−2), Ceq is the equilibrium concentration.
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Table E.3 – Fitted Langmuir parameters from the experimental curves plotted in appendix Fig. E.2

Xylitol Sorbitol

alumina C F P C F P
n∞ (molecule.nm−2) 0.37 0.29 0.24 0.49 0.38 0.31

k (L.mol−1 125 181 94 101 121 102

Table E.4 – Sorbitol and xylitol inhibiting coverages for the four alumina samples used in this study. Inhibiting coverages are
determined from the amount of polyol adsorbed during a 200◦C hydrothermal treatment in a polyol solution at
4 g.L−1. Specific surface areas were determined with N2 sorption isotherms at 77 K. The concentration of the
remaining polyol in solution was determined by HPLC.

Alumina Sorbitol inhibiting coverage Xylitol inhibiting coverage
(sorbitol.nm−2) (xylitol.nm−2)

C 0.33±0.02 0.28±0.03
F 0.26±0.02 0.21±0.06
P 0.22±0.07 0.17±0.08
R 0.28±0.03 0.23±0.04

E.3.2 Inhibition of decomposition and inhibiting coverage

The inhibition coverage is defined as the amount of polyol adsorbed on the alumina surface at

a polyol concentration of 4 g.L−1. This is so because all alumina samples were found to require

4 g.L−1 as the minimum polyol concentration to reach full protection. This defined concen-

tration was also used for alumina R, without performing any further isotherm analysis. We

note that using this concentration of 4 g.L−1, no boehmite was detected after a hydrothermal

treatment at 200◦C for 10 hours (not shown here). In fact, there was no difference between

the amount of polyol adsorbed after a high temperature treatment of 2 hours or 10 hours

indicating that the adsorption equilibrium is quickly reached.

Under the assumption that both sorbitol and xylitol adsorb specifically to edges, one can also

define a lineal inhibiting coverage. To do so, we can first determine the total length D of edges

for one particle in each sample using the dimensions given in appendix Table E.2 (see equation

E.8). From these dimensions, one can also determine the surface area of one particle Spar ti cle .

The amount N of particles in each sample can then be estimated from the BET specific surface

area, the mass of the alumina sample m and Spar ti cle (see equation E.9). Dividing the amount

nad s of polyol adsorbed by the product N×D we obtain the lineal coverage.

D = 8x +6e +4y (E.8)
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Table E.5 – Lineal inhibiting coverage for sorbitol and xylitol for each sample of alumina.

Alumina Sorbitol inhibiting coverage Xylitol inhibiting coverage
(sorbitol.nm−2) (xylitol.nm−2)

C 1.06±0.08 0.90±0.12
P 2.76±0.89 1.92±1.30
R 1.41±0.15 1.18±0.25
F 0.51±0.04 0.42±0.06

N = SBET m

Spar ti cle
(E.9)

Λ= nad s

N ×D
(E.10)

In appendix Tables E.4 and E.4 errors have been calculated from High Performance Liquid

Chromatography (HPLC) measurement of Ceq (equation E.11). HPLC standard deviation

(∆Ceq value has been determined to be 5% for a concentration range of 0.1 to 1 g.L−1 and 2%

for the range of 1 to 10 g.L−1. Errors due to weight measurement, initial concentration, specific

surface area and dimensions of edges have been neglected.

∆nad s = nad s
∆C

Ci −Ceq
(E.11)

E.3.3 Relation between inhibiting coverages and the morphology of the nanopar-
ticles.

The total number of adsorbed molecules N (say polyol) writes as the sum over the number of

adsorbed molecules on each surface:

N = N111 +N110 +N100 (E.12)

Dividing by the area of the entire surface accessible to adsorbates Stot , we can write the total
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coverage:

Θ= N

Stot
= N111

Stot
+ N110

Stot
+ N100

Stot
(E.13)

We can then introduce the area of each facets S111 , S110 and S100:

Θ= N

Stot
= S111

Stot

N111

S111
+ S110

Stot

N110

S110
+ S100

Stot

N100

S100
(E.14)

The total coverage simply writes as a sum over the fractional area xi of each surface times its

partial coverage θi :

Θ= N

Stot
= θ111x111 +θ110x110 +θ100x100 (E.15)

In the ideal situation where adsorbates only cover one surface specifically (say the (110) facet),

the equation reduces to:

Θ= N

Stot
= θ110x110 (E.16)

Similarly one can derive the same equation assuming that polyols only adsorb on edges. In

the particular and ideal case of specific adsorption on one edge i, the total lineal inhibiting

coverageΛwrites as the product of the partial lineal coverage λ on edge i with the fraction xi

of edge i: Λ=λi xi

E.3.4 Can kinks and edges be involved in the decomposition mechanism of alu-
mina?

First, the amount of kinks is much smaller than the amount of polyol required to inhibit the

decomposition of alumina. It is therefore very unlikely that they play a major role in the

decomposition mechanism of alumina. As for the edges, the situation is a bit more delicate.

In a polydentate configuration, the size of either xylitol or sorbitol is about 1 nm, meaning

that lineal coverages cannot go beyond 1 nm−1. This corresponds to the order of magnitude of
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Figure E.4 – Non-implication of edges in the inhibiting adsorption of polyols on the four alumina samples. a, General topology
of a γ-Al2O3 nanoparticle exhibiting three major edges: E in black, X in purple and Y in green. b,c,d, Compar-
isons between the lineal inhibiting coverage (sorbitol in red, xylitol in blue) and the fraction of exposed E (d), X
(e) and Y (f) edge lengths. The experimental data sets are fitted to the zero-intercept linear model derived in
appendix Section E.3.3. The fitted curves are represented as straight lines. No correlation could be established
for any edges (R2 <0.9).

lineal inhibiting coverages determined experimentally and given in appendix Table E.5. The

fact that lineal coverages can experimentally exceed 1 nm−1 is already a bit suspicious but

could be explained with a certain amount of monodentate species at the edges. We thus need

to analyse edges in more details.

To understand the potential role of edges, we have followed the same analysis as that carried

out for the facets and described in Fig. 6.2. We assume in this paragraph that the weak

spots are on the edges, i.e. decomposition is initiated at the edges and polyols preferably

interacts with the edges thereby providing protection of the nanoparticles. First, it is worth

noting that the lineal inhibiting coverages vary between 0.51 and 2.76 nm−1 and 0.42 and 1.92

nm−1 for sorbitol and xylitol respectively. From one sample to another, only the shape of the

nanoparticles changes: the three types of edges (namely E, X and Y see appendix Fig. E.4) are

present in different proportions (see appendix Table E.2). The strong variation of the lineal

inhibiting coverages (up to a factor of 5) therefore suggests that adsorption might occur more

preferably at one specific edge. When we plot the lineal inhibiting coverage as a function of

the fractional length, we see however no correlations (R2 <0.9). This means that there are no

such things as specific interaction with one edge in particular. The shape effect evidenced by

the strong variation of (lineal) inhibiting coverage can seemingly be solely explained for polyol

molecules interacting specifically with the (110) facet, as shown in Fig. 6.2.

This is consistent with previous work by Copeland et al.11 and Larmier et al.12;13 who were

able to explain the properties of moderately hydrated alumina regarding the spectroscopy and

reactivity of alcohols/polyols without invoking edges and kinks. It is very likely that the Lewis

acid and basic sites at edges and kinks are almost instantaneously saturated with water at the

early stage of water adsorption. The resulting aluminol groups are most probably strongly

bound to the edges/kinks and cannot be displaced with alcohol/polyol molecules.
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