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ResumŽ de la th•se en fran•ais

Les ordinateurs quantiques ont ŽtŽ conceptualisŽs pour la premi•re fois par Richard Feynman, qui
dresse le constat suivant : un ordinateur classique ne peut pas simuler de mani•re e! cace un syst•me
quantique. La raison sous-jacente est que le nombre de bits nŽcessaires pour dŽcrire un syst•me
quantique augmente de mani•re exponentielle avec le nombredÕŽtats quantiques du syst•me, et ce ˆ
cause du principe de superposition. DÕapr•s Feynman, seul un ordinateur quantique dont les ŽlŽments
de bases, les qubits, sont eux aussi quantiques, peut permettre de dŽcrire de tels syst•mes.

Les ordinateurs quantiques peuvent, par leur nature quantique, permettre de rŽaliser certaines
taches au-dessus des capacitŽs des ordinateurs classiques. Par exemple, il ˆ ŽtŽ dŽmontrŽ que certains
probl•mes mathŽmatiques, tels que la factorisation en nombres premiers ou le probl•me du logarithme
discret, seraient solvables en un temps polynomial par lÕordinateur quantique. Or, ces probl•mes
mathŽmatiques servent de fondations ˆ la cryptographie ˆ clŽ asymŽtrique. Il est donc impossible de
garantir la sŽcuritŽ de nos communications dans un avenir oulÕordinateur quantique est omniprŽsent.

Les ordinateurs quantiques renferment donc de grandes promesses dÕavancŽes technologiques, mais
ils reprŽsentent aussi une menace pour la sŽcuritŽ de nos syst•mes de communications actuels. Face
ˆ ce probl•me, une solution est dŽveloppŽe qui est appelŽecryptographie post-quantique. Ce domaine
cherche ˆ construire des algorithmes de chi" rements basŽs sur des probl•mes mathŽmatiques pour
lesquels lÕordinateur quantique ne prŽsente pas, ˆ priori,dÕavantage signiÞcatif sur un ordinateur
classique. Une deuxi•me approche, plus originale, ˆ Žgalement vu le jour pour pallier au probl•me de
lÕordinateur quantique. Cette derni•re sÕappelle ladistribution quantique de clŽ(QKD) et est lÕobjet
principal de cette th•se.

Les protocoles de distribution de clŽ quantique (QKD) permettent de construire des canaux de
communications sensibles ˆ lÕespionage grace aux propriŽtŽs quantiques fondamentales de la lumi•re.
Ces protocoles ont dŽjˆ ŽtŽ validŽs en laboratoire et m•me surle terrain. Cependant lÕun des principaux
dŽÞs ˆ surpasser pour dŽployer de tels protocoles ˆ grande Žchelle est le cožt de dŽploiement de la
technologie, liŽ ˆ lÕinstallation de toute lÕinfrastructure nŽcessaire pour gŽnŽrer, transmettre et mesurer
les Žtats quantiques. Une solution attrayante en ce sens serait dÕexploiter lÕinfrastructure de Þbre
optique dŽjˆ existante pour executer mettre en oeuvre de tels protocoles.

Cela implique cependant de faire coexister des signaux quantiques avec des signaux tŽlŽcoms
classiques, dŽjˆ prŽsents sur cette infrastructure. Cette coexistence peut •tre un dŽÞ technique ˆ
cause de la sensibilitŽ des Žtats quantiques aux perturbations extŽrieures. Dans cette th•se, nous nous
intŽressons plus particuli•rement aux protocoles de distribution de clŽ quantique ˆ variables continues
(CV-QKD), car leur proximitŽ avec les communications cohŽrentes classiques indiquent quÕils sont de
bons candidats pour coexister sur une m•me Þbre.

En partant du principe que les protocoles CV-QKD sont destinŽs, ˆ terme, ˆ •tre dŽployŽs de
mani•re conjointe avec des protocoles de communication classique, la question qui se pose est la
suivante. Cette coexistence avec des signaux classiques est-elle forcŽment un dŽsavantage pour la CV-
QKD ? Nous articulons notre rŽponse en deux projets distincts et nous montrons quÕen construisant
de fa•on conjointe des protocoles de communication quantique et classique, la coexistence avec des
signaux classiques peut prŽsenter des avantages exploitables pour la CV-QKD.

Notre premier travail est une dŽmonstration expŽrimentaledans laquelle nous montrons que le
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signal classique peut servir, dans certains cas, de signal pilote au signal quantique. Cette construction
permet notamment de sÕa" ranchir de signaux pilotes auxiliaires gŽnŽralement nŽcessaires en CV-QKD
et dÕe" ectuer des communications classiques et quantiques de mani•re conjointe.

Dans un second travail, nous montrons que le bruit gŽnŽrŽ pardes canaux classiques peut servir
ˆ dissimuler le signal quantique. La communication quantique peut alors •tre rŽalisŽe de fa•on in-
dŽtectable, ou Ç covert È, ce qui, combinŽ ˆ une Žchange de clŽpar QKD permet dÕenvisager des
garanties de sŽcuritŽ extr•mement ŽlevŽes. Nous analysonsles conditions nŽcessaires, ˆ la faisabilitŽ
du dŽploiement covert de la CV-QKD et proposons des mod•les pertinents ˆ lÕŽtudes de tels pro-
tocoles. Les conclusions tirŽes de ce travail de doctorat sont que, dans un contexte de coexistence
classique/quantique, la construction des protocoles de communication de mani•re conjointe peut-•tre
bŽnŽÞque ˆ la fois aux communications quantiques et aux communications quantiques.
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Introduction

From quantum mechanics to quantum technologies.

Our journey begins with the inception of quantum mechanics at the beginning of the 20th century.
At the time classical physics used to describe macroscopic systems were though to be absolute and
to apply to all physical systems. Then, German physicist Max Planck introduced energy quanta and
showed that this enables a complete description of blackbody radiation at thermal equilibrium, a
challenge scientists were unable to tackle using classical physics. I personally Þnd it amazing that he
introduced his quantiÞcation reluctantly because of how absurd this concept was at the time, and how
by doing so he initiated a series of pioneering works which ledto the formalism of quantum mechanics
used today.

Towards the middle of the 20th century, two other major scientiÞc Þelds were born which playa
central role today. On the one hand the Þeld of information theory, whose founding father is arguably
the American scientist Claude Shannon, formally deÞnes the notion of information and derives the
amount that can be shared over a channel. Information theory is a cornerstone of modern digital
communications. On the other hand the Þeld of computer science, which owes a great deal to British
scientist Alan Turing, revolutionized our society by provi ding mankind with one of the most powerful
tools weÕve ever had : the computer.

Later, exciting interconnections started to develop between these Þelds. Questions about the
quantity of classical information contained in quantum systems led to the development of the quantum
counterpart of classical information theory: quantum information theory. An interesting result here is
that when considering a communication protocol where the information is encoded in quantum states,
the amount of information leaked during the transmission can be bounded thanks to fundamental
quantum properties. Based on this idea, the Þrst proposal ofa quantum key distribution (QKD)
protocol was submitted by Charles Bennett and Gilles Brassard in 1984 [1]. The goal of QKD protocols
is to share a secret Ðthe keyÐ between distant parties in an adversarial setting, which has potential
applications in the Þeld of cryptography. The revolutionary aspect of QKD is that it constitutes a
challenge to the security of classical key distribution techniques because the security of QKD does
not involve any assumptions on the computing power of the adversary and hence permits to share a
secret key with so-calledinformation-theoretic security.

In the meantime, in 1981, Richard Feynman asked during a conference presentation [2] the question
of how to simulate quantum systems and came to the conclusionthat classical computers were not
adequate to the task, because there is no succinct way to describe classically a quantum state of many
particles. He then proposed to use a quantum computer to do this. Instead of functioning with bits,
the quantum computer should perform operations onqubits which can beentangledwith other qubits
or in superposition of several states. Harnessing these properties, the amountof resources needed for
the quantum computer to simulate quantum systems scales linearly with the size of the system to
simulate, as opposed to exponentially for a classical computer. FeynmanÕs talk undoubtedly played
an important role in launching the Þeld of quantum computing since it naturally spurred interest in
the other tasks for which a quantum computer could outperforma classical computer.

In 1994, Peter Shor exhibited two problems for which a quantum computer had a signiÞcant ad-

9
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vantage over a classical computer [3]. These are the factoring into prime numbers problem and the
discrete-log problem. Since they are known to quickly becomeintractable for classical computers,
these are currently used as the foundation for secure key distribution protocols in modern communi-
cations. ShorÕs results meant that current key distribution algorithms have an expiration date, and
led cryptographers to refer to the creation of a quantum computer as the quantum apocalypse.

What about now ?

Thirty years later, building a large scale quantum computer still constitutes a remarkable challenge
[4]. The core of the problem is that qubits collapse to classical states as they interact with the
environment, hence quantum computers need to be strongly isolated from random interactions. At
the same time though, we need to be able to interact with the qubits from the outside, in order to
prepare the system in the desired state, apply quantum gatesto the qubits to perform the quantum
computation and then to read out the qubits so we can Þnd the result of our computation. Building
a quantum computer with all the desired features is avery di! cult task.

Nonetheless considerable progress has been seen in the Þeld, and today several large companies have
developed quantum processors [5, 6, 7]. Even if these are still limited to a number of qubits around
200, this is su! cient for cryptographers to ring the alarm [8]. They typicall y need cryptographic
algorithms to be safe for at least several years, sometimes several decades depending on the usage.
This cannot be the case if a quantum computer that can implement ShorÕs algorithm is created in
the next 10 or 20 years, because entities could potentially store encrypted communications today to
break them then. Hence increasing attention is given to shifting vulnerable cryptographic primitives
to quantum-safe primitives i.e. primitives for which a quantum computer should not in princip le
provide a considerable advantage over classical computers.

In particular it is the key distribution algorithms which are v ulnerable to quantum computers and
as such they are the primitives which require quantum-safe alternatives. Two are currently being
developed in research teams. The Þrst is to replace the vulnerable key distribution protocols by new
protocols based on problems which remain di! cult to solve even for quantum computers [9]. This Þeld
is called post-quantum cryptography and follows in the traditional way of considering cryptography
in which the security of the protocol assumes that the adversary has limited classical and quantum
resources. The second alternative is QKD, which regroups a widerange of protocols harnessing quan-
tum mechanics to provide information-theoretic security on the shared key. As opposed to classical
cryptographic algorithms, the security of QKD protocols is derived without any assumption on the
computing power of the adversaries and therefore constitute future-proof key distribution protocols.

Focus on quantum key distribution.

The Þrst conceptualisations of QKD, such as BB84, relied on single photons as the fundamental
communication units. A photon is an elementary particle that is a quantum of the electromagnetic
Þeld and as such exhibits fundamental quantum properties enabling QKD. The information can be
typically encoded in the polarisation or time-of-arrival of the photon. The main component of the
detection apparatus in this case is the single-photon detector (SPD), which produces a "click" when
one or several photons are successfully converted into a current. These protocols are referred to as
"Discrete-Variable" (DV) QKD because of the discrete set of measurement results.

Later, it was also shown that QKD could be performed by encoding the information on the
quadratures of weak coherent states [10]. This is particularly interesting because this is typically
how information is transmitted in the Þeld of classical telecommunications, therefore the hardware
necessary to control and measure the quadratures of the electromagnetic Þeld is well understood
and readily available. These protocols are called "Continuous-Variable" (CV) QKD because of the
continuous range of values that can be taken by the quadratures of the light.
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The strong security guarantees of QKD are very exciting therefore the technology has received
increasing sources of funding and has been experimentally deployed in many metropolitan Þber-
networks [11, 12, 13, 14, 15]. However many challenges remain to be overcome before large scale
implementation of QKD is possible. The main challenges are the point-to-point distance over which
a secret key can be shared Ðsince quantum states cannot be ampliÞedÐ and the overall deployment
costs of the technology.

Focusing on the latter, the by-far dominant cost of Þber-based communications is the deployment of
the Þber-network infrastructure. Therefore if QKD could be deployed over the existing infrastructure
used for classical communications, this would drasticallycut the implementation costs and constitute
a considerable step towards large-scale deployment. For this to be possible, the coexistence of the
quantum states and the classical signal must be carefully orchestrated or else the Þne measurement
process required to detect quantum states will su" er from perturbations due to the classical signal,
which will in turn jeopardize the ability of the QKD protocol to yield a secret key. Between DV- and
CV-QKD, the latter is arguably better suited for this task bec ause the coherent detection process used
to measure the quadratures is spectrally selective, hence coherent receivers are less sensitive to Raman
noise photons than SPDs. This constitutes an important practical advantage since Raman-induced
noise is the dominant source of noise for QKD in wavelength multiplexed classical and quantum
communication schemes[16].

Contributions and outline of the thesis.

In this thesis we investigated the question of the coexistence of CV-QKD with classical channels. Our
approach was to study in what ways the coexistence could be beneÞcial for the CV-QKD protocol,
rather than only detrimental because of the additional noise induced by the classical channels. Our
work is divided in two projects.

Our Þrst project is an experimental demonstration of a CV-QKD implementation where the phase
and frequency recovery is performed on a classical channel which is multiplexed in polarisation and
digitally frequency shifted relative to the quantum states. While this problem is traditionally ad-
dressed using pilot tones [17], our work shows that when designing hybrid quantum and classical
communication systems, we can relax the need for pilot tonesand perform the carrier recovery di-
rectly on a classical channel. We display positive key rateswith two discrete modulation formats,
one with 4 di" erent quantum states, and one with 64 quantum states and a Gaussian-like probability
distribution. In the asymptotic regime, our results are compatible with positive secret key rate over
40 km with reliable classical communication for the classical channel. Hence our work takes one step
forward in the direction of hybrid communication systems.

In our second project we investigate how the noise generated by the classical channels can be
harnessed to provide an interesting new kind of physical layer security, called covertness, to a CV-
QKD protocol. The goal of covert communications is for the transmission between the legitimate
parties to be indistinguishable from background noise for the adversary. This is achieved by reducing
the power of the state transmitted over the channel below some threshold which scales as the inverse
of the square-root of the total number of quantum states sentover the channel, due to the so-called
"square-root law". We argue that covert CV-QKD is essentially impractical because of the square-root
law and we propose to make some additional assumptions, whichcan be veriÞed in a practical setting,
in order to relax the square-root law and enable practical covert CV-QKD.

The rest of this manuscript is organised as follows.

Part I : From quantum theory to quantum key distribution

The objective of this Þrst part is to deÞne and understand CV-QKD, but also to position it with
respect to the more general context of quantum-safe cryptography.
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Chapter 1 : Quantum theory

In this chapter we give the formalism of quantum mechanics which will be the main language used to
describe quantum systems in the rest of this work. We also give some important properties of quantum
systems such as the no-cloning theorem and the uncertainty principle which are the foundations of
quantum key distribution and therefore particularly relev ant in this work. Then we will revisit the
quantiÞcation of the electromagnetic Þeld in order to derive the ladder operators which will then
be used to deÞne the quadrature operators. We continue by deÞning Gaussian states and Gaussian
transformations from their covariance matrix. These play a central role in quantum information
theory analogously to the Gaussian distribution in classical information theory. Finally, we describe
the quantum mechanical e" ect of homodyne and heterodyne measurement on the covariance matrix
of the quantum state

Chapter 2 : Classical and quantum information theory

We move on in the second chapter to study the most relevant quantity of communication systems:
information. We deÞne the notions of entropy and mutual information and give their quantum mechan-
ical equivalent. Finally, we give HolevoÕs bound on the accessible classical information in a quantum
system which will play a key role in the security proofs of CV-QKD.

Chapter 3 : Cryptography

This third chapter is meant to give some insight into the world of cryptography. We distinguish
the computational and information-theoretic security models and then give an overview of important
cryptographic primitives which are hashing functions, symmetric encryption throught AES and public-
key encryption through RSA. Then we discuss in more detail thequantum apocalypsediscussed above.
We Þnish the chapter by detailing the outline of a generic QKDprotocol, which we illustrate with
BB84, and brießy review the di" erent types of QKD protocols.

Chapter 4 : Quantum Key Distribution with Continuous-Variabl es

In the last chapter of the Þrst part of this work, we focus on CV-QKD. We begin by giving some
example of protocols, and give the expression of the secret key rate through the well-known Devetak-
Winter formula. Then we show how to compute the key rate in several cases : when Alice employs
a Gaussian modulation on the quadratures, when Alice employs a discrete modulation, when the
receiver noise is considered "trusted" and in the Þnite-size regime. We Þnish this chapter with a
comparison of DV- and CV-QKD solutions in term of key rate, achievable distance and potential for
coexistence with classical channels.

Part II : Convergence of classical and quantum coherent comm unications.

In the second part of this manuscript we present the contributions that have been achieved during
the course of this thesis.

Chapter 5 : Quantum and classical coherent communications

We begin with a general chapter on coherent communications which is necessary to understand the
experimental implementations of coherent communications. We successively address the signal gener-
ation at Alice, the signal distortions during transmission, and signal measurement at Bob in coherent
communications. Then we discuss how the sampled signal is processed to retrieve the information
encoded in the Þeld quadratures. Finally, we discuss some important challenges of quantum coherent
communications and position the rest of our work.
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Chapter 6 : Joint Classical and quantum coherent communications

We present here our experimental demonstration of CV-QKD and classical communications performed
jointly where the quantum carrier recovery is performed on the classical channel. We begin by de-
scribing our experimental setup. Then we discuss the calibration in shot-noise units. We show our
receiver is operated in the linear regime, where the shot-noise scales linearly with the LO power, and
we discuss our precision in the shot-noise estimation. The following section focuses on the digital
signal processing routine we used. In the Þnal section, we discuss how we optimised our experimental
parameters and give our results before discussing improvement perspectives and concluding this part
of our work.

Chapter 7 : Covert quantum key distribution

Our second project is described in this chapter. We begin by giving a general introduction to covert
communications and formally deÞne covertness. Then we move on to deriving a threshold power for
the quantum channel under which the quantum communication is covert. We show that without
additional assumptions this bound makes covert CV-QKD essentially impractical because a negligible
amount of covert and secret bits can be shared using the protocol because of the square-root law
mentioned earlier. We move on to examining how a shared secret resource between Alice and Bob
can be used to improve the performance on the protocol through a process we callblock-coherent
encoding but show that covert CV-QKD is still limited because of the square-root law. Then we
derive two practical models in which we can relax the square-root scaling of the signal power which
enables practical covert CV-QKD. We conclude this chapter with a discussion on covert CV-QKD.

Perspectives

We conclude this work in this Þnal part. We attempt to give a general view of QKD in its current
state, the challenges facing the technology and the contributions we made to the Þeld.
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Chapter 1

Quantum theory
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1.3.1 WignerÕs function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

1.3.2 Gaussian states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

1.3.3 Gaussian transformations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

1.4 Measurement of the quantum states . . . . . . . . . . . . . . . . . . . . . 29

1.4.1 Homodyne detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

1.4.2 E! ect of homodyne detection on the covariance matrix . . . . . . . . . . . . 33

Giving a precise description of quantum systems can be challenging at Þrst, since interesting
phenomena appear in this regime which seem counter-intuitive by classical physics standards, that is
based on what we cansee. For example, the fact that the measurement result of a quantum particle
is described by some set of probabilities is particularly odd compared to our macroscopic world where
objects are well deÞned. Also quantum systems can beentangled, which means that by measuring
one particle we can modify the measurement outcome probabilities of another. This was puzzling
scientists at Þrst since it goes against the principle of locality which states that an object is inßuenced
only by its immediate surroundings. Thankfully, we have developed a mathematical formalism which
permits describing such systems and exhibiting their unique properties. In this section we cover this
formalism which will be needed to describe the QKD quantum states and their evolution during the
QKD protocol.

1.1 Formalism of quantum mechanics

Let us begin with the mathematical formalism of quantum mechanics which we give below. These
results constitute a brief overview and the interested reader is referred to [18] for a more thorough
description.
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1.1.1 The postulates of quantum mechanics

Quantum mechanics are built on a set of 6 postulates which enable an e! cient description of quantum
systems and their unique properties.

Postulate 1 (State space). The state of an isolated physical system at timet is represented by a state
vector |# ! belonging to a Hilbert spaceH called the state space.

Basically the Þrst postulate lets us write quantum states as complex vectors Ðsometimes inÞnite
dimensionalÐ which are calledkets in the Dirac formalism. It is convenient to normalise the state
vectors since we will see later that they are closely linked to probability distributions. A consequence
of the Þrst postulate is that all vectors of the Hilbert spaceare quantum states. Therefore if|# ! and
|$! are two possible states of the state spaceH, then |%! = & |# ! + ' |$! , with |&|2 + |' |2 = 1 for
normalisation, is also a possible state. This is known as thesuperposition principle because|%! is is
a superposition of states|# ! and |$! . The superposition principle is the fundamental resource behind
the quantum advantage in computation.

All states that can be written in ket notation, such as |%! , |# ! and |$! , are called pure states and
are part of the possible physical states of the system. Now suppose we need to describe a system that
is a statistical mix Ðnot a superpositionÐ of several states. For example suppose we create and send
quantum state |# ! over a quantum channel with probability half, and state |$! the rest of the time.
The average state sent on the channel is not a superposition of|# ! and |$! and cannot be written as
|%! . To descibe this statistical mix, we have to generalise the notion of state vector using the state
density matrix. Any pure quantum system deÞned onH can also be deÞned by a density matrixö" as:

ö" pure = |# ! " # | . (1.1)

If we need to describe a statistical mix ofn states {| #k ! } n
k=1 with the corresponding probabilities

{ pk } n
k=1 , the quantum state is called a mixed state and is described by

ö" mixed =
n!

k=1

pk |#k ! " #k | . (1.2)

The density matrix obeys the following properties :

Tr (ö" ) = 1 , (1.3)

Tr (ö" 2) # 1, (1.4)

with equality in the second line if and only if ö" is pure.
The next series of postulates deÞne the formalism of measuring a quantum state.

Postulate 2 (Observable). Every measurable physical quantityA is described by a Hermitian operator
öA acting in the state spaceH. The operator öA is called an observable and its eigenvalues form a basis
for the state spaceH.

The second postulate provides the way to address the physicalquantities in a quantum system.
Valid quantities for A are for example the position, momentum or energy of a quantumstate.

Postulate 3 (Quantization) . The only possible outcomes of the measurement ofA are the eigenvalues
of the operator öA.

According to postulate 3 the outcomes of a measurement result are necessary discrete, which
introduces the notion of quantization. This is for example the case for the energy of a quantum
system, for which only discrete energy levels are possible.
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Postulate 4 (Probability of a measurement outcome). When the physical quantityA is measured, the
probability P(( i ) of obtaining eigenvalue( i is given by the norm of the projection of the state vector
|# ! onto the corresponding eigenvector|( i !

P(( i ) = | "( i |# ! |2. (1.5)

If the spectrum is degenerate, thenP(( i ) is given by the norm of the projection of|# ! onto the
eigensubspaceP! i associated with( i

P(( i ) =
!

! k
i ! P ! i

| "( k
i |# ! |2, (1.6)

where the( k
i for an orthonormal basis of P! i .

Thanks to the formalism of postulate 4, we can express the meanvalue of the observable öA which
is noted " öA! and is given by

" öA! = "# | öA|# ! . (1.7)

Also the variance of öA can be expressed as :

(! öA)2 = "# | öA2|# ! $ " # | öA|# !
2

. (1.8)

Similarly, the measurement outcome probabilities can be computed from the density matrix rep-
resentation. Let ö" be the density matrix of the quantum state. Then we have :

P(( i ) = Tr (|( i ! " ( i | ö" ) (1.9)

and the mean value of operator öA is given by :

" öA! = Tr ( öA ö" ). (1.10)

Postulate 5 (E" ect of measurement). If the measurement ofA on state vector |# ! gives result ( i ,
then the state of the system after the measurement is the normalized projection of |# ! on eigensubspace
P! i associated with eigenvalue( i

|# ! Measurement$$$$$$$$%
! i

"
! k

i ! P ! i
"( k

i |# ! |# !
#

P(( i )
. (1.11)

Postulate 5 explains that measurements a" ect the quantum state by projecting the state on the
eigensubspace corresponding to the measurement result. Therefore measurements in quantum me-
chanics are projective, and modify the state.

Postulate 6 (Time evolution of a system). The time evolution of state vector |# (t)! obeys the
Schršdinger equation

i !
d
dt

|# (t)! = H (t) |# (t)! , (1.12)

where H(t) is the observable associated with the total energy of the system and is called the Hamiltonian
of the system.



20 CHAPTER 1. QUANTUM THEORY

1.1.2 Description of composed systems

Quantum systems can be more complex than just a quantum particle in a Hilbert space. Often, we
will need to describe quantum systems shared by several parties, with each party holding a quantum
state that is part of the full quantum system. Such system aredescribed using the tensor product
representation. Let {| # i ! } n

i =1 be n quantum states represented in their respective state space{H i } n
i =1 .

The state space describing the quantum state composed of then particles is given by the tensor product
of the individual state spacesH = &n

i =1 H i .
Notice that the state space deÞned by SepH = { (|#1! , ..., |#n ! ) ' H 1 ( ... ( H n } is of dimension

dsep = dim(H 1)+ ...+ dim(H n ) while the dimension of the tensor product spaceH is d = " n
i =1 dim(H i ).

Therefore it is impossible to describe composed systems using only quantum states in SepH . Systems
that can be described as such are calledseparable. On the other hands states inH\ SepH cannot be
deÞned by describing the individual states of then particles but instead must be deÞned as a whole.
Such systems are calledentangled.

Example of entanglement. A maximally entangled two mode state is called a Bell state and
is given by |# + !AB = |0"A |0"B + |1"A |1"B#

2
where states|0! and |1! represent for example the polarisation

state of a photon. Now consider the polarisation of subsystem A is measured. The result will give
either |0A ! or |1A ! each with probability half. Suppose the result is |0A ! , then according to postulate
5 the bipartite state is projected onto the subspace|0A ! " 0A | and becomes :

|#AB ! =
("0A | "0B |) |# + !

1/
)

2
|0A ! |0B ! +

("0A | "1B |) |# + !

1/
)

2
|0A ! |1B ! (1.13)

|#AB ! = |0A ! |0B ! (1.14)

Therefore particle B is projected onto polarisation state |0!B as a result of the polarisation mea-
surement of particleA. The particles A and B are entangled. Entanglement is a fundamental quantum
resource which can be harnessed for quantum communications,and it is at the core of the security
proofs of quantum key distribution protocols which we will discuss further in this manuscript.

Description of subsystems of a pure state. Consider a bipartite pure state |# !AB ="
i,j µi,j |ai ! |b! j described over the Hilbert spaceH A & H B . The density matrix of the composed

system is given by :

ö" AB =
!

i,j,k,l

µi,j µ$
k,l |ai ! " ak | & |bj ! " bl | . (1.15)

Then we can give a description of the subsystem A (or B) by tracing out the other in the density
matrix expression above. The resulting state will be the mixedstate given by

ö" A = Tr B (ö" AB ) (1.16)

= Tr B

$ !

i,j,k,l

µi,j µ$
k,l |ai ! " ak | & |bj ! " bl |

%
(1.17)

=
!

i,j,k,l

µi,j µ$
k,l |ai ! " ak | if "bl |bj ! = ! i,j (1.18)

PuriÞcation. An important result of the formalism of quantum mechanics states that any mixed
state can be expressed as a pure state in a larger Hilbert space. Let us formalise this result here.
Consider for exampleö" A the density matrix of a pure state described in Hilbert spaceH A . Let |# !
be a pure state in Hilbert spaceH & H B .
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DeÞnition 1 (PuriÞcation) . We say that |# ! puriÞes ö" A if

ö" A = Tr B
&
|# ! " # |

'
. (1.19)

Theorem 1. For all mixed state described by density matrixö" A in some Hilbert spaceH A , there
exists some Hilbert spaceH B such that dim H B * dim H A and such that there exists a pure state
|# ! ' H A & H B which puriÞes ö" A

The notion of puriÞcation is particularly useful in QKD since we can express the bipartite mixed
states exchanged by Alice and Bob as a pure tripartite state. The third party in this case is the
eavesdropper, and puriÞcation results make it possible to compute the information leaked to the third
party. However this is the object of another chapter and we leave this for later.

1.1.3 Quantum no-cloning theorem

The mathematical Hilbert space formalism of quantum mechanics comes with the crucial notion of
orthogonality. As opposed to classical states, quantum states can be non orthogonal. When this is
the case it is impossible to perfectly discriminate the states since they have some overlap. A direct
consequence is theno cloning theorem :

Theorem 2 (No cloning theorem). It is impossible to create an independant and identical copy of an
arbitrary unknown quantum state. Let H be a Hilbert space. The no cloning theorem translates as the
following. There is no unitary U acting on H & H such that for all |# ! ' H and for any ancilla state
|0! ' H :

U |# ! |0! = |# ! |# ! (1.20)

Proof. We reason by contradiction. Suppose such a unitary exists. Then for any two states(|# ! , |$! ) '
H 2 we have :

U |# ! |0! = |# ! |# ! (1.21)

U |$! |0! = |$! |$! (1.22)

Then we can write :

"0| "# | U   U |$! |0! = "# | "# | |$! |$! (1.23)

thus "# |$! = "# |$!2 (1.24)

Necessarily"# |$! = 0 or "# |$! = 1 . Since the states are normalized, this means that either|# !
and |$! are orthogonal, or we have some& ' [0, 2) ] such that |# ! = ei " |$! . In any case this is in
contradiction with the assumption that the states |# ! and |$! are chosen arbitrarily, which concludes
the proof.

The quantum no cloning theorem also play an important part in the security of quantum key
distribution systems. As long as the communication quantumstates are non-orthogonal, the adversary
is prevented from creating replicate states to perform his measurement.

1.1.4 The Heisenberg uncertainty principle

Yet another principle of quantum mechanics is the Heisenberg uncertainty principle. It states that it is
impossible to perfectly measurecomplementaryphysical quantities A and B of the same quantum state
such as the position and momentum of a particle. The complementarity of two physical quantities is
deÞned mathematically by the commutation relation of their respective observables.
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DeÞnition 2. Measurable physical quantitiesA and B are complementary if and only if their ob-
servables öA and öB do not commute, that is :

[ öA, öB ] = öA öB $ öB öA += 0 . (1.25)

Follows from deÞnition 2 the mathematical formalism of HeisenbergÕs uncertainty principle ex-
pressed as :

! öAá! öB *
1
2

(
( "[ öA, öB ]!

(
(. (1.26)

The principle can be interpreted as follows. Let öA and öB be two observables such that[ öA, öB ] =
k += 0 . Suppose state|# ! is an eigenstate of öA and öB with eigenvaluesa and b. Then we would have
the two following equalities :

[ öA, öB ] |# ! = k |# ! , (1.27)

and [ öA, öB ] |# ! = ( ab$ ba) |# ! = 0 , (1.28)

which is impossible. Therefore no quantum state|# ! can be an eigenstate of both observables
öA and öB . Necessarily|# ! is a linear combination of eigenstates of eitheröA or öB which implies by
postulate 3 that it cannot be exactly determined.

1.2 Quantization of the electromagnetic Þeld

Now that we have given the formalism used to deÞne our quantumsystems and given a few key
properties stemming from said formalism, we dive into the key components of the quantum theory of
light which will be useful for CV-QKD. Here we begin by deÞning the ladder operators which are then
used to deÞne the quadrature operators of the quantum states. For further reading, see for example
[19].

1.2.1 The ladder operators

Consider the position and momentum operators, which are linked to the quantum harmonic oscillator
Hamiltonian by

öH =
öp2

m

2m
+

1
2

* 2 öx2, (1.29)

where öpm and öx and the momentum and position operators. Since they are conjugate variables,
they obey the canonical commutation relation :

[öx, öpm ] = i ! . (1.30)

DeÞnition of the ladder operators. In quantum mechanics, the dimensionless creationöa  and
annihilation öa operators are conveniently used to express the Hamiltonian. They are also referred to
as the ladder operators and they are deÞned as

öa =
1

)
2m! *

(m* öx + i öpm ), (1.31)

öa  =
1

)
2m! *

(m* öx $ i öpm ), (1.32)
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such that the position and momentum operators are :

öx =

)
!

2m*
(öa  + öa), (1.33)

öpm = i

)
m! *

2
(öa  $ öa). (1.34)

It follows from equations 1.31 and 1.32 that

öaöa  =
1

2m! *
(m2* 2 öx2 + öp2

m + im * (öpm öx $ öx öpm )) , (1.35)

=
1

! *
( öH +

1
2

! * ), (1.36)

öa  öa =
1

! *
( öH $

1
2

! * ). (1.37)

Therefore the Hamiltonian can be written as :

öH = ! * (öa  öa +
1
2

), (1.38)

and the operatorsöa and öa  obey the commutation relation

[öa, öa  ] = 1 . (1.39)

E! ect on energy eigenstates. Consider the energy eigenstates of the quantum system,
which form an orthonormal basis of the Hilbert space called the Fock basis. We denote by |n! the
energy eigenstate with eigenvalueEn . By deÞnition we have öH |n! = En |n! and by multiplying both
expressions byöa  via the left hand side we obtain

öa  öH |n! = En öa  |n! . (1.40)

Using expression 1.38 and commutation relation 1.39 we Þnd that 1.40 becomes

öH öa  |n! = ( En + ! * )öa  |n! . (1.41)

Proceeding similarly with the operator öa we Þnd that

öH öa |n! = ( En $ ! * )öa |n! . (1.42)

Therefore öa  |n! and öa |n! are also eigenstates of the Hamiltonian. The operatorsöa  and öa are
called the creation and annihilation operators because they can be seen as increasing or decreasing
the energy level of a quantum state by one energy increment! * . Note they do not correspond to
measurable quantities since they are not Hermitian and therefore do not satisfy the condition to be
observables. We use the notation

En +1 = En + ! * (1.43)

En %1 = En $ ! * , (1.44)

to designate then + 1 and n $ 1 energy levels. If we now consider the ground state of the system,
noted |0! , we have that öa |0! is also an eigenstate of the Hamiltonian of energyE0 $ ! * . Since there
is by deÞnition no state with lower energy than the ground state, necessarily we have
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öa |0! = 0 . (1.45)

Then we can Þnd the energy of the ground state by computingöH |0! = ! #
2 |0! = E0 |0! which gives

the energy levels of the system

E0 =
1
2

! * (1.46)

En = ( n +
1
2

)! * . (1.47)

Since öH |n! = En |n! we can deduce that

öa  öa |n! = n |n! . (1.48)

We note ön = öa  öa the number operator. The energy eigenstates are also eigenstates or thenumber
operator. Let us denote by|n + 1 ! and |n $ 1! the eigenstates corresponding to the energy levelsn +1
and n $ 1. We showed that the ladder operators applied to|n! are proportional to |n + 1 ! and |n $ 1! .
Thus there exists complex numbersAn and Cn such that

öa  |n! = Cn |n + 1 ! (1.49)

öa |n! = An |n $ 1! . (1.50)

We prefer using normalised states therefore we Þnd the values An and Cn such that the states |n!
are of orthonormal. We have

"n|öaöa  |n! = |Cn |2 "n + 1 |n + 1 ! = |Cn |2 (1.51)

"n|öa  öa|n! = |An |2 "n $ 1|n $ 1! = |An |2. (1.52)

Equation 1.48 gives that An =
)

n and using the commutation relation 1.39 we Þnd thatCn =)
n + 1 such that

öa  |n! =
)

n + 1 |n + 1 ! (1.53)

öa |n! =
)

n |n $ 1! . (1.54)

1.2.2 The quadrature operators

In particular for this work in which we focus on quantum key distribution protocols, the quantization
is considered at the level of the photon. Then the number operator ön has for eigenvalues the mean
number of photons of the quantum state. Any optical quantum state ö" can be represented in theFock
basis, using the density matrix formalism :

ö" =
!

n,m

ö" n,m |n! " m| . (1.55)

The Fock basis is inÞnite-dimensional which can make it di! cult to represent states in this basis.
For example coherent states, which we will discuss in the next section, are di! cult to represent in
the Fock basis because they are superpositions of all the number states. Therefore it is convenient
to introduce the quadrature operators öp and öq to represent the quantum states in phase space. We
deÞne them as
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öp =
1
2

(öa  + öa) (1.56)

öq =
i
2

(öa  $ öa), (1.57)

such as the ladder operators are

öa =
1
2

(öp + i öq) (1.58)

öa  =
1
2

(öp $ i öq) (1.59)

The quadrature operators are Hermitian sinceöp  = öp and öq  = öq therefore they satisfy the condition
for observable quantities of the quantum system. The commutation relation can be computed as

[öp, öq] =
i
2

, (1.60)

therefore we can deduce the Heisenberg uncertainty relation on the quadrature operators

! öpá! öq *
1
4

. (1.61)

1.3 Gaussian states

An important category of quantum states is the group of Gaussian states. These have nice properties,
especially from an information theory point of view. In additi on, they are easy to describe since they
are uniquely deÞned from their Þrst and second moments. We deÞne these states here and discuss
their properties.

1.3.1 WignerÕs function

The Wigner function is typically used to represent the probability distribution of the quadratures of
a quantum state. It is deÞned in the general case from the density matrix of the quantum state by

W (p, q) =
1

) !

* &

%&
e%i qp !

! "p + p' |ö" |p $ p' ! dp' . (1.62)

Since the quadratures are conjugate variables, the Heisenberg uncertainty principle prevents us
from precisely deÞning the joint probability distribution P r (p, q). However it is possible to deÞne
the marginal distributions P r (p) and Pr (q). The Wigner function is a good probability distribution
approximation for quantum states since it gives the marginal probability distributions as :

P r (p0) =
* &

%&
W (p0, q)dq. (1.63)

The Wigner function is called a quasiprobability density function because it can take some negative
values in small regions for quantum states which have no classical representation.
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1.3.2 Gaussian states

Gaussian states are quantum states for which the Wigner function is a Gaussian such that each
marginal probability distribution is also Gaussian. The probability distribution of the quadrature
operators of a Gaussian state can be written as

öp , N (µp, +2
p), (1.64)

öq , N (µq, +2
q). (1.65)

This deÞnition can be extended to ann mode Gaussian state which is entirely deÞned by its Þrst
and second moments. The Þrst moment of ann mode quantum state is the displacement vector,d
given by the mean values of the quadratures in each mode

,d = ( "öp1! , "öq1! , ..., "öpn ! , "öqn ! ). (1.66)

The second moment is given by the covariance matrix$ with the matrix coe ! cients

$ i,j =
1
2

{ ! öci , ! öcj } , (1.67)

whereöc = (öx1, öp1, ..., öxn , öpn ) and { , } is the anti-commutator deÞned by{ öx, öp} = öx öp+öpöx . Therefore
the covariance matrix is in the form of

$ =

+

,
,
-

(! öp1)2 1
2 { ! öp1, ! öq1} ... 1

2 { ! öp1, ! öqn }
1
2 { ! öq1, ! öp1} (! öp1)2 ... 1

2 { ! öq1, ! öqn }
... ... ...

1
2 { ! öqn , ! öp1} 1

2 { ! öqn , ! öp2} ... (! öqn )2

.

/
/
0 , (1.68)

and is a real valued symmetric matrix. The covariance matrix will later play a central role when
considering the informational quantities in joint quantum systems.

Coherent states. The most important class of Gaussian states for this work are called coherent
states. They are the quantum representation of the light emitted by a laser source such as those
employed in our continuous-variable quantum key distribution experiment. They are referred to by a
complex number& and are deÞned as the eigenstates of the annihilation operator such that coherent
state |&! obeys

öa |&! = & |&! . (1.69)

Coherent states can be decomposed over the Fock basis as a superposition of all Fock states with
decreasing probability at higher energy levels. In particular, the number of photons in a coherent
state follows a Poisson distribution as

|&! = e
" | " | 2

2

&!

n =0

&n
)

n!
|n! . (1.70)

We can easily check that the coherent states are unitaryi.e. "&|&! = 1 and are also non orthogonal
since for all (&, ' ) ' C2,

"&|' ! = e% 1
2 ( |" |2 + |$ |2 %2" ø$ ) += 0 . (1.71)

A consequence of this non-orthogonality is that is it impossible to perfectly discriminate between
coherent states, which is fundamental for the security of quantum key distribution. Moving on we give
some properties of coherent states. The mean value of the quadrature operators for coherent state|&!
is
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"öp! =
1
2

"&|öa  + öa|&! ,

=
1
2

("&|öa  |&! + "&|öa|&! ),

=
1
2

(& + &$),

= Re( &), (1.72)

and similarly

"öq! = Im( &). (1.73)

The quadratures of the coherent state|&! are the real and imaginary part of the complex ampli-
tude, thus coherent states are sometimes deÞned with respectto their quadratures as |p + iq! . The
quadrature operators variances are computed as

(! öp)2 = "&|öp2|&! $ " &|öp|&!2 ,

=
1
4

"&|öa  2 + öa  öa + öaöa  + öa2|&! $ Re(&)2,

=
1
4

((&$)2 + |&2| + |&|2 + 1 + &2) $ Re(&)2,

=
1
4

(4 Re(&) + 1) $ Re(&),

=
1
4

, (1.74)

and proceeding similarly on the öq quadrature gives

(! öq)2 =
1
4

. (1.75)

Therefore the coherent states minimise the Heisenberg uncertainty relation in equation 1.61. Fi-
nally the number operator applied to |&! gives

"ön! = "&|öa  öa|&! (1.76)

= |&|2 (1.77)

We say that coherent state |&! has mean photon number|&|2.

Two-mode squeezed Gaussian states. Two-mode Gaussian states are of particular interest for
the security proofs of quantum key distribution. In this pict ure one mode is measured by Alice and
the other is sent through the quantum channel to Bob for him to measure. Among two mode Gaussian
states, an important class of states are thetwo-mode squeezed statesfor which the quadratures in each
mode are perfectly correlated. The covariance matrix of two-mode squeezed states is of the form

$TMSV =
$

cosh 2r 12 sinh 2r +z

sinh 2r +z cosh 2r 12

%
, (1.78)

where we have

+z =
$

1 0
0 $ 1

%
. (1.79)
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A two-mode squeezed state is a pure state which is the continuous-variable counterpart to the
maximally entangled Bell state in the discrete-variable picture. Therefore these states are calledEPR
states. They are represented in the Fock basis as

|TMSV ! =
1

coshr

&!

n =0

tanhn r |n, n! , (1.80)

1.3.3 Gaussian transformations

The set of Gaussian transformations is the set of unitary transformations which transform a Gaussian
state into another Gaussian state. They will often be the transformations that a" ect the quantum
states transitioning over the quantum channel during the QKD protocol.

Symplectic transformations. An important subset of Gaussian transformations called the
symplectic transformations group. It is the set of transformations that are linear in the creation and
annihilation operators and preserves their commutation relations. For an n mode Gaussian state, the
symplectic transformations are deÞned by a2n ( 2n symplectic matrix S such that :

S%ST = %, where %=
n1

i =1

$
0 1

$ 1 0

%
, (1.81)

where the direct sum is deÞned on matricesA and B by

A
1

B =
$

A 0
0 B

%
. (1.82)

A symplectic transformation on a Gaussian state is entirelydeÞned by its e" ect on the Þrst and
second moments as

,dout = S,din (1.83)

$out = S$ in ST . (1.84)

In particular for continuous-variable quantum key distribu tion we will consider Gaussian states
with zero mean. Then the Þrst moment is zero and the full description of the state is given by its
covariance matrix.

Theorem 3 (WilliamsonÕs theorem). Every positive-deÞnite real matrix of even dimension can be
put in diagonal form by a symplectic transformation. In particular this can be applied to an n mode
Gaussian state covariance matrix$ where for some symplectic matrixS, the following holds

$
!

= S$ST , with $
!

=
n1

i =1

$
- i 0
0 - i

%
. (1.85)

The n coe! cients - i are called the symplectic eigenvalues of$ and are the eigenvalues of the matrix
$ %$%$

WilliamsonÕs theorem is a powerful tool to analyse Gaussianstates and plays a central part in
quantum information theory on with these states.

Examples of symplectic transformations We give here some of the most common symplectic
transformations on optical modes which we will use in further analyses.

Phase rotation : a phase rotation by an angle. of a single mode state is described by the symplectic
matrix R% given by
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Figure 1.1: Representation of the beamsplitter with two input spatial modes öa and öb and two output
spatial modesöc and öd

R%=
$

cos. sin .
$ sin . cos.

%
(1.86)

Beamsplitter : the beamsplitter with transmissivity / is described on the creation and annihilation
operators of two input modes(öa,öb) and two output modes öc, öd such that

öc =
)

/ öa +
#

1 $ / öb, (1.87)

öd = $
#

1 $ / öa +
)

/ öb. (1.88)

Then the relation between the four input quadratures and the four output quadratures is
+

,
,
-

öpc

öqc

öpd

öqd

.

/
/
0 =

+

,
,
-

)
/ 0

)
1 $ / 0

0
)

/ 0
)

1 $ /
$

)
1 $ / 0

)
/ 0

0 $
)

1 $ / 0
)

/

.

/
/
0

+

,
,
-

öpa

öqa

öpb

öqb

.

/
/
0 (1.89)

We refer to the matrix representation of the beamsplitter of transmittance / applied to modesA
and B as BAB (/ ). The covariance matrix of a two mode Gaussian state after the beamsplitter is

$out = BAB (/ )$ in B T
AB (/ ) (1.90)

The beamsplitter is very convenient to model channel losses as a unitary process in quantum key
distribution protocols. The Þrst input mode öa is the signal mode at Alice while öb is taken as the
vacuum state of the environment. The output mode öc is the signal mode at BobÕs and modeöd is the
environment mode after transmission. We will discuss this more in section 4.3 when computing the
Holevo information leaked to the environment during the quantum key distribution protocol.

1.4 Measurement of the quantum states

In a continuous-variable quantum key distribution protocol the information is encoded on the quadra-
tures of coherent states. The quadrature operators are observables, meaning they correspond to a
physical quantity we can estimate. In particular for CV-QKD, w e will need to express the post-
measurement state shared between Alice and Bob. Hence we develop here the formalism of the
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Figure 1.2: Homodyne detection scheme. The signal mode is mixed with a strong laser called the Local
Oscillator on a 50/50 beamsplitter. The intensity on both out puts of the beamsplitter is measured
and subtracted to constitute the homodyne measurement.

quadrature measurement process. This is calledcoherent detectionsince it involves mixing the signal
state with a strong reference signal calledlocal oscillator (LO) on a balanced beamsplitter. The mea-
surement result then depends on the relative phase between the signal and LO. Coherent detection
can be divided into homodyne detection and heterodyne detection depending on whether a single or
both quadratures are measured. Note that these terms used bythe QKD community have a di" erent
meaning for the telecom industry, so we make clear that the terms used here are taken in the sense of
the QKD community.

1.4.1 Homodyne detection

Homodyne detection permits the measurement of one quadrature of the light, as opposed to heterodyne
detection for which both quadratures are measured.

Quadrature measurement. The homodyne detection scheme is represented in the Þgure 1.2. The
signal mode, denoted byS, is mixed with the LO on a 50/50 beamsplitter. Two detectors placed at
the + and $ outputs of the beamsplitter produce photocurrents I + and I % proportional to the mean
photon number in the corresponding mode. The quadrature measurement is given by subtracting the
I + and I % currents. According to the beamsplitter model we can write the photon number operators
in each mode as

ön+ = öa 
+ öa+ =

1
2

(öa 
S + öa 

LO )(öaS + öaLO ), (1.91)

ön% = öa 
%öa% =

1
2

($ öa 
S + öa 

LO )($ öaS + öaLO ). (1.92)

The operator for the di" erence in photocurrentsöI ! is proportional to

öI ! - ön+ $ ön%

- öa 
S öaLO + öa 

LO öaS , (1.93)

where the proportionality factor depends on the characteristics of the photodectectors. Since the
local oscillator is a classical Þeld with energy levels much larger than one quantum unit, hence we can
assume that applying the creation and annihilation operators does not change the state. Therefore
we can use the classical Þeld assumption and replaceöaLO and öa 

LO by the classical Þeld amplitude
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Figure 1.3: The homodyne detection amounts to computing the amplitude of the projection of the
quantum state |&S ! on the vector deÞned by the local oscillator amplitude and phase.

ELO e± i %LO with . LO the phase of the local oscillator. Then the mean value of operator öI ! when the
signal state is coherent state|&S ! = ||&|ei %S ! is

" öI ! ! - " &S |öa 
S öaLO + öa 

LO öaS |&S !

- ELO (&$
Sei %LO + &Se%i %LO )

- 2ELO Re(&Se%i %LO )

- 2ELO |&| cos(. S $ . LO ), (1.94)

which is the quadrature of the coherent state|&S ! in phase with the local oscillator. By shifting
the local oscillator phase by) / 2 we have that

öI &/ 2
! - 2ELO |&| sin(. S $ . LO ), (1.95)

which is the quadrature of |&S ! in quadrature with the local oscillator. Therefore by control ling
the phase of the local oscillator we can chose to measure an arbitrary quadrature of the signal.
Equivalently homodyne detection can be seen as a projectionof the signal on the quadrature of the
local oscillator as is depicted in Þgure 1.3

Shot-noise. Consider the variance of the quadrature measurement. It is given by

(! öI ! )2 = " öI 2
! ! $ " öI ! !

2
, (1.96)

where the Þrst term is

" öI 2
! ! - E 2

LO "&S |(öa 
S )2ei 2%LO + öa2

Se%i 2%LO + öa 
S öaS + öaS öa 

S |&S ! (1.97)

- E 2
LO ((&$

S )2ei 2%LO + ( &S )2e%i 2%LO + 2 |&|2 + 1) (1.98)

- E 2
LO

&
2|&|2(2 cos2(. S $ . LO ) $ 1

'
+ 2 |&|2 + 1) , (1.99)

- 4E 2
LO |&|2 cos2(. S $ . LO ) + E 2

LO (1.100)

and we have
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Figure 1.4: For heterodyne detection, the signal is mixed with vacuum when split on a 50/50 beam-
splitter

" öI ! !
2

- 4E 2
LO |&|2 cos2(. S $ . LO ) (1.101)

We used the commutation relation of the ladder operators to go from 1.97 to 1.98 and a trigono-
metric formula of the cosine to go from 1.98 to 1.99. Since theproportionality factors are the same

in the expressions of" öI 2
! ! and " öI ! !

2
we can write the variance of the observable as

(! öI ! )2 = N0 - E 2
LO . (1.102)

The variance of the homodyne measurement comes from the quantum commutation relation be-
tween the ladder observables and is proportional the local oscillator intensity. This variance is called
the shot-noise and is noted N0 in this manuscript. It plays a signiÞcant role in quantum key distri-
bution protocol because it is a normalisation value which is used to calibrate experiments. We will
discuss this further in the next chapter.

Heterodyne detection. Both öp and öq quadratures of a coherent state|&S ! can be measured by
splitting the signal on a 50/50 beamsplitter and performing a double homodyne measurement, one on
each branch. In that case it is called aheterodynemeasurement. The splitting of the signal in mode
S in the two modesSp and Sq induces an additional vacuum contribution because splitting the signal
on a beamsplitter mixes the state with vacuum. Thus we have

öaSp,q =
1

)
2

(öaS ± öv),

where öv is the annihilation operator of the vacuum. By substituting this expression toöaS in the
case of homodyne detection, we Þnd that

" öI ! !het =
1

)
2

" öI ! !hom . (1.103)

However the variance of the operator is given by

"! öI ! !
2
het = 2 "! öI ! !

2
hom (1.104)

because there is the additional commutation relation of thevacuum ladder operators in equation
1.97.
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1.4.2 E ! ect of homodyne detection on the covariance matrix

Since Gaussian states are uniquely deÞned by their Þrst and second moments, it is su! cient to know
how transformations a" ect these moments to deÞne the transformed state. In particular it will be
interesting to know the e" ect of a homodyne or heterodyne measurement of one mode on thecovariance
matrix of the bipartite state. The interested reader can refer to reference [20] for more details.

Homodyne detection. Consider the two-mode state deÞned by the covariance matrix

$ =
$

0A 0C

0T
C 0B

%
(1.105)

where all matrices 0i are in R2 and A, B denote the covariance matrices of the modesA and
B while C is the correlations between modesA and B . A homodyne measurement on modeB will
destroy the mode and transform modeA depending on the quadrature that is measured. This is
described on the covariance matrix0A |B of modeA after measurement by

0A |B = 0A $ 0C (" p,q0B " q,p)%10T
C , (1.106)

where " p,q is the projector on the p or q quadrature of modeB and is given by

" p =
$

1 0
0 0

%
and " q =

$
0 0
0 1

%
(1.107)

The matrix 0C (" p,q0B " q,p)%10T
C is not invertible, but it is diagonal. The notation %1 denotes the

Moore-Penrose pseudoinverse, which is the corresponding matrix where all non-negative eigenvalues
are inverted. The expression in 1.106 simpliÞes as

0hom
A |B = 0A $

1
(! öp, öq)2 0C " p,q0T

C (1.108)

Heterodyne detection. In the case of heterodyne detection the modeB is Þrst split on a balanced
beamsplitter which mixes the mode with a vacuum state and is described on the covariance matrix
by

$ = BB,v (1/ 2)

+

-
0A 0C 0
0T

C 0B 0
0 0 12

.

0 BB,v (1/ 2)T , (1.109)

where

BB,v (1/ 2) =

+

-
12 0 0
0 1#

2
12

1#
2
12

0 $ 1#
2
12

1#
2
12

.

0 . (1.110)

We compute the covariance matrix after a heterodyne measurement which is a homodyne mea-
surement on thep quadrature of one mode andq measurement of the other. The result yields

0het
A |B = 0A $ 0c(0B + 12)%10T

C . (1.111)

This concludes our Þrst chapter. Here we introduced the Hilbert space formalism which permits
to describe quantum states and reviewed some important quantum mechanical properties in the no-
cloning theorem and the uncertainty principle. We also deÞned the quadrature operators and the class
of coherent states which will be used in the rest of this manuscript. Finally, we described the e" ect
of heterodyne or homodyne detection on the quantum states which will be useful to compute the post-
measurement information of the adversary during the QKD protocol. To do this, we Þrst need to
deÞne information and give some insights on how to compute it. We do this in the next chapter.
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Chapter 2

Classical and quantum information
theory
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In this chapter, we deÞne and study the information that is contained in classical variables and
in quantum states. We aim to give the tools to deÞne and quantify the information shared between
Alice and Bob during a communication protocol Ðsuch as QKDÐ as well as the information leaked to
Eve.

2.1 Classical information theory

The founding father of modern information theory is undoubtedly the American engineer Claude
Shannon with his article published in 1948A Mathematical Theory of Communications. We will
review in this section the core principles of ShannonÕs information theory.

2.1.1 Introduction to information theory

DeÞnition 3. A random variable X is deÞned by a set of possible outcomesX and a set of cor-
responding probabilities { pX (x)|x ' X } . The outcomes X can be discrete or continuous and the
following relations hold :

. x ' X , pX (x) ' [0, 1], (2.1)

if X is discrete,
!

x ! X

pX (x) = 1 , (2.2)

if X is continuous,
*

X
pX (x)dx = 1 . (2.3)

35
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When X is continuous, pX is called the probability density function. In the rest of thi s section we
will consider X is discrete. Note the results hold in the continuous case by substituting integrals to
the sums.

The mean value of the random variableX , noted "X ! , and its variance noted var(X ), are given by

"X ! =
!

x ! X

pX (x)áx, (2.4)

var(X ) = "X 2! $ " X !2 . (2.5)

A fundamental question answered by Shannon ishow much information is contained in a realisation
of X . Conceptually, if the result of X is certain i.e. p(X = x) = 1 , then the realisation of X does
not provide any information since we can predict with certainty the result. On the contrary a very
improbable realisation of X carries a lot of information, since the result was nearly unpredictable.
Thus the information provided by the realisation of a random variable depends on the probability of
the realisation. With this in mind a natural candidate to qua ntify information is the $ log function
since when the result is certain$ log(1) = 0 and this quantity increases as the result becomes less
probable.

DeÞnition 4. The information gained by the realisation x of a random variable X is given by :

I (x) = $ log2 pX (x), (2.6)

where the logarithm is taken in base 2 and therefore the information is expressed in bits. The
average information provided by the random variableX is called entropy and is deÞned as follows.

DeÞnition 5. The entropy of a random variable X quantiÞes the average information provided by
X . It is noted H (X ) and equal to :

H (X ) = $
!

x ! X

pX (x) log2 pX (x). (2.7)

Notice the entropy does not consider the realisations of therandom variable but only their proba-
bilities. The joint entropy of two random variables X and Y quantiÞes the average information gained
by the joint realisations of X and Y . It is computed over the set of outcomesX and Y as :

H (X, Y ) = $
!

x ! X ,y ! Y

p(x, y) log2 p(x, y). (2.8)

The joint entropy can be generalised to any number of random variables by considering the joint
probability distribution of all variables. In general the jo int entropy of X and Y is not equal to the
sum of the entropies. This is because when they are considered jointly, X and Y can have some
information that is redundant. We characterise the remaining uncertainty on variable Y (X ) when X
(Y ) is known with the conditional entropy :

H (Y |X ) = H (X, Y ) $ H (X ), (2.9)

= $
!

x ! X ,y ! Y

p(x, y) log2 p(y|x), (2.10)

and H (X |Y ) = H (X, Y ) $ H (Y ), (2.11)

= $
!

x ! X ,y ! Y

p(x, y) log2 p(x|y). (2.12)

(2.13)

The entropy obeys the following relations :
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¥ H (X ) * 0 : a random variable X carries information greater or equal to 0, with equality if and
only if X is deterministic.

¥ H (X ) # log2 |X | : the maximum of the entropy of random variable X is log2 |X | with equality
if and only if X is uniformly distributed over X i.e. . x ' X , pX (x) = 1

|X | .

¥ H (X, Y ) # H (X ) + H (Y) with equality if and only if the random variables are independant
such that p(y|x) = p(y) and p(x|y) = pX (x) thus H (Y |X ) = H (Y ) and H (X |Y ) = H (X ).

Finally an important measure in the Þeld of communications is the mutual information I X,Y shared
between two random variablesX and Y .

DeÞnition 6. The mutual information I X,Y between random variablesX and Y is a measure of the
common information in both variables. It is given by :

I X,Y = H (X ) + H (Y ) $ H (X, Y ),

= H (X ) $ H (X |Y ),

= H (Y ) $ H (Y |X ). (2.14)

The mutual information plays a central role in communications since it quantiÞes how many bits
X and Y have in common. Therefore if distant parties hold random variable X on one hand andY
on the other, such as whenX is a random variable corresponding to the state sent by Aliceand Y is
be BobÕs measurement result, they can extractI X,Y shared bits.

2.1.2 Information theory with Gaussian variables

An important category of random variables for is Gaussian random variables, that is when X and
Y follow a Gaussian distribution. Such distributions hold a central role in classical communications
since they maximise the amount of information that can be shared. We discuss the information theory
quantities in this case here.

A Gaussian random variableX , N (µ, +2) is entirely deÞned on the set of real numberR by its
Þrst two moments, that is its mean valueµ and variance +2. The density probability of the random
variable X is given by :

pX (x) =
1

)
2)+ 2

áe% ( x " µ ) 2

2# 2 . (2.15)

The entropy of a Gaussian random variableX , N (µ, +2) is

H (X ) = $
*

R
pX (x) log2 pX (x)dx, (2.16)

=
1
2

álog2(2) e+2). (2.17)

Note that for a given variance +2, the Gaussian distribution is the distribution which maximi ses
the entropy. We can further deÞne the joint probability dist ribution of Gaussian random variables
X , N (µX , +2

X ) and Y , N (µY , +2
Y ) as :

pX,Y (x, y) =
1

2)
2

+2
X +2

Y $ " XY !2
áexp

3
x2+2

Y + y2+2
X $ 2xy "XY !

2(+2
X +2

Y $ " XY !2)

4
. (2.18)

Similarly than for a single Gaussian variable, a joint distribution of Gaussian variablesX and Y
is entirely deÞned by its Þrst two moments"XY ! , +2

X and +2
Y . Therefore for centered variables, the

covariance matrix K XY deÞned by
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Figure 2.1: Channel representation

K XY =
3

+2
X "XY !

"XY ! +2
Y

4
, (2.19)

is su! cient to describe the joint distribution of the two Gaussian random variables X and Y .
In addition, the entropy and mutual information quantities c an be computed from the covariance
matrix as we show below. The joint and conditional entropies ofX and Y are found by plugging the
appropriate density functions in equations 2.8 and 2.9:

H (X, Y ) =
1
2

log2

&
(2) e)2ádet K XY

'
, (2.20)

H (Y |X ) =
1
2

log2

$
2) eá

det K XY

+2
X

%
, (2.21)

and the mutual information is given by :

I XY =
1
2

log2

$
+2

X +2
Y

det K XY

%
. (2.22)

2.1.3 Communication over a noisy channel

The information theory quantities weÕve discussed above areused to describe communication protocols
over noisy channels. In such protocols the transmitter, Alice, sends a realisationx ' X of X to the
receiver, Bob, who receives realisationy ' Y of Y . The goal of the communication is for Alice and
Bob to share information -or bits- via the protocol, which is given by the mutual information I XY

between the random variablesX and Y . The channel model is represented in Þgure 2.1.
Note the channel is entirely deÞned by the transition probabilities p(y|x) between random variables

X and Y . Then an important subcategory of channels is thememorylesschannels, for whichp(y|x)
does not depend on previous events. The maximal amount of bitsthat can be shared by sending
one symbol for memoryless channels is called thechannel capacity and is given by ShannonÕs second
theorem.

Theorem 4 (Channel coding theorem). Let a sender, Alice, send realisationx of random variable
X over a memoryless channel to the receiver, Bob, who measures realisationy of random variable Y .
The maximal amount of bits that can be shared by this scheme is called the channel capacity and is
given by :

C = max
{ pX (x ) }

I X,Y . (2.23)

Essentially ShannonÕs channel coding theorem states that there is some distribution of X which
enables Alice to send an average ofC bits per symbol to Bob without errors. Reversely if Alice tries
to send more thanC bits per symbol the transmission will contain errors.
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The AWGN channel. The main channel model for classical communications and quantum key
distribution protocols with continuous variables is the additive white Gaussian noise (AWGN) channel.
It is deÞned by the following relation between variablesX and Y :

Y = X + Z, (2.24)

where Z , N (0, +2
Z ). Z is called noise because it is added to the signalX and contains no

information. It is obviously additive and we say it is white because it is assumed to be the same for
each frequency. The opposite of a white noise is a colored noisewhich is not equal over all frequencies.
The transition probabilities of AWGN channels are Gaussian density probabilities given by

p(y|x) =
1

#
2)+ 2

Z

áe
% ( y " x ) 2

2# 2
Z . (2.25)

Theorem 5 (Capacity of the AWGN channel) . The capacity of the AWGN channel is given by :

CAW GN =
1
2

álog2

$
1 +

+2
X

+2
Z

%
, (2.26)

where +2
X is the variance of the random variableX .

Proof. We have :

I X,Y = H (Y) $ H (Y |X ), (2.27)

= H (Y ) $ H (X + Z |X ), (2.28)

= H (Y ) $ H (Z ), (2.29)

= H (Y ) $
1
2

álog2

&
2) e+2

Z

'
. (2.30)

For a Þxed variance+2
Y , H (Y ) is maximal whenY is Gaussian i.e. whenX is Gaussian. In this case

we have+2
Y = +2

X + +2
Z and H (Y) = 1

2 álog2

&
2) e+2

Y

'
. Substituting H (Y ) in the mutual information

expression above gives the capacityCAW GN which concludes the proof.

The fraction ' 2
X

' 2
Z

is called thesignal-to-noise ratio, or SNR, and represents the signal power relative

to the noise power. The capacity of the AWGN channel is sometimes notedCAW GN = 1
2 álog2

&
1+ SNR

'

2.2 Quantum information theory

The information-related quantities deÞned in the Þrst section can be extended, thanks to the quantum
formalism, to the quantum domain. This is particularly inter esting since it becomes possible to bound
the information accessible to an eavesdropper during a quantum communication.

2.2.1 The Von Neumann Entropy

The extension of the notion of entropy to quantum states is called the Von Neumann entropy.

DeÞnition 7 (Von Neumann Entropy) . Any mixed or pure quantum state ö" can be written as
ö" =

"
i ( i |$i ! " $i | where the |$i ! are orthonormal vectors and

"
i |( i |2 = 1 . The Von Neumann

entropy of ö" is the generalisation of the notion of entropy to quantum state ö" . It is noted S(ö" ) and is
deÞned by

S(ö" ) = $
!

i

( i log2 ( i . (2.31)
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To not have to write the explicit eigenvalues of ö" the Von Neumann entropy is more conveniently
noted :

S(ö" ) = $ Tr
5
ö" log2 ö"

6
. (2.32)

The Von Neumann entropy quantiÞes the average information that can be obtained by a measure-
ment of state ö" . It has properties similar to the classical entropy :

¥ For all ö" , S(ö" ) * 0 with equality if and only if ö" is a pure state, which would be the classical
equivalent of a deterministic state.

¥ If ö" is a quantum state in a Hilbert space of dimensiond, S(ö" ) is bounded byS(ö" ) # log2 d with
equality if and only if ö" = I/d .

¥ If ö" AB is the density matrix of a composed system that is a pure state, then the Von Neumann
entropy of each subsystem is equal i.e.S(ö" A ) = S(ö" B ) where ö" A and ö" B are the density matrices
obtained by tracing out subsystemB and A respectively.

¥ S(ö" ) is constant under any unitary transformation i.e. for any unitary U, S(U ö" U   ) = S(ö" ) .

For a system composed of subsystemsA and B we can also deÞne the following entropy values :

¥ The conditional entropy : S(A|B ) = S(AB ) $ S(B ).

¥ The quantum mutual information : it is the quantum counterpart to the mutual information
and is given by I (A, B ) = S(A) + S(B ) $ S(AB ).

Von Neumann entropy of Gaussian states
When ö" is an n-mode Gaussian state, the Von Neumann entropy can be computed from the

symplectic eigenvalues of the state covariance matrix as

S(ö" ) =
n!

i =1

G
$

( i $ 1
2

%
, (2.33)

where the symplectic eigenvalues are deÞned in 1.85 and the function G is given by G(x) =
(x + 1) log 2(x + 1) $ x log2(x).

2.2.2 Accessible information

Suppose a setting where Alice communicatesclassical information with Bob using quantum states,
which is the case during our QKD experiment. Similarly to classical communications, Alice holds a
random variable X which can take for examplen values{ 0, ..., n} with probabilities { p1, .., pn } . Based
on the realisation of X , Alice prepares quantum state ö" X chosen from a set{ ö" 1, ..., ö" n } and gives
the state to Bob. By performing a measurementM on the state ö" X , Bob obtains a classical random
variable YM which depends onX and the measurement.

DeÞnition 8 (Accessible information). The accessible information is the maximal amount of classical
information that can be extracted from a quantum system when the information is encoded using a
particular ensemble of quantum states, and is given by

I acc
X, ö( = max

M
I X,Y M . (2.34)

Therefore the accessible information computes the maximum of I X,Y M optimized over the set of
all possible measurements performed by Bob. We do not have anexplicit formula to the accessible
information in this case, but it is possible to give an upper-bound.
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Theorem 6 (HolevoÕs bound). In the setting described above, the accessible information on variable
X from the quantum state ö" is

I acc
X, ö( # S(ö" ) $

n!

i =1

pi S(ö" i ), (2.35)

where ö" =
" n

i =1 pi ö" i is the mixed state sent to Bob. The right hand side of the inequality is called
the Holevo information of state ö" and is noted 1(ö" , X )

The Holevo bound is tight if ö" = I/n , that is if the { ö" i } form an orthonormal basis of the n
dimensional Hilbert space and are equiprobable, i.e.pi = 1 /n . i . Then we can write the state ö" in
the form :

ö" =
1
n

n!

i =1

|i ! " i | , (2.36)

where "i |j ! = ! i,j . Since the quantum states sent by Alice are orthogonal, Bob can discriminate
between the n quantum states with probability 1 by applying the projective measurements{ E i =
|i ! " i |} n

i =1 . Then we haveY = X and we can compute the mutual information betweenX and Y :

I X,Y = log 2 n. (2.37)

which is also the Holevo information since theö" i are pure statesS(ö" i ) = 0 and S(ö" ) = log 2 n.

This concludes this relatively short chapter where we covered the very basics oninformation theory.
We refer the interested reader to [21] for further exploration of the Þeld. Here, we introduced the
notion of information for classical and quantum variables and gave some interesting behaviors of the
information quantities. The important results for this work moving forward are how to compute the
Von Neumann entropy of Gaussian states from the symplectic eigenvalues as in equation 2.33 and
HolevoÕs bound. These will play a central role during the CV-QKD protocol, which we will discuss
further in chapter 4. Before this however, we cast aside the quantum world Ðjust for abitÐ in the next
chapter to discuss some basic notions of cryptography.
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In this thesis we focus on quantum key distribution (QKD), pro tocols which enable two distant
parties to share a secret key which is guaranteed secure by thelaws of physics. But before we can
discuss these protocols and our contributions to the Þeld, it is crucial to understand the stakes of
key sharing between distant parties and why QKD is an interesting protocol to achieve this goal.
The answers to these questions require understanding of the cryptographic world. We provide an
introduction to the Þeld in this chapter and discuss the paradigm shift induced by a potential future
quantum computer.

3.1 Principle of cryptography

Cryptography is an ancient science -dating back to antiquity- which initially aims at securing the
contents of a message such that only the intended receiver can retrieve its original content. In our
digital era, insuring conÞdential communications is paramount for user privacy and safeguarding of
sensitive data, but other security guarantees are also desirable. We discuss in this section the di" erent
security guarantees required for modern communications, and the security models available.

3.1.1 Secure communication

The context in which we analyse secure communications is one where a transmitter wants to send a
messageM ' { 0, 1} n , also calledplaintext, to a receiver without revealing its contents if it were to fall

43



44 CHAPTER 3. CRYPTOGRAPHY

Figure 3.1: The setting is the following. Alice needs to sendM to Bob over a communication channel,
but Eve can intercept the message and Alice must insure that she does not learn the contents ofM .

Figure 3.2: Depiction of the encryption of the plaintext and decryption of the ciphertext using the
keys K A and K B .

in the hands of a malevolent adversary. It is customary in the cryptographic world to give names to
the di" erent roles played during the communication process. We willrespect these conventions here
and denote the transmitter, the receiver and the adversary by Alice, Bob and Eve respectively. We
depict the setting of the further analysis in the Þgure 3.1.

ConÞdentiality. The security service sought by Alice and Bob is calledconÞdentiality. To insure
this, Alice performs a reversible transformation of M before sending it to Bob. The transformation
process is indexed by a secretK A held by Alice. It is called encryption and denoted EK A . The
encrypted plaintext is called the ciphertext and is denoted C = EK A (M ). Bob can retrieve the
plaintext from the ciphertext because he has a secretK B which provides the inverse transformation,
called decryption and noted DK B such that DK B (C) = M . The security of the encryption lies in the
fact that it is not possible to perform the decryption process without knowledge of K B . The secrets
K A and K B are called thekeys. The encryption and decryption process is depicted in the Þgure 3.2.

We will discuss further in this chapter the two big families of cryptographic primitives which are
symmetric and asymmetric cryptography. In the Þrst, K A = K B = K and the keys must remain
unknown to all but Alice and Bob. In the latter K A += K B and only K B must remain secret,K A can
be public which enables anyone to encrypt messages for Bob.

Security primitives beyond conÞdentiality. If conÞdentiality is crucial to insure secure com-
munication over public channels, it is not su! cient in itself to guarantee secure communications.
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Three other security primitives are also necessary and play acentral part in modern communications
:

¥ Authentication. Alice and to Bob must be given guarantees that they are communicating with
each other and not with Eve, or else Eve could perform a so-called Man-in-the-middle attack
where she impersonates Alice to Bob and Bob to Alice.

¥ Integrity. The message received by Bob must be guaranteed unaltered by Eve.

¥ Non-repudiation. Individuals should not be able to deny actions such as signinga contract
online.

In the next section we will see how modern cryptographic primitives insure the four security services
discussed above, but Þrst we discuss di" erent security models for cryptosystems.

3.1.2 Security model : information-theoretic vs computati onal

There are di" erent security models associated with encryption processes. These provide guarantees
with di " erent levels of strength, but also di" erent levels of complexity.

Information-theoretic security. This type of security, also called perfect secrecy, is achieved if
the a priori probability of the messagep(M ) and the a posteriori probability of the message conditioned
on the knowledge of the ciphertextp(M |C) coincide from EveÕs perspective.

An example of perfect secrecy is theOne-time pad (OTP) scheme. It is a symmetric encryption
protocol for which the ciphertext is obtained by performing the XOR operation between the message
and the key of the same length than the message. Importantly, the key must be chosen at random
such that for all K we havep(K ) = 2 %n . The encryption and decryption give

C = EK (M ) = M / K, (3.1)

M = DK (C) = C / K. (3.2)

We can prove the OTP scheme has perfect secrecy using Bayes rule. For all M and K we have

p(M |C) =
p(M )p(C|M )

p(C)
, (3.3)

and we have that p(C|M ) = p(K ) and p(C) = p(K ) which proves the point.
An important implication of perfect secrecy is that the key must be of the same length than the

message which can be di! cult to implement in practice. Also the secret key cannot be re-used, or Eve
can guess information on the secret key and perfect secrecy is lost. To see this, consider two messages
M 1 and M 2 giving ciphertexts C1 and C2. Then we have that

C1 / C2 = M 1 / M 2, (3.4)

Eve can therefore obtain the bitwise parity of the messages. Because of the di! culty of sharing a
unique key of the same length than the message for each communication, usual cryptosystems do not
employ perfect secrecy but rely on a relaxed security assumption : computational security

Computational security. In this security model the key is generally of (much) smaller size than
the message to be encrypted. Hence for a given ciphertext thenumber of possible messages -which
matches the number of possible keys- is greatly reduced compared to the perfect secrecy model. The
security in this view lies in the fact that the adversary has bounded computing capabilities, therefore
he cannot crack the encryption scheme in areasonable amount of time. This concept relates to how
long it takes a computer to perform a task and is quantiÞed in the average number of operations for
completing the task. Therefore the security in this view is dependant on :
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¥ The current relation between computing power and cost. The security is deÞned against a
certain level of computing power which has to be estimated based on current technology and
foreseeable advances. As technology progresses and computing power becomes more readily
available, encryption conventions can evolve by imposing longer keys and more resilient encoding
algorithms.

¥ The best known attacks to crack the encryption. Although unlikely, it is always possible some-
one Þnds a ßaw in an encryption algorithms which can be exploited to reduce the number of
operations required to crack the code.

Obviously using cryptography in a computational security model is much easier than for an
information-theoretic security model since one key of Þxedlength can be used to encode arbitrary
messages and also be used more than once without decreasing the security. This is why modern
cryptography is designed to provide security in this security model. In the next section we review
the relevant cryptographic protocols used today in order to discuss in the following section how a
quantum computer can impose a paradigm shift on some currentcryptosystems.

3.2 Modern cryptography

Modern cryptography is built on a set of cryptographic primi tives, basic building blocks which are
used in more complex protocols to provide the desired security service. Three important kind of
primitives are hashing functions, symmetric cryptography and asymmetric cryptography. Together
they can provide the set of security services discussed in subsection 3.1.1.

3.2.1 Hashing functions

A hashing function h is a function which maps data M ' {{ 0, 1} n } &
n =1 of an arbitrary size n to

Þxed-size valuesh(M ) ' { 0, 1} k which are called hash values. Since the cardinality of inputsis much
larger than the cardinality of outputs, there are necessarily collisions : two (or more) inputs M 1 and
M 2 can give the same output byh. A good hashing function is a function for which these collisions
are very di! cult to Þnd.

Interesting hash functions are key-based hash functions. They are basically hash functions indexed
by a secret key which determines the behavior of the hash function. Hash functions and key-based
hash functions play a central role in communications because the hash values are a Þngerprint of the
message which can be used to provide authentication and integrity. We illustrate this in an example
below.

Application example. Consider the previous context in which Alice encodes her messageM into
the ciphertext C before sending it to Bob. However this time she wants to guarantee that she sent the
message and that it was not altered, i.e. guarantee authentication and the integrity of her message.
To do this she also computes the hash value ofC using a key based hash function and outputshK (C),
also called a keyed-hash message authentication code (HMAC). She sendsC and hK (C) to Bob who
computes the HMAC of the ciphertext he received. If his value coincides with hK (C), he is assured
of the authenticity and integrity of the message.

3.2.2 Symmetric cryptography

In symmetric cryptography the encryption and decryption key are the same and must be kept secret.
Until 2001 the standard encryption algorithm was DES -for Data Encryption Standard- functioning
with 58 bits keys. Labelled as too weak because of the short size of the key, DES has been replaced
with AES -the Advanced Encryption Standard- with keys of length 128, 192 or 256 bits.
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AES. The AES encryption is a block cipher algorithm. This means that the plaintext is divided
into block of equal length, 128 bits here, and each block is independently encrypted by the algorithm
using the secret key. The principle is as follows. The 128 bits plaintext is written in the shape of a 4( 4
byte matrix, then a series of transformations is iterated on the matrix to provide encryption. Each
iteration requires a di" erent secret key to determine the speciÞc transformations of that iteration.
To do this, a set of subkeys are Þrst generated from the symmetric key using a deterministic key
expansion algorithm. We give the di" erent steps of AES encryption below.

1. Generate subkeys from the symmetric keyK

2. XOR plaintext M and symmetric key K

3. Iterate N times operations below :

(a) SubBytes : permutation of the matrix bytes based on the Rijndael S-box (permutation
table).

(b) ShiftRows : circular shift of the rows of the 4 ( 4 matrix by respectively 0, 1, 2 and 3
increments to the right.

(c) MixColumns : each byte is transformed into a linear combination of the bytes in the same
column.

(d) AddRoundKey : XOR resulting matrix with the corresponding su bkey.

4. Final iteration, the MixColumns step is skipped : SubBytes, ShiftRows, AddRoundKey.

The number of iterations N depends on the length of the secret key. For keys of length 128, 192
and 256 bits we haveN equal to 9, 11 and 13 respectively. To this day, the best known attack on
AES encryption requires testing an average of2124.9 keys. It is estimated this would take longer than
the age of the universe for the most advanced supercomputersin the world.

Usage. Symmetric cryptography such as AES are used to provide conÞdentiality. They are
particularly well suited to encode large volumes of data since there is no limit to the length of the
input message. We can freely increase or decrease the lengthof the message which will only result in
more or less blocks to be encoded for the block cipher algorithm.

An important prerequisite for symmetric cryptography is fo r Alice and Bob to share a secret key
before starting the protocol. This is know as the key distribution problem and can be solved using
the other family of cryptographic protocols : asymmetric cryptography.

3.2.3 Asymmetric cryptography

Contrary to symmetric cryptography, in asymmetric cryptogr aphy the encryption and decryption keys
are di" erent. Such protocols are also referred to as public-key cryptography because the encryption
key is public while the decryption key -or private key- is kept secret. Then each user in a network can
have their own set of public/private keys allowing all members of the network to encrypt messages
intended to them.

RSA. The RSA encryption scheme, named after its inventors Rivest,Shamir and Adleman, is
an asymmetric encryption scheme based on algebraic properties. Each user (e.g. Alice) of the RSA
encryption scheme has a public key composed of two integers(e, n) and a private key d. These must
obey speciÞc rules in order for the encryption/decryption to function :

1. Alice chooses two large prime integersp and q to compute n = pq.

2. Alice computes EulerÕs totient function ofn which is in this case$(n) = z = ( p $ 1)(q $ 1).
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3. Alice chooses an integere smaller than n such that e is relatively prime with z.

4. Alice computesd = e%1 mod(z) such that de = 1 mod(z). The value e exists by construction of
z and d thanks to algebraic properties we do not develop further in this work.

Arithmetic theorems give that if 4. holds, then for all a ' Z /n Z , aed = a mod(n). Using this we
can construct asymmetric encryption and decryption schemes usinge and d :

C = M e mod(n) (3.5)

M = Cd mod(n) (3.6)

Since(e, n) is public, anyone can encrypt data to send to Alice. On the other hand she is the only
person who knowsd therefore she is the only one who can decipher those messages.

The security of the RSA encryption scheme is based on the fact that it is very di ! cult, given
(e, n), to compute the private key d. Actually the only way to do this is to Þnd p and q from n. This
is called the factoring problem and no e! cient way of achieving this has been found yet using classical
computing methods.

Usage. By nature RSA cannot be used on messages of arbitrary length since the space of possible
messages of cardinalityn. In addition since the encryption and decryption processes are slow due to
the operations on large numbers, it is not suited to encrypt large volumes of data. However public-key
cryptography is particularly useful for other reasons :

¥ Sharing symmetric keys. A key interest in public key cryptography is that it can enabl e two
parties to share a secret key, which would later allow them to use symmetric cryptography to
encode large quantities of data between them.

¥ Digital signature. An interesting feature of public-key cryptography is that one can also sign
messages. This is achieved by ÇencryptingÈ the message with the private key : the user is the only
one able to do this since he is the only one with knowledge of hisprivate key. However anyone
can verify the signature using the public key. The digital signature provides authentication,
integrity and non-repudiation.

3.3 Cryptography in a quantum world

For the last 40 years or so, starting from FeynmanÕs 1981 conference talk [2], research e" orts were
directed towards harnessing quantum mechanical systems for computing purposes. The holy grail of
the Þeld is to build a universal quantum computer usingqubits as basic building blocks. As opposed
to classical bits, qubits must be described by quantum mechanics and as such can be in superposition
of di" erent states. Harnessing this, quantum computers can perform some tasks much faster than
classical computers, which is an exiting idea for many applications but can pose security threats if
the hard problems at the core of cryptographic primitives become tractable. This forces us to review
our cryptographic landscape in this new context.

3.3.1 Threats to cryptography posed by the quantum computer

Quantum algorithms -running on a quantum computer- are interesting when they can solve a particular
task faster than a classical computer. Relevant examples ofsuch algorithms are ShorÕs and GroverÕs
algorithms, named after their discoverers.

¥ ShorÕs algorithm. Solves the factoring and discrete logarithm problem in polynomial time as
opposed to super polynomial time for the best classical algorithm. Can be used to break RSA
encryption rendering this cryptographic primitive obsolete in a quantum world.
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Algorithm Key length Security level Security level
for classical computer for quantum computer

RSA-1024 1024 80 bits , 0 bits
RSA-2048 2048 112 bits , 0 bits
AES-128 128 128 bits , 64 bits
AES-256 256 256 bits , 128 bits

Table 3.1: Comparison of the security levels provided by RSA and AES against a classical and quantum
computer. Table taken from [22].

Figure 3.3: Encrypted data should be guaranteed safe duringa reasonable period of timex. Until we
have completed the migration towards quantum-safe solutions, at time y, encryption will be performed
using quantum-vulnerable solutions. Thus if the collapse time z when a quantum computer becomes
available is smaller than x + y, we cannot guarantee the security shelf-lifex.

¥ GroverÕs algorithm. Searches an unstructured database withN entries for a speciÞc entry
with complexity O(

)
N ) compared to O(N ) for the best classical algorithm. Can be used to

speedup the search for symmetric keys to break AES encryption, thus larger key sizes will be
necessary in a quantum world.

To illustrate the impact of these algorithms we represent in the table 3.1 the e" ective key lengths
of commonly used RSA and AES encryptions for a quantum computer. The cryptographic primitives
harshly impacted by the future quantum computer are the public-key cryptography solutions such as
RSA, which are crucial to share symmetric keys.

Action must be taken now. A question that is raised by the possibility of a quantum computer
is the following : when do we adapt our cryptographic systems tothis new context ? Since the
quantum computer is still in early stages of development, this question is legitimate.

To answer this question, one must consider three quantitiesdeÞned in [8] which are the following :

¥ Security shelf-life. How long we need our encryptions to remain secure. Let us denote this
duration by x.

¥ Migration time. How long we need to transpose all cryptographic primitives to quantum-safe
solutions. Let us denote this duration by y.

¥ Collapse time. How long until we can expect a large-scale quantum computer capable of cracking
current encryption. Let us denote this duration by z.

A ÇtheoremÈ discussed is [8] answers the question above : Ç Ifx + y > z , then worry ! È. The
idea is that until we have transitioned the full infrastruct ure towards quantum-safe solutions, soon-
to-be obsolete cryptographic primitives will continue to be used, hence an adversary could perform a
Ç store-now, decrypt later È attack and wait for the development of the quantum computer.

With the development of the quantum computer picking up the pace, it is absolutely necessary to
begin the transition as soon as possible. We discuss the solutions explored in the next subsection.
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3.3.2 Quantum-safe cryptography

Quantum-safe cryptography seeks to develop cryptographicprimitives which are safe even if an at-
tacker has access to a quantum computer. The Þeld is divided inthe two complementary Þelds of
post-quantum cryptography (PQC) and quantum key distributi on (QKD).

Post-quantum cryptography. The Þrst solution consists in developing cryptographic primitives
based on problems for which a quantum computer does not provide a sensible advantage over a
classical computer. Quantum-safe cryptography research is mainly focused on public-key cryptography
because, as far as we know, these are the primitives which we know will become obsolete against an
adversary owning a quantum computer.

Let us provide some examples of PQC algorithms which are investigated to replace current public-
key algorithms. Some interesting candidates for post-quantum public key cryptography are for exam-
ple code-based cryptography [23], multivariate cryptography [24], lattice-based cryptography [25] and
supersingular elliptic curve isogenies [26].

PQC is a solution applied to the software level, hence is easily implementable on current machines.
These solutions will follow in the approach of modern cryptography in the sense that they will be
secure on the condition the attacker has limited computing power, and that no algorithm will be
found to crack the encryption with a considerable speedup. Moreover, PQC algorithms will need to
be adapted if the available computing power increases drastically, as was the case when we migrated
from DES to AES.

Quantum key distribution. QKD is a type of key distribution protocol. It is based on the
exchange of quantum states over a communication channel during a communication phase. Then, by
harnessing the no-cloning theorem and the e" ect of projective measurements, QKD enables Alice and
Bob to quantify the information leaked to Eve during a post-processing phase. Ultimately a QKD
protocol produces a secret key shared by Alice and Bob with theguarantee that any adversary has
no information on the key.

Compared to PQC, QKD requires an implementation on the physical layer which supposes suit-
able communication channels and the necessary hardware. Thecompensation for the experimental
challenges of QKD -which will be discussed in the rest of this manuscript- lies with the strong security
guarantee on the key. The fact that the adversary has no information on the secret key means that his
best strategy is a random guess, which is independant from future developments of computing power
or of algorithm performance. We review QKD more speciÞcallyin the next section.

3.4 Quantum key distribution

In this section we discuss the principles of quantum key distribution and give an example of protocol.
Then we review the di" erent types of QKD existing today.

3.4.1 Principle

A generic QKD protocol is built on the assumption that two requirements are met. We begin by
discussing these requirements, then move on to giving the main steps of the generic QKD protocol.

Prerequisites. The setting for a generic QKD protocol is represented in the Þgure 3.4. There
are two prerequisites for any QKD protocol which must be veriÞed.

The Þrst is the basic assumption that Alice and Bob are connected by an untrusted quantum
channel in order to exchange quantum states. The quantum channel is said to be untrusted because
it is assumed to be Eve in the sense that she can intercept all the quantum states output from AliceÕs
lab and that all distortions taking place on the channel are her doing.
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Figure 3.4: Setup of a generic QKD protocol. The two prerequisites are that Alice and Bob are con-
nected via 1) an untrusted quantum channel which is assumed tobe Eve and 2) a public authenticated
classical channel.

The second assumption is that Alice and Bob are also linked by apublic authenticated channel
to perform the post-processing. The authentication of the classical channel is crucial to prevent any
man-in-the-middle attack which would result in the loss of any security provided by the protocol. In
this attack Alice and Bob think they are performing a QKD prot ocol with each other while in fact
they are both talking to Eve, hence Eve generates a secret keyshared between her and Alice and
between her and Bob, and can always decipher messages from one to the other before encrypting
them again with her second key to go unnoticed.

Contrarily to the Þrst assumption the authentication between Alice and Bob is not trivial to realise
and it must be done carefully. Importantly, it cannot be achieved via public key algorithms since the
interest of QKD lies in the scenario where the adversary has a quantum computer and these algorithms
are not secure anymore. Therefore the authentication must beperformed using quantum resistant
algorithm such as key-based hash functions described in subsection 3.2.1. Since these require Alice
and Bob share a secret key, QKD is technically a keyexpansionprotocol rather than a key distribution
protocol, but the term QKD is well established and we will continue to use it in the rest of this work
for clarity.

Before moving on let us brießy discuss the impact of the authentication on the global security
of the protocol. The question is legitimate since we will use a computationally safe algorithm to
authenticate Alice and Bob, therefore what about the unconditional security of QKD ? Well, consider
that it is irrelevant for Eve to break the authentication sch eme after the QKD protocol has taken place
since it will be too late to perform the man-in-the-middle att ack. Therefore she must do soduring the
protocol which will be very challenging. Ultimately this means that she cannot use future computing
power to jeopardize the security of the protocol, but that some limited computational assumption
must be made on her current computing power for the authentication to be secure.

The phases of a generic QKD protocol. A QKD protocol is composed of di" erent steps
followed by Alice and Bob which we review here.

1. Quantum communication. They exchange and measure quantum states sent over the quantum
channel. After this phase, the rest of the communication occurs on the public classical channel.

2. Sifting. They agree on a subset of measurements they keep, and discard the rest.

3. Parameter estimation. They reveal some of their measurement results to estimate relevant
parameters to quantify the action of the eavesdropper. Theseare determined by the type of
QKD protocol employed.

4. Keymap. If their results during the parameter estimation phase are compatible with sharing a
secret key, they map their measurement results to a bit string. At this stage, this bit string can
be di" erent for Alice and Bob.
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5. Error correction. They perform error correction so they agree on the same bit string called the
raw key. Eve potentially has some information on the raw key.

6. Privacy ampliÞcation. They apply the same random hash function to the raw key. The strength
of the hash function, quantiÞed by the reduction of length of the raw key, is determined by
the results of the parameter estimation phase. Informationtheory guarantees that Eve knows
nothing of the resulting key shared between them.

3.4.2 An example of protocol : BB84

In order to illustrate the QKD principles discussed above letus review the functioning of perhaps the
most famous QKD protocol, named BB84 after its inventors -Benett and Brassard- and the year of
the publication detailing said protocol -1984. This particular example will help understand how the
security of QKD protocols is captured.

Quantum communication. During a run of the BB84 protocol, Alice encodes a sequence of
classical bits on the polarisation of single-photons. For this she uses one of two bases, either the
vertical-horizontal ( % and 0) basis or the diagonal-antidiagonal (1 and 2 ) basis, mapping bits 0 and
1 to the states (%, 1 ) and (0, 2 ) respectively.

Bob measures the state of polarisation by splitting the incoming photons on a polarising beam
splitter (PBS) and placing a single photon detector (SPD) on each path. The inclination of the PBS
determines BobÕs measurement basis. Quantum measurement theory stipulates that if Bob chooses
the same basis as the one used by Alice, he will perfectly separate quantum states encoding bits 0
and bits 1. In the case where he chooses the other basis, the quantum states will be routed to a
random SPD with probability half. The vertical-horizontal an d diagonal-antidiagonal bases are called
mutually unbiased basesbecause measurement in one basis does not give any information on a state
encoded in the other.

Sifting. After all the quantum states have been exchanged Alice and Bob publicly reveal their
measurement bases. They discard any measurement result for which Alice and Bob did not use the
same basis, as the results in those bases would be random.

Parameter estimation. Alice reveals a subset of the bit string she sent to Bob and he reveals the
corresponding bit sequence he measured. They aim to quantifythe quantum binary error rate (QBER)
from their data, which is the number of quantum states which yielded an erroneous measurement result
at BobÕs over the total number of transmitted quantum states. The data shared by Alice and Bob at
this stage is is represented in the Þgure 3.5.

The QBER is a useful metric which quantiÞes the actions of Eve during the communication of the
quantum states. To see this, consider the goal of Eve is to gain knowledge of the secret key and the only
way she can do this is through the quantum states since she doesnot have access to Alice and BobÕs
laboratories. Thanks to the no-cloning theorem 2 she cannot replicate the non-orthogonal quantum
states and therefore can only measure the quantum states transiting over the quantum channel to
gain knowledge. By doing so, she will necessarily introduce errors between Alice and Bob according
to the measurement postulate 5. Consider for example a basic intercept-resend attack, depicted in the
Þgure 3.6. The attack consists in Eve measuring each quantum state exiting AliceÕs lab and sending
to Bob a quantum state polarised according to her result. On average Eve will measure AliceÕs states
in the wrong basis half of the time, and when she does she will introduce a bit ßip half of the time.
Hence an intercept-resend attack will asymptotically generate a QBER of 0.25.

Error correction and privacy ampliÞcation. Alice and Bob perform error correction to agree
on a raw key, then use the same random hash function to insure Eve is completely uncorrelated from
their resulting key.
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Figure 3.5: Representation of the successive states sent byAlice and the measurement performed by
Bob during a BB84 protocol. For the columns in green Alice andBob used the same basis and conserve
their data for this state. For the columns in red, Alice and Bob used a di" erent basis therefore they
discard that measurement. The color of the arrows represents the bit associated to that symbol, red
for 1 and blue for 0. Even when Bob chooses the correct basis, errors can occur. Alice and Bob
estimate the error rate during the parameter estimation phase.

Figure 3.6: Depiction of an explicit intercept-resend attack by Eve.



54 CHAPTER 3. CRYPTOGRAPHY

3.4.3 Types of protocols

Since its inception by Charles Bennett and Gilles Brassard in1984, QKD has come a long way and
a multiplicity of di " erent protocols has been developed. Today QKD protocols canbe categorized by
the techniques used to encode and measure the quantum statesand by the assumptions made on the
devices during the protocol. We review these here.

Discrete-variables and continuous-variables. QKD protocols can be divided by the technique
used to detect the quantum states. The Þrst type of protocol relies on single photon detectors (SPDs)
to measure the phase or polarisation of quantum states. Since the measurement result produced is a
detector "click" the outcome can only take a discrete set of values, hence these protocols are referred
to as discrete-variable (DV)-QKD. The second type of protocol is called continuous-variable (CV)
QKD and uses coherent detection to detect the quadratures ofthe electromagnetic Þeld. This time
the measurement result can take a continuous set of values hence the name of the type of protocol.

Fundamental di" erences between CV- and DV-QKD will be discussed in??.

Entanglement-Based and Prepare-and-Measure. In order to generate a secret key Alice
and Bob need to Þrst share correlations during the quantum communication phase of the protocol.
In general, QKD protocols can be fundamentally di" erentiated by whether Alice generates a bimodal
entangled state and measures her particle or if she simply encodes classical information on a quantum
state. In the Þrst case the protocol is calledentanglement-based(EB) and prepare-and-measure(PM)
in the other. They are described in the following manner

¥ Entanglement based.Alice generates in her lab a two-mode entangled state|# !AA ! . She keeps
the particle denoted by registerA and sends the other particle to Bob over the quantum channel,
which can be deÞned by the mapNA ! ( B , such that the state shared by Alice and Bob is written

ö" AB = NA ! ( B
&
|# ! " # |AA !

'
. (3.7)

¥ Prepare and measure. Alice prepares a quantum state|#k ! with a probability pk , where the
indexes k can range over a discrete or inÞnite set of values. The state generated by Alice is
represented by the density matrix ö" A =

"
k pk ö" k where ö" k = |#k ! " #k |. After transition on the

quantum channel, the state received by Bob is written

ö" B = NA ( B
&
ö" A

'
. (3.8)

Device independent QKD. The security proofs of QKD bounding the information leaked to
Eve rely on the implicit assumption that Alice and BobÕs devices function correctly and according to
a given model. This can create security loopholes known asside-channel attackswhen an attacker can
exploit some component which is not accounted for in the security proof in order to gain an advantage.

Multiple side-channel attacks have been detected and patched for both DV- [27, 28, 29] and CV-
QKD [30, 31, 32] systems, but it is not possible to claim new attacks will not be discovered in the
future. In an attempt to escape this hack-and-patch cycle, a new type of protocol was developed which
does not make any assumptions on the type of devices used during the experiment. These protocols
are known asdevice-independent(DI) QKD.

In order to understand DI-QKD we need to introduce the notion of Bell inequalities. These were
Þrst introduced in the paper by John Bell [33] answering the Einstein-Podolsky-Rosen (EPR) paradox
paper [34] claiming that quantum-mechanics were necessarily incomplete since it is not possible to
predict with certainty the outcome of a quantum system. For Einstein, Podolsky and Rosen there
were necessarily some hidden variables which would make quantum systems deterministic if accounted
for. In his paper, Bell shows that this is not the case by repeating an experiment multiple times and
considering the statistics of the measurement outcomes. Heshows that if the hidden-variable theory
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were true, some inequality can be derived from the statistics. Since this inequality can be violated for
entangled quantum states, the hidden variable theory is false and some quantum systems are naturally
unpredictable.

DI-QKD harnesses this concept to generate a secret key. Alicegenerates an entangled pair of
photons and sends one pair to Bob. They measure their respective photons either in a random basis
from a given set or in a predetermined basis. The measurementsin the random bases are used to verify
that their measurement statistics violate Bell inequaliti es and therefore that they share entanglement
and randomness. Since this is the case, their measurements in the predetermined basis are perfectly
correlated and they use these to distill a secret key.

Measurement-device independant QKD. DI-QKD is particularly interesting from a theoret-
ical point of view because it requires no assumptions on the devices used during the experiment. The
downside is that is necessitates sharing entanglement over large distances in order to violate Bell in-
equalities, which is experimentally challenging and at the moment the reported key rates of DI-QKD
systems are very limited.

A more practical version of DI-QKD is measurement-device independant (MDI) QKD [35, 36]
which makes no assumption on the detection apparatus but assumes Alice and Bob can generate their
desired quantum states perfectly. Typically during an MDI-QKD protocol Alice and Bob encode bits
on orthogonal quantum states in one of two bases. Then they send their state to a central receiver,
possibly Eve, who performs a Bell measurement and outputs theresult. When they used the same
basis, they know based on the measurement announced if they sent the same state or not, hence they
can deduce the bit encoded by the other party.

Beyond the increased security provided by MDI-QKD, it is interesting because the measurement
is performed outside of Alice and BobÕs laboratory. In particular this makes MDI-QKD a promising
candidate for QKD networks where all users can be connected toa central measurement node, while
no security assumptions must be made on said node.

Satellite QKD. Satellite QKD is particularly interesting because it can potentially achieve QKD
over larger distances that Þber-based protocols. The reasonbehind this is that the losses in the
Þber are the main limitation for QKD protocols, and the losses in space are zero. Hence satellite
based quantum-communications can reach ground stations thousands of km apart and the only losses
a" ecting the quantum signal will be those of the, 10 km of atmosphere between the satellite and the
ground station. We refer the interested reader to reference[37] for a review of satellite-based QKD.

Fundamental limit to any QKD protocol. It is interesting to investigate if there is a funda-
mental limit to the secret key rate that can be shared using QKD. This quantity is the two-way secret
key capacity, noted C(T), and depends onT, the channel transmittance. This question was tackled
in reference [38], where the authors derivedC(T) regardless of the type of QKD protocol considered.
The authors Þnd that the following relation holds :

C(T) = $ log2(1 $ T), (3.9)

which is known as the PLOB bound, named after the authors.

We conclude this chapter here. We have given some insight to the functioningof current cryp-
tographic systems used for secure communications and have highlighted the need for quantum-safe
cryptography. One of these solutions, QKD, is based on the fundamental properties of quantum states
and produces a shared key with information-theoretic security. As we have discussed above, many
di" erent kinds of QKD protocols exist, but in this work we will focus speciÞcally on CV-QKD. In the
next section we take a closer look to this particular type of QKD protocol.
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In the last chapter we discussed the role of QKD in the current cryptographic landscape and we
illustrated the outline of a generic QKD protocol through th e famous BB84 protocol. Then we gave
di" erent types of QKD protocols. In our work we focus on CV-QKD protocols, hence we provide a
more detailed analysis of these protocols in this chapter. We begin in the Þrst section by describing
relevant CV-QKD protocols and how some protocols can be shown to be equivalent to each other for
anyone outside AliceÕs lab. This will prove convenient to extend the security analysis from theoretical
to implementation-friendly protocols. In the second section we discuss the di" erent attack models for
Eve and give the corresponding secret key rate. We will also provide tools to adapt the key rate to the
practical setting. First we discuss how realistic assumptions can reduce the power of the eavesdropper
and second we consider the impact of imperfect parameter estimation and privacy ampliÞcation due
to the Þnite-size e" ects. The third section is dedicated to the explicit derivations of the key rate based
on the protocol and protocol parameters. In the last section,we compare CV- and DV-QKD protocols
to understand the strengths and challenges for each technology.
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4.1 CV-QKD protocols

4.1.1 Examples of protocols

We begin this chapter by giving a few examples of CV-QKD protocols, 1 EB protocol and 2 PM
protocols. From an experimental point of view it is much easier to implement PM protocols since in
this case the quantum state generation closely resembles the symbol generation of classical telecom-
munications. In comparison, it is di! cult to generate entangled states since this involves taking other
steps which are not useful in telecom systems, hence are less widely used.

Unfortunately the security proofs for quantum key distribu tion are built on the EB picture of
protocols, as we will see in the next section. It is however possible to transition from one picture to
the other to extend the security proofs in the EB picture to PM protocols, as is shown for example in
[39]. Although this is not always trivial, it works particul arly well for the GG02 protocol described in
the following. In that case we can show that from Bob and EveÕs perspective, the PM version of the
protocol is indistinguishable from an EB protocol in which Al ice generates two-mode squeezed states
and measures one mode before sending the other over the channel.

That being said lets describe 3 relevant CV-QKD protocols for this rest of this work.

EPR states. The Þrst propositions for CV-QKD [40, 41] were EB protocols using the continuous
variable equivalent of EPR states. They consisted in Alice generating the two-mode squeezed vacuum
states described by

|TMSV !AA ! =
1

coshr

&!

n =0

tanhn r |n!A |n!A ! . (4.1)

Note that considering only particle A ' by tracing out subsystem A we obtain a thermal state such
that

ö" A ! = Tr A

$
|TMSV ! " TMSV |AA !

%
,

=
1

cosh2(r )

&!

n =0

tanh2n (r ) |n! " n| . (4.2)

The mean photon number of this thermal state is given byøn = sinh 2(r ).

GG02. The GG02 protocol [10], named after its founders Grosshans and Grangier, was the Þrst
protocol to make use of weak coherent states. For the state generation, in this protocol Alice generates
coherent state |&! according to a complex Gaussian distribution where each quadrature has variance
VA . The probability of sending each state in this case depends only on the state amplitude and is given

by p" = 1
2&VA

e% | " | 2

2V A . On the detection side, Bob randomly chooses to measure thep or q quadrature
using homodyne detection. Later this protocol was improvedinto a so-called no-switching protocol
[42, 43] where Bob performs a heterodyne detection of both quadratures.

At Þrst the GG02 protocol su" ered from a 3-dB limit for the channel losses. This was because
beyond this limit Eve would systematically have more information than Bob on the quantum state.
This problem was later solved by introducing reverse-reconciliation [44] where Alice would map her
raw key to BobÕs.

What is particularly interesting in the GG02 protocol is tha t the average state sent by Alice is
described by the mixture of coherent states

ö" A =
*

" ! C
p" |&! " &| d&, (4.3)
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Figure 4.1: Schematic representation in phase space of the quantum states sent by Alice during a
CV-QKD protocol. On the left we represent the Gaussian modulation, where each quadrature has a
centered Gaussian probability distribution. On the right w e represent the discrete Quadrature Phase-
Shift Keying (QPSK) modulation. Each point has a thickness due to the shot-noise.

which can be shown to be the thermal state with mean photon numberøn = VA
2 . Hence the

statistical description of the state exiting AliceÕs lab isthe same in the GG02 protocol than for the
EPR states protocol. Therefore it is impossible for anyone but Alice to distinguish between the two
protocols, and we can implement the PM version while analysing the security of the EB protocol.

Discrete modulated coherent states. Generating a Gaussian modulation for Alice can be
experimentally challenging because she needs a true randomnumber generator to determine the
quadrature value to be encoded on the light. In addition, the keymap can be quite involved for
Gaussian variables compared to DV-QKD or classical telecomusing a Þnite set of states to encode
bits. For this reason it is desirable to perform QKD using some Þnite set of states, as in classical
telecommunications. In this work we have used both the four state protocol as well as a normalized
random walk distribution with 64 states. The state preparation in each case is described below.

¥ Four state protocol. Here Alice chooses at random coherent state|&k ! = ||&|ei (2 k +1) $
4 ! for

k ' { 1, 2, 3, 4} . It is the quantum equivalent of the Quadrature Phase-Shift Keying (QPSK)
modulation used in classical telecommunications.

¥ Normalized random walk distribution. The coherent states|&k, ) ! of the normalized random walk
distribution with m2 states are deÞned by the amplitude

&k, ) =
&

)
2

)
m $ 1

$
k $

m $ 1
2

%
+ i

&
)

2
)

m $ 1

$
2$

m $ 1
2

%
, (4.4)

and the set of probabilities

pk, ) =
1

22(m %1)

$
m $ 1

k

% $
m $ 1

2

%
. (4.5)
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4.2 Security of CV-QKD

The security proofs for QKD protocols in general aim to bound the amount of information that has
potentially been leaked to Eve during the protocol. For this, we must make some assumptions which
will condition the security of the protocol on their veracity . We discuss this below.

4.2.1 Security assumption

Any kind of security is based on some basic assumptions. A trivial example is that we must assume
Eve is not in AliceÕs or BobÕs laboratory during the QKD protocol, or she could simply read out the
secret key on their devices. Here we are interested in the assumptions which allow us to bound the
information leaked to Eve during the protocol.

Attacks. The Þrst relevant assumption relates to the power of the attacker. We consider three
types of attacks Eve can perform to obtain information on the quantum states transiting on the
quantum channel.

1. Individual attacks. Individual attacks are the less powerful type of attack a quantum adversary
can perform. Here Eve is permitted to probe the quantum states transmitted on the channel
one by one and store them in an individual quantum memory. Sheis restricted to measurements
on the individual states, but she can chose to perform her measurement after learning of the full
information communicated on the public channel.

2. Collective attacks. Collective attacks are similar to individual attacks except for the measure-
ment performed by Eve. Here she is allowed to perform a collective measurement on all the
quantum states stored in her memory. The measurement operator is therefore described on the
Hilbert spanned by the tensor product of all the quantum states.

3. Coherent attacks. Coherent attacks are the most general type of attack performed by Eve. Here
she can probe the entirety of the quantum communication using an ancilla state in a large Hilbert
space. She can then perform a measurement on the full state. The state cannot in general be
written as n copies of the same state.

Ideally we would like to bound EveÕs information in the general case of coherent attacks. However
this is a particularly di ! cult problem and we only know how to derive a bound in the regime of
collective attacks. However in some cases we can extend the security in this regime to the case of
general attacks. We discuss this further in the following.

Asymptotic regime or Þnite-size regime. In order to compute the secure key rate, it is conve-
nient to suppose we are in theasymptotic regimewhere Alice and Bob communicate an inÞnite number
of quantum states. This allows us to a) neglect the states discarded during parameter estimation and
also b) suppose we can compute perfect estimators because ofthe inÞnite amount of samples.

Of course this is not the case in reality where necessarily thenumber of states sent over the channel
are Þnite. We will see how to derive the impact of the Þnite-size e" ects on the asymptotic key rate in
the dedicated subsection 4.3.4.

Trusted versus untrusted receiver model. The transformation of the state between Alice
and BobÕs laboratory are used to quantify the action of Eve. However some e" ects occur in BobÕs
laboratory and as such cannot contribute to the information gained by Eve since she is assumed to
only operate on the channel. This assumption is called thetrusted receiver modeland is particularly
interesting since it considerably increases the performances of CV-QKD protocols. This model will
be discussed further in the dedicated subsection 4.3.3.

This work. In this work we will focus on protocols using a discrete modulation because of their
experimental simplicity. We will derive the security of our protocol against collective attacks in the
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asymptotic regime. Also, we will focus on protocols using heterodyne detection, and consider we are
in the trusted receiver model.

Unfortunately, security proofs do not yet permit to derive t he security against coherent attacks
or in the Þnite-size regime. For other protocols however, such as BB84 and GG02, we have been
able to derive security in the general case by using a similarapproach. In both cases, the security
was Þrst derived against collective attacks, following whicha de Finetti reduction [45, 46] shows that
this implies security against general attacks with a reasonable loss and that this is compatible with
Þnite-size e" ects. We will discuss this further in subsection 4.3.4. It remains to be shown that this is
also possible for protocols with discrete modulation, but this issue is outside the scope of this thesis.
Hence we will limit ourselves to collective attacks and deal with the Þnite-size e" ects with a simple
approach by computing the worst-case estimator for the excess noise.

4.2.2 Secret key rate

The secret key rate is given by the formula

K = f ( r, (4.6)

where f is the symbol rate and r is the secret fraction i.e. the number of secret bits per symbol.
The secret fraction in the case of collective attacks is givenby a modiÞed version of the Devetak-Winter
formula [47] given by

r = ' I (X, Y ) $ sup
N A ! # B

1(E, Y ), (4.7)

where I (X, Y ) is the mutual information between the classical variablesX and Y resulting from
Alice and BobÕs measurements.1(E, Y ) is the Holevo information between EveÕs subsystem and BobÕs
result and the supremum is taken over all possible channels from Alice to Bob compatible with the
data observed by Alice and Bob. The prefactor ' represents the imperfect reconciliation between
Alice and Bob and is typically taken equal to 0.95 [48].

Mutual information. The mutual information term depends on the distributions of X and Y .
In the GG02 no-switching protocol these both follow a complex Gaussian distributions such that the
mutual information is given by

I (X, Y ) = log 2(1 + SNR). (4.8)

Here the term SNR is the signal-to-noise ratio given by SNR= T VA
2(1+ * tot ) , where VA is the modu-

lation variance used by Alice on her quadratures,T is the channel transmittance and3tot is the total
noise above the shot-noise. Note this expression is normalized by the value of the shot-noise, which
explains the presence of the unity contribution in the denominator.

For protocols using a discrete set of states, the mutual information is di " erent. However in the
low SNR regime, which is the case for quantum communications, the Gaussian mutual information is
a good approximation. Hence we will use this expression for the mutual information in our protocol.

Holevo information. To compute the Holevo information term, it is convenient to assume that
Eve holds a puriÞcation of the stateö" AB shared by Alice and Bob. EveÕs register is introduced by the
isometric representation of the quantum channelUA ! ( BE in the EB scenario such that we can write
the tripartite state ö" ABE shared between Alice Bob and Eve as

ö" ABE =
&
idA & UA ! ( BE

'&
|&! " &|AA !

'
. (4.9)

Then we use a very useful tool known as theextremality property of Gaussian states[49] which
states that the supremum in equation 4.7 is upper bounded by the Holevo information computed for
the Gaussian state ö" G

ABE with the same covariance matrix then the state ö" ABE . We note 1G (E, Y )
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this value. Since Eve holds an arbitrary puriÞcation of ö" AB , this means that Holevo information we
want to compute is bounded by a function of the covariance matrix of the bipartite state ö" AB .

We compute the Holevo information using a universal puriÞcation analysis which stems from the
fact that since Eve holds a puriÞcation of ö" AB , the Von Neumann entropy of her subsystem matches
the Von Neumann entropy of Alice and BobÕs subsystem (see properties of the Von Neumann entropy
in chapter 2). Hence we can write that

S(ö" E ) = S(ö" AB ), (4.10)

S(ö" E |Y ) = S(ö" A |Y ).

In the next section, we derive the Holevo information for the GG02 protocol and for discrete
modulations using this second technique. The Þrst techniquewill come in use later when we will
discuss the trusted noise model.

4.3 Derivation of the Holevo information

The Holevo information only depends on the covariance matrixof the state ö" AB in the EB version
of the protocol. Since we implement the PM version experimentally, we need to Þnd the covariance
matrix $EB

AB from the measured covariance matrix$P M
AB . We know how to do this easily in the case

of the GG02 protocol, since it is indistinguishable from the EB protocol using two-mode squeezed
vacuum states. However, we will see that this problem is more involved for discrete modulations.

4.3.1 The GG02 protocol

A nice property of the GG02 protocol is that Gaussian attacksare optimal for Eve [50]. This implies
that the channel NA ! ( B can be taken as the Gaussian channel, here with transmittanceT and noise
3tot . This allows us to explicitly compute the covariance matrix of Alice and Bob which is given in
the PM scenario with heterodyne detection by

$P M
AB =

+

,
-

VA 12

2
T
2 VA 12

2
T
2 VA 12

$
T
2 VA + 1 + * tot

2

%
12

.

/
0 . (4.11)

On the other hand the covariance matrix of the equivalent EB protocol where Alice prepares a
two-mode squeezed vacuum state is

$EB
AB =

+

-
V12

)
T

)
V 2 $ 1+z

)
T

)
V 2 $ 1+z

$
T(V $ 1) + 1 + 3tot

%
12

.

0 =
$

a12 c+z

c+z b12

%
, (4.12)

whereV = VA + 1 . The components of$P M
AB are computed during the parameter estimation phase

of the GG02 protocol following what the covariance matrix $EB
AB is inferred. Then S(ö" AB ) can be

computed from equation 2.33 and the symplectic eigenvalues$EB
AB given by

( 1,2 =
1
2

[
#

(a + b)2 $ 4c2 ± (b$ a)]. (4.13)

The second term of the Holevo informationS(ö" A |Y ) is computed from the covariance matrix of the
state held by Alice conditioned by BobÕs measurement. We note this matrix $A |Y which we compute
using equation 1.111 in the case of heterodyne detection. In this case the post-measurement covariance
matrix is given by
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$A |Y = a12 $
c2

b+ 1
12. (4.14)

The symplectic eigenvalue of this matrix is

( 3 = a $
c2

b+ 1
. (4.15)

Finally the Holevo information can be computed as

1G (E, Y ) = G
$

( 1 $ 1
2

%
+ G

$
( 2 $ 1

2

%
$ G

$
( 3 $ 1

2

%
. (4.16)

4.3.2 Discrete modulations

Discussion. The GG02 protocol is very convenient because it is easy to linkthe prepare-and-measure
version of the protocol to an equivalent entanglement-based version used to derive the security of the
protocol. In addition the optimality of Gaussian attacks all ows us to suppose thatNA ! ( B is the
Gaussian channel allowing us to explicit the covariance matrix $EB

AB . Unfortunately transitioning
from the PM to the EB picture for protocols using a discrete modulation is more di! cult, and since
Gaussian attacks are not known to be optimal we cannot in general write the covariance matrix $EB

AB
and bound the key rate.

New security proofs have solved this issue by formulating the problem as a semideÞnite program
(SDP) [51, 52], where some convex function is minimized over the set of all possible quantum states
compatible with the observations made in the PM protocol. Such numerical methods can provide
reliable bounds on the key rate at the cost of intensive computations which scale with the number of
discrete states used in AliceÕs modulation. Hence computing key rates when using 64 states in the
random walk distribution seems complicated.

Recently, the work in [48] has developed an analysis of theirsemideÞnite program to provide an
analytical bound to the numerical optimisation problem, circumventing the need for the numerical
optimisation and therefore providing bounds to the keyrate for any modulation format.

A question remains in the case of the four state protocol of whythe explicit rate derived in [48]
is much more pessimistic than the numerical results of [52].Surely the di" erences in the objective
functions used in the respective SDPs plays a role, and perhaps the explicit bound in reference [48] is
not tight in this case. Nonetheless the authors argue that the explicit bound converges towards the
Gaussian key rate as the number of states in the random walk distribution increases, and provides
the Gaussian key rate when Alice employs a Gaussian modulation, hence their explicit formula is
necessarily tight for higher order modulations.

Our approach. In this work we will present two protocols implementing respectively the four
state protocol and the protocol with 64 states in the random walk distribution. We began with the
four-state protocol based on the results of [52] which yielded positive key rates in our case. Following
this the work of [48] showed the advantage on the key rate of using higher order modulations and gave
an explicit bound to compute it. Unfortunately their pessim istic results for the four-state protocol
meant the key rate in our protocol collapsed to 0 using their proof.

Since we have two ways of deriving the key rate in the case of the four state protocol, we will be
picky and use the results of [52] which is advantageous compared to [48]. However we will use the
explicit key rate formula of [48] when scaling up to the randomwalk distribution. In the following, we
will transpose the results of reference [48] to derive the explicit key rate, and we will brießy compare
the results of both references for the four state protocol.

Explicit key rate for discrete modulation formats. The approach of [48] is to consider the
covariance matrix of the bipartite state after transmission over the channel as
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$AB =
$

V12 Z +z

Z +z [T(V $ 1) + 1 + 3tot ]12

%
, (4.17)

where the covariance termZ is not known in general. Since the Holevo information is inversely
proportional to Z , we can bound the Holevo information by minimizing Z . Before we give the result
derived in [48], a few quantities need to be deÞned, which we doin the following.

We begin by writing the density matrix of the state generated by Alice, rebranded to 4 from ö" A

to stick with the notations of [48]. Hence we have

4 =
M!

k=1

pk |&k ! " &k | . (4.18)

where M = m2 is the number of states in the modulation, equal to 64 for us. Then a puriÞcation
of the state 4 is given by

|# !AA ! =
M!

k=1

)
pk |#k ! |&k ! , (4.19)

where the states|#k ! are deÞned by

|#k ! =
)

pk ø4%1/ 2 |ø&k ! . (4.20)

Here ø4%1/ 2 denotes the square-root of the Moore-Penrose pseudo-inverse ofø4. One can check that
the |#k ! form an orthonormal basis and that tracing out Alice subsystem in |# !AA ! collapses the state
to 4. Finally we deÞne an operatora+ which will be useful in the following and is given by

a+ = 41/ 2öa4%1/ 2 (4.21)

Lower bound on Z.We now state the main result of [48]. A lower bound toZ , denotedZ $, is given
by

Z $ = 2c1 $ 2

7

w
$

nB $
c2

2

"n!

%
, (4.22)

where the two terms w and "n! are deÞned by modulation used by Alice andc1, c2 and nB are
determined by BobÕs measurement results. These parameters are deÞned by

w =
M!

k=1

pk

$
"&k |a 

+a+ |&k ! $ | "&k |a+ |&k ! |2
%

, (4.23)

"n! =
M!

k=1

pk |&k |2, (4.24)

nB = Tr[ö" AB
öb  öb], (4.25)

c1 =
1
2

Tr
3

ö" AB
&M!

k=1

ø"&k |a+ |&k ! |#k ! " #k | & öb+ h.c.
'
4
, (4.26)

c2 =
1
2

Tr
3

ö" AB
&M!

k=1

ø&k |#k ! " #k & öb| + h.c.
'
4
, (4.27)
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Figure 4.2: Secret key rates versus the distance for the fourstate protocol. (left) Results taken
from [52] where the authors solve the SDP they deÞne numerically. (right) Key rates obtained using
the explicit lower bound to the covariance term deÞned in [48]. For both plots the value of & was
optimized.

where the term h.c. in the last two expressions denotes the hermitian conjugate. Let us discuss
these values. Firstw only depends on the state prepared by Alice in the PM version of the protocol.
The mean value"n! is the mean photon number sent by Alice. The third term nB is the variance of
BobÕs state. Finally, the termsc1 and c2 are linked to the Þrst moment of the state measured by Bob.
The values nB , c1 and c2 can be determined experimentally in the following way.

During the protocol, for each state |&k ! sent by Alice, Bob measuresN complex values' k,i for
i ' { 1, .., N } . Let us note ' k the Þrst moment of BobÕs state deÞned by

' k = Tr[ö" k
öb], (4.28)

where ö" k = NA ! ( B (|&k ! " &k |). Bob builds the estimators for ' k and nB as

ö' k =
1
N

N!

i =1

' k,i , önB =
1
N

!

k,i

pk |' k,i |2 $ 1. (4.29)

In the limit of large N , we have that ö' k $$$$%
N (&

' k and önB $$$$%
N (&

nB . Finally the values c1 and

c2 are given by

c1 = Re

8
M!

k=1

pk "&k |a+ | &k ! ' k

9

, (4.30)

c2 = Re

8
M!

k=1

pk ø&k ' k

9

. (4.31)

and can be computed using the estimatorö' k instead of ' k . Once the 5 values have been computed
and Z $ determined, we bound the Holevo information by computing1G (E, Y ) in the same way than
for the GG02 protocol.

Comparison of the key rates in references [52] and [48]. In the Þgure 4.2, we show on the
left plot the key rates obtained numerically via the SDP deÞned in reference [52]. On the right we
plot the key rates obtained using the method of [48] described above and with the same parameters.

Note that the excess noise parameter3 is deÞned at the channel input rather than at the channel
output, hence the value3tot we used in our analysis is related to the parameter3 as 3tot = T3 where
T is the channel transmittance.
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Figure 4.3: Trusted receiver model. The detection losses andnoise are modelled by mixing an EPR
states with BobÕs mode in his laboratory.

It is clear from the comparison that the key rates obtained in [52] are more advantageous : a
positive key rate over 50 km is possible with3 = 0 .04 while using the explicit bound method the
maximal distance is about 7 km when3 = 0 .015. Hence we will use their results for our four state
protocol implementation.

4.3.3 Trusted receiver model

The Holevo information leaked to Eve increases as the excess noise increases and as the transmittance
of the channel decreases. This can be intuitively understoodas the fact that the excess noise quantiÞes
the interaction of the eavesdropper on the quantum states, and that all the losses are given to Eve so
that she can gain information.

In a real experiment however, there are some constant noise sources and losses that occur in BobÕs
lab and therefore cannot be caused by Eve. This is the case for the losses in BobÕs detection apparatus
and the electronic noise in BobÕs detectors. In addition the electronic noise is the dominant excess
noise contribution and greatly deprecates the key rate when assumed to be caused by the actions of
Eve.

Therefore it is interesting to deÞne a model taking into account the fact that Eve cannot have
induced the receiver losses and noise. In this scenario we want to rewrite the excess noise and the
transmittance as :

T = Tch / , (4.32)

3tot = /3ch + - el , (4.33)

where Tch and 3ch are the transmittance and excess noise of the channel,i.e. caused by Eve, and
/ and - el are the the transmittance and noise of the receiver. We call this the trusted receiver model
and explain how to compute the Holevo information in this new setting.

Universal puriÞcation analysis In the trusted receiver scenario the receiver noise and losses
are not due to Eve, hence do not contribute to the Von Neumann entropy S(ö" E ) of EveÕs subsystem
in the pure tripartite state after the channel transmission ö" AB 1 E . They will however impact BobÕs
measurement result and therefore EveÕs Von Neumann entropyS(ö" E |Y ) conditioned on BobÕs result.
We model this by attributing the receiver noise and losses tothe mixing of one mode of an EPR state
of varianceWrec with the mode B1 incoming to BobÕs laboratory on a beamsplitter of transmissivity / .
This is depicted in Þgure 4.3. We denote byö" F ! G the EPR state in BobÕs lab modelling receiver noise
and ö" AB 1 the state shared by Alice and Bob after transmission and before BobÕs detection apparatus.
The total state at this point can be written as a tensor product of two states

ö" AB 1 F ! G ! = ö" AB 1 & ö" F ! G , (4.34)
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Figure 4.4: We compare the key rates obtained in the trusted receiver scenario compared to the
"paranoid" model for the GG02 protocol. (left) key rate versus distance with 3ch = 0 .01. (right) key
rate versus3ch at 5 km. Other parameters were taken equal to :VA = 5 , - el = 0 .1, / = 0 .9.

and the total covariance matrix is given by the direct sum $ tot = $AB 1 / $F ! G . Since Eve hold a
puriÞcation of ö" AB 1 we have that S(ö" E ) = S(ö" AB 1 which is computed from the covariance matrix of
Alice and BobÕs subsystem given by

$AB 1 =

8
V12

Z#
, +z

Z#
, +z [Tch (V $ 1) + 1 + 3ch ]12

9

, (4.35)

where the symplectic eigenvalues are computed following equation 4.13. In BobÕs detection appa-
ratus his mode B1 is mixed on a beamsplitter BB 1 F ! (/ ) of transmissivity / with the mode F ' of the
EPR state modelling the receiver noise. The covariance matrix of the resulting state ö" ABF G is given
by

$ABF G =
&
idA / BB 1 F ! (/ ) / idG

'
$AB 1 F ! G

&
idA / B T

B 1 F ! (/ ) / idG
'
. (4.36)

We will omit writing explicitly the covariance matrix since it is rather bulky. Looking at the
variance VB of BobÕs mode we Þnd the value ofWrec compatible with the receiver losses/ and noise
- el given by

Wrec =
- el

1 $ /
+ 1 . (4.37)

In order to derive the post-measurement covariance matrix, we rearrange$ABF G so that BobÕs
mode is on the bottom right which gives a matrix of the form

$AF GB =
$

$AF G $C

$T
C VB

%
. (4.38)

Then the post heterodyne measurement covariance matrix is given by equation 1.111 as

$AF G |Y = $AF G $
1

VB + 1
$C $T

C . (4.39)

The term S(ö" E |Y ) is given by the symplectic eigenvalues of this covariance matrix following equa-
tion 2.33. In Þgure 4.4 we compare the key rates obtained in theparanoid model where the receiver
is not trusted and in the case where the receiver is trusted. These plots illustrate how the trusted
receiver model can greatly increase the performances of theprotocols, and is almost systematically
considered valid in CV-QKD experiments.
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4.3.4 Finite-size e ! ects

To discuss the Þnite-size regime, we must Þrst deÞne the notion of composable security.

Composable security. The notion of composable-securitywas introduced in the Þeld of QKD by
Renner [53] based on the framework developed by Canetti [54] for classical cryptography. The idea is
view the protocol as completely-positive trace-preserving map taking as input state an arbitrary input
state ö" A N B N composed ofN quantum systems and outputting a state ö" SA SB E composed of Alice and
BobÕs Þnal key and of EveÕs subsystem. Then the security of theprotocol is derived by quantifying
the security of the protocol by the distance of the real protocol to the ideal protocol. This term is
denoted 5 and in the context of QKD is taken as the trace distance between the two protocols. Then
the protocol is said to have5-security. Note the security in this framework is said to be composable
because if two protocols with security parameters51 and 52 are used together, the resulting protocol
will have security 5# 51 + 52.

In our case, the ideal protocol can be seen as the stateö4& ö" E where4 = 1
2%

"
s! { 0,1} % |s, s! " s, s|AB

describes a uniformly chosen secret key of length2 shared by Alice and Bob and the tensor product
shows that Eve is completely decorrelated from Alice and BobÕs system. Then the security parameter
of the protocol is given by bounding the trace distance

1
2

||ö" SA SB E $ ö4SS & ö" E || = 5, (4.40)

for any input state ö" A N B N . Composable security is particularly relevant when considering Þnite-
size e" ects because the security deÞnition takes into account the number N of states exchanged by
Alice and Bob. The approach to prove the Þnite-size security of QKD is to compare three key rates
which are

¥ r - (N ) : the secret key rate of the protocol with 5-security against general attacks,i.e. for an
arbitrary input state ö" A N B N .

¥ r coll
- (N ) : the secret key rate of the protocol with 5-security against collective attacks, i.e. for

an input states of the form ö" ) N
AB .

¥ r : the secret key rate computed with the Devetak-Winter formula, which we used for the GG02
protocol and the discrete modulation format protocol. This amounts to computing the key rate
for collective attacks in the asymptotic regime.

The idea behind the security proofs of CV-QKD in the Þnite-sizesetting is to Þrst compute r ,
then show that we have r - ! (N ) 3 r coll

- (N ) 3 r for some reasonable value ofN and some security
parameters5 and 5' . This has been done for the GG02 protocol in reference [46].

Simple approach to Þnite-size e ! ects. Here we will adopt the approach derived in reference
[55] to deal with the Þnite-size e" ects in the case of the GG02 protocol. We begin by deÞning the
security parameter

5= 5PE + 5EC + 5PA + ø5, (4.41)

which is the sum of the security parameters of the di" erent steps of the protocol. Here PE refers
to the parameter estimation, EC to the error correction, and 5PA + ø5 are virtual parameters linked to
the privacy ampliÞcation. The key rate in the Þnite-size regime is given by

r coll
- (N ) =

n
N

&
' I AB $ 1G

- PE
(E, Y ) $ ! (n)

'
. (4.42)

The terms in this expression are the following.N is the total number of states exchanged during
the protocol and n is number of states used to derive the key,1G

- PE
(E, Y ) is the maximum of the

Holevo information compatible with the data except for probability 5P E and ! (n) is the penalty from
the privacy ampliÞcation step. These two last terms are computed as follows.
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¥ 1G
- PE

(E, Y ) is computed by using the worst case estimator for the excess noise 3tot . To derive
this term we must consider how the excess noise is estimated during the protocol. Consider
Var(PB , QB ) is the variance of BobÕsP or Q quadrature which can be written as

Var(PB , QB ) =
T
2

VA + 1 + 3tot . (4.43)

Taking the conditional variance of BobÕs data given the statesent by Alice we obtain

Var(PB , QB |(PA , QA )) = 1 + 3tot = +2. (4.44)

During the protocol we build an estimator ö+2 for +2 the precision of which depends on the
number of states m = N $ n used in the parameter estimation phase. We can compute the
worst case estimator for+2, except with probability 5PE , from the estimator ö+2 as

+2
max 3 ö+2 + z- PE / 2

ö+2
)

2
)

m
, (4.45)

where z- PE / 2 obeys the relation 1 $ erf
&
z- PE / 2/

)
2
'

/ 2 = 5PE / 2 and the erf function is given by

erf(x) =
2

)
)

* x

0
e%t 2

dt. (4.46)

The worst case estimator for the excess noise isö3tot,max is computed as+2
max $ 1, and is increased

by a factor ! 3 = z- PE / 2
ö' 2 #

2#
m compared to the excess noise estimatorö3tot .

¥ The penalty term ! (n) is given by

! (n) = 7

)
log2(2/ ø5)

n
+

2
n

log2 (1/ 5PA ) , (4.47)

where ø5 and 5PA should be optimized but still satisfy equations (4.41) and (4.47). In the limit
of large n we see that the penalty is dominated by the square-root term, thus

! n 3 7

)
log2(2/ ø5)

n
. (4.48)

4.4 Comparison with DV-QKD

In this section we discussed in depth CV-QKD protocols. We derived their secret key rate in the
asymptotic limit against collective attacks, and gave someinsight as to how the security in a realistic
setting again general attacks could be derived. A question that remains is to know how does this
technology compare to DV-QKD. We discuss the relevant comparison points in this section in order
to shed light on the respective strengths of DV- and CV-QKD.
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4.4.1 Security proof

In comparison with CV-QKD, DV-QKD protocol have more mature security proofs. For CV-QKD,
we can only prove the full security in the general setting of the GG02 no-switching protocol. Other
PM protocols, such as those using discrete modulation formats, do not yet have a security proof in
the full setting and this remains an open question in the Þeld. On the other hand full security proofs
for DV-QKD protocols have been found for a while now [56, 45].

Moreover, even when considering the GG02 protocol, the correction term giving the key rate r - (N )
from r is lower for DV-QKD protocols. Therefore they occur less penalty than CV-QKD protocols in
the Þnite-size regime. This is because the correction term isgreatly correlated to the security proof
used to extend the security to the general setting, and a moremature security proof is available for
DV-QKD. Note however that we can observe similar trends in both CV- and DV-QKD as is explained
in reference [48]. In DV-QKD the Þrst security proofs for the general setting were Þrst based on a de
Finetti theorem [56], then on a de Finetti reduction [45], then on the entropic uncertainty principle [57]
and Þnally on the entropy accumulation theorem [58]. The security proofs of the GG02 no-switching
protocols have followed a similar trend where Þrst a de Finetti theorem was found [59] then a de Finetti
reduction [46]. It is therefore tempting to believe that the CV-QKD security proofs will continue to
improve and that they will apply to discrete modulation form ats.

4.4.2 Rate versus distance

DV-QKD protocols champion the point-to-point communicati on distance, where secure key rates have
been obtained over the incredible distance of 421 km [60] using ultralow-loss Þber, and other works
have consistently demonstrated positive key rates beyond 250km [61, 62, 63] using regular Þber. On
the other hand CV-QKD protocols have been shown to provide secret keys up to a record distance of
202 km [64] using ultralow-loss Þber, doubling the previous record of 100 km [65].

This is partly explained because the key rate expression for DV-QKD protocols depends only on
the QBER. Mostly errors in DV protocols are caused by the combination of a photon loss and a
dark count in the SPDs, but these are typically reduced by cooling the detectors to low temperatures
ranging from -30¡C for avalanche photodiode (APD) SPDs [61] to 4 K for superconducting nanowire
(SN) SPDs[66, 62], which enables long distance key distillation. On the other hand the losses in CV-
QKD protocols directly contribute to EveÕs information as can be intuitively seen from the entangling
cloner attack, for which higher channel losses amount to a more aggressive probing of the quantum
states by Eve.

Concerning the secret key rate, the main limitations for DV-QKD is detector dead time, the time
after detection of a photon during which the detector cannot detect another. State of the art dead
time is found in SNSPDs cooled to cryogenic temperatures which can achieve a, 10 ns dead time
corresponding to a maximal detection rate of 100 MHz. On the other hand the electronics of CV-
QKD systems closely resembles the technology used for classical telecommunications for which symbol
rates of over 50 Gbaud can be detected. The main challenge for receivers designed for CV-QKD is to
allow for high rates while having enough gain to detect the weak coherent states and su! ciently small
receiver noise. At the moment, CV-QKD experiments have already been demonstrated with symbol
rates of 1 Gbaud [67] and recently shot-noise limited balanced receivers with 20 GHz bandwidth have
been built [68]. Therefore it is certain that over short-distances CV-QKD protocols will outperform
DV-QKD protocols.

Choosing DV- or CV-QKD solutions should be done as to maximise the secret key rate for the
desired application which greatly depends on the distance ofcommunication. A rule of thumb consid-
ering the current state of the art is that CV-QKD protocols will be preferred over shorter distances
(<25 km) while DV-QKD protocol will perform over longer dista nces where CV protocols cannot.
However the Þeld of QKD is constantly improving and it will be interesting to monitor how CV- and
DV-QKD overcome their respective limitations.
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4.4.3 Cost

For QKD technology to be deployed in real world applications it is necessary to design cost-e" ective
systems. In this scope CV-QKD hardware is typically cheaper because it can be operated at room
temperature.

Other e" orts in this direction have led to investigating the coexistence of QKD systems with
classical channels. The reason behind this is because dark Þber that can be dedicated to QKD is
scarce and very expensive. On the other hand, the classical telecom network composed of lit Þbers is
readily available as most metropolitan homes enjoy internet access via optical Þbers and data centers
a typically linked by optical Þbers.

An review of experimental QKD systems deployed over classical wavelength division multiplexing
(WDM) channels is given in [16]. By nature, CV-QKD protocols are more resilient to adjacent
classical channels because of the coherent detection process, which is spectrally selective [69]. Hence
CV-QKD has been shown to tolerate more noise than DV-QKD systems [70] and to coexist with
up to 100 classical channels carrying data a rate 18.3 Tbit/s [71] although only over 10 km. In
comparison DV-QKD systems are more sensitive to classical channels because the SPDs can produce
random clicks -and generate errors- because of the noise photons from the classical channels. DV-QKD
systems therefore require strong Þltering techniques in order to coexist with WDM channels and for
the moment this has, to the best of our knowledge, only been done with a launch power below the
nominal launch power of 0 dBm for classical systems [72].

It remains an interesting engineering challenge to enable QKD systems over a distance equivalent
to the typical optical Þber span, i.e. 80 km, alongside classical channels at nominal launch power.
Positive results would greatly contribute to large scale deployment of QKD.

This marks the end of this chapter and also of the Þrst part of this manuscript. Here we gave here
an in-depth view of CV-QKD protocols. We covered the security proofs of the GG02 protocol as well
as the more recent results for discrete modulation formats, which will be used later for our CV-QKD
protocol implementation. We also discussed the di" erent security assumptions when the receiver noise
is trusted and when only a Þnite number of quantum states are exchanged between Alice and Bob. In
the second part of this work we will begin with a general chapter on coherent communications before
diving into the core of the work accomplished during this thesis.
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Chapter 5

Quantum and classical coherent
communications
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We begin the second part of this manuscript with a general chapter on the topic of coherent
communications in practice. We will covert the experimentalaspects of signal generation, propagation
and detection. Then we will discuss the digital signal processing routine which translates the sampled
signal into the set of measured symbols. In general the notions developed in this chapter apply
to both classical and quantum coherent communications. In the last section, we will discuss some
implementation challenges facing speciÞcally quantum coherent communications and position our work
relative to the issues raised here.

5.1 Symbol generation

The Þrst part of any coherent communication protocol is to be able to generate the desired signal at
the transmitter. We describe how this is done here.

75
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Figure 5.1: Temporal representation of the OOK modulation. The bits 0 and 1 are encoded by the
absence or the presence of light. The duration of a symbol is noted 4s

5.1.1 Mapping bits to symbols

The principle of a communication protocol is to transfer a sequence of bits B = { bi }
N bits
i =1 from an

transmitter, Alice, to a receiver, Bob. For this the sequence B is mapped to a sequence of symbols
S = { &k } N symb

k=1 that will be transmitted over the channel. The symbols in S are drawn from an
ensembleC whose cardinality determines the number of bits that are encoded in one symbol. This
number is given by log2 |C|, therefore we haveNsymb = Nbits / log2 |C|. The symbols are encoded on
a carrier , a sine wave, which is the light emitted by a laser in the context of optical communications.
The process of encoding the symbols on the carrier is called the modulation.

Example : On-O ! Keying. The most basic form of modulation is On-O" Keying (OOK),
where the bit 1 and 0 are encoded by the presence or absence of light respectively. A temporal
representation of an OOK modulation is represented in the Þgure 5.1. The ÒlightÓ and Òno lightÓ
events are respectively mapped to the bits 1 and 0.

Using the phase to encode more bits per symbol. We can increase the number of bits per
symbol, and thus the data rate, by using more complex modulation formats where the information is
encoded on the amplitude and the phase, or equivalently on both quadratures, of the electromagnetic
Þeld. Such modulation formats are called Quadrature Amplitude Modulation (QAM). Compared to
the OOK modulation format where a simple photodetector is enough to detect the signal, a coherent
receiver is needed in the case of QAM modulation in order to recover both quadratures.

Typically the QAM modulations refer to the number of unique symbols in the ensembleC, such
as 4-QAM (also called Quadrature Phase-Shift Keying or QPSK), 16-QAM or 64-QAM. For these
modulation formats, the ensembleC is called the constellation. We represent di" erent QAM constel-
lations in the Þgure 5.2. We adopt in this section the notations of classical communications where the
quadratures are notedI and Q for the in-phase and quadrature components respectively.

Probability constellation shaping. We discussed in chapter 4 the speciÞc modulation for-
mat referred to as the random walk distribution. This type of f ormat is inspired from probability
constellation shaping QAM modulation formats (PCS-QAM) used in classical communications. The
bit-to-symbol mapping in this case is not trivial since we want to be able to communicate any bit
sequence using this format and it seems like the probabilitydistribution of each symbol will a" ect the
probability of given bit sequences associated to that symbol. Actually PCS-QAM modulations use a
so-calleddistribution matcher which maps a long sequence of bits into a sequence of QAM symbols
with the desired probability distribution. However this is o utside the scope of this thesis and we will
simply generate a QAM constellation with the desired probability distribution when we use these
formats. We provide a representation of the probability distribution of the symbols in a PCS 64-QAM
format with the random walk distribution in Þgure 5.3.

Choice of modulation format for classical and quantum coherent commu nications. In
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Figure 5.2: Di" erent QAM constellations with the corresponding bit encoding for QPSK and 16-QAM

Figure 5.3: Representation of the probability of occurenceof the symbols in a PCS 64-QAM format
with a random walk distribution

classical coherent communications the choice of modulation format depends on the power that can
be transmitted from Alice to Bob. Since higher order QAM modulation formats require more power
to distinguish the symbols, QPSK modulation will be preferred for long-haul transmissions in the
undersea cables while 64-QAM will be used over shorter distances such as WiFi applications. The
OOK modulation is used for its simplicity on the optical Þber available to the public for internet
connection.

For CV-QKD, the objective is to maximize the secret key rate and therefore to chose the modulation
format which yields the highest key rate. This is then put in perspective with the implementation
challenges of each format, and based on recent results the PCS-QAM format seems like a promising
candidate for high key rates and simple processing.

5.1.2 The I/Q modulator

Once the mapping of bits to symbol is determined the next stepis to physically modify the quadratures
of the electromagnetic Þeld to generate the desired symbol sequence. This is achieved by converting
electrical signals generated on a device called an arbitrary waveform generator (AWG) into a modiÞca-
tion of the light Þeld using devices exploiting the Pockels e" ect. This e" ect appears in crystals lacking
inversion symmetry such as lithium niobate (LiNbO3) and gallium arsenide (GaAs) and consists in
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Figure 5.4: (a) The Pockels e" ect permits to modify the phase of the light by a factor . V1 proportionally
to the voltage V1 applied to the medium. (b) The Mach-Zehnder modulator is an inteferometer for
which the amplitude of the output signal can be piloted by applying a voltage to the device.

the modiÞcation of the refractive index of a medium proportional to the electric Þeld applied to the
medium, therefore the phase of the output signal can be piloted by the voltage applied. We illustrate
in Þgure 5.4.a how the Pockels e" ect modiÞes the phase of the signal by a phase. V1 proportional to
the voltage V1 applied to the medium.

Based on this the Mach-Zehnder modulator (MZM), depicted in Þgure 5.4.b, enables amplitude
modulation of the input signal. In the MZM, the input signal is s plit on a 3-dB coupler and voltage
± V1 is applied to each branch. The signals in each branch interferes when they are recombined such
that the output Þeld Eout is related to the input Þeld E in by Eout = E in cos(. V1 ). It is common to
denote by V& the voltage di" erence between the two branches of the MZM for which the signalin each
branch is dephased by a factor) . Then the input-output relation of the MZM is

Eout = E in cos
$

)
2

V1

V&

%
, (5.1)

where we clearly see how tuningV1 will modify the amplitude of the output signal.
Controlling the I and Q components of the light is done in the IQ modulator (IQM) depicted in

Þgure 5.5.a. The input signal is split in two branches fed intotwo MZM with applied voltages V1 and
V2. The signal on the second branch is shifted by a phase of) / 2 such that the output of the IQM is
given by

Eout =
E in

2

$
cos

&)
2

V1

V&

'
+ i cos

&)
2

V2

V&

'
%

. (5.2)

Generally, we can write that V1/ 2 = Vdc + Vmod ,I/Q where Vdc is a voltage bias applied to the IQ
modulator and Vmod ,I/Q is the voltage generated by the AWG on the I and Q optical paths. The
voltage bias is set toV& such that we have

Eout =
E in

2

$
sin

&)
2

Vmod ,I

V&

'
+ i sin

&)
2

Vmod ,Q

V&

'
%

. (5.3)

For small Vmod ,I/Q compared to V&, we have that

Eout -
E in

2
(Vmod ,I + iVmod ,Q ), (5.4)

such that the quadratures of the output Þeld are proportionnal to the applied voltage on their
corresponding optical path.

Finally, dual-polarisation IQ modulator (DP-IQM) depicted i n Þgure 5.5.b allows to pilot the I
and Q components of theX and Y polarisation of the input light.
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Figure 5.5: (a) The IQ modulator controls the amplitude of the real and imaginary parts of the light.
The signal is split in two branches each fed to a MZM controllingthe amplitude of the corresponding
quadrature. The phase in the second path is shifted by&

2 to constitute the Q component. (b) A
dual polarisation IQM Þrst splits the incoming signal on a polarising beam splitter (PBS), then each
polarisation is fed to an IQM.

5.1.3 Pulse shaping

Pulse shaping refers to the modiÞcation of the temporal and spectral distribution of the generated
symbols in order to optimise the transmission over the channel. To see how this can be useful, let us
consider the temporal signal corresponding the sequenceS which can be written as

s(tn ) =
&!

k=1

&k "
$

tn $ kTs

Ts

%
, (5.5)

where Ts is the duration of one symbol and" is the door function deÞned by

" (tn ) =

:
;<

;=

0, if |tn | > 1
2

1
2 , if |tn | = 1

2

1, if |tn | < 1
2

. (5.6)

The spectral representation of the signal is given by the Fourier transform of s(tn ) and is given by
the function S(f ) = sinc(fT s) = sin( &fT s )

&fT s
. The spectrum is represented in Þgure 5.6.

Notice the signal in this case spans over an inÞnite bandwidthwhich presents a couple drawbacks
:

¥ The signal is not bandwidth e! cient, and signals propagating at di" erent frequencies will overlap.
This can generate additional noise when signals are multiplexed in frequency.

¥ The detectors have a Þnite bandwidth therefore part of the signal will not be retrieved. Ad-
ditionally the detection process will apply a spectral Þlter to the signal which can introduce
inter-symbol interference (ISI).

Therefore it is desirable to apply some Þlter to the signal to reduce its bandwidth. By doing so, we will
modify the time-domain representation of the signal thus one must verify that we do not introduce
ISI. ISI occurs when several symbols overlap in the time domain and introduces noise. The criteria
for mitigating ISI is the Nyquist criterion.

DeÞnition 9 (Nyquist ISI criterion) . If the channel impulse response of the channel ish(tn ), then
the condition for mitigating ISI is :
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Figure 5.6: Power spectral density of QAM signals. The power spectral density is normalised by its
maximum value in this plot.

h(nTs) =

>
1, if n = 0 ,
0 if n += 0

. (5.7)

where n is an integer andTs is the symbol period. In the frequency domain the Nyquist criterion
is equivalent to the condition

1
Ts

+ &!

k= %&

H
$

f $
k
Ts

%
= 1 . f, (5.8)

where H (f ) is the Fourier transform of h(tn ).

When designing spectral Þlters for the signal, we should keep in mind the Nyquist ISI criterion.

Raised cosine Þlter. The raised cosine Þlter is described in the frequency domain by the transfer
function

H (f ) =

:
;;<

;;=

1, |f | # 1%$
2Ts

1
2

?
1 + cos

@
&Ts

$

?
|f | $ 1%$

2Ts

ABA
, 1%$

2Ts
< |f | # 1+ $

2Ts

0, otherwise

, (5.9)

where ' is the roll-o" factor, a parameter ranging from 0 to 1 controlling the shape of the Þlter.
The time-domain response of the raised cosine Þlter is

h(tn ) =

:
;<

;=

&
4Ts

sinc
@

1
2$

B
, tn = ± Ts

2$

1
Ts

sinc
@

t n
Ts

B
cos( $& t n

T s )
1%( 2& t n

T s )2 , otherwise
. (5.10)

One can check that the raised cosine Þlter satisÞes the Nyquist ISI criterion. We represent the
time and frequency response of the Þlter in the Þgure 5.7

Root raised cosine Þlter. In practical communications the optimal Þlter which maximises the
SNR in presence of stochastic noise is the matched Þlter, where the same Þlter is applied at the
transmitter and the receiver. Therefore, while the raised cosine Þlter is a suitable spectral Þlter, we
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Figure 5.7: Time (left) and frequency (right) response of theraised cosine Þlter for di" erent roll-o"
factors.

will prefer the root raised cosine Þlter (RRC) applied at Alice and at BobÕs. The frequency response
of the RRC Þlter is

HRRC (f ) =
#

H (f ) (5.11)

5.2 Signal distortions on the Þber

During propagation over the optical Þber, both classical and quantum signals undergo similar distor-
tions which we review in this section. In the next section we will discuss how to compensate these
using digital signal processing.

5.2.1 Structure of the Þber and losses

The Þber on which the light travels is depicted in Þgure 5.8. It isconstituted of a core and a cladding,
two waveguides built in silica, with the cladding having a refractive index slightly higher than the core.
Around the cladding is a protective layer to protect the waveguides. Fibers can be categorized in two
categories namely multi-mode Þbers (MMF) and single-mode Þbers (SMF). Based on the diameter
of the core, the Þber can allow either several modes to propagate or only one, thus deÞning the Þber
type as MMF or SMF. MMF Þbers have a core that is typically , 50 $ 62.5µm while SMF have a
core diameter of9µm. In this work we use SMF Þbers.

Losses. The losses& in the Þber are often described in terms of dB/km and depends on the
wavelength of the carrier wave. The output power is then written as

Pout = Pin ( 10% " L
10 , (5.12)

where Pin is the input power and L is the length of the Þber in km. In silica-based Þbers,
the minimal losses are reached when the laser wavelength is around 1550 nm and are of about 0.2
dB/km. In fact, wavelengths are categorised in di" erent bands with the Conventionnal Band, or
C-band, ranging from 1530-1565 nm. The C-band corresponds to the minimal absorption by the silica
Þber but also the maximal gain from erbium doped Þber ampliÞers, making the C-band the perfect
wavelength for optical Þber communications.
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Figure 5.8: Representation of the optical Þber with the core,the cladding and the surrounding pro-
tection.

5.2.2 Polarisation rotation

Optical Þbers are materials with an optical property calledbirefringence. This means that the refrac-
tive index of the material depends on the polarisation (and propagation direction) of light. The causes
for this birefringence can be explained due to the slight asymmetry in the Þber core cross-section along
the length. In addition, stress on the Þber -such as bending- will also create birefringence. In general
the stress related birefringence dominates the geometrical one.

The e" ect of the birefringence is that the polarisation state at a given point in the Þber can be
decomposed in a slow and a fast axis based on the local refractive index. As the light propagates
over the Þber, the random rotation of the slow and fast axes will cause the polarisation of the light
to rotate. For coherent communications, two independent signals are often multiplexed on orthogonal
polarisation axes. Therefore polarisation rotation is a phenomenon that must be dealt with before
retrieving the signals. Usually this can be done digitally using an adaptive equalizer, which we will
discuss further in section 5.4. Note there also are physicalcomponents which allow us to control the
polarisation state of the light.

¥ Polarisation controller. The polarisation controller permits manual tuning of the state of po-
larisation of light. It is constituted of a succession of three rotable waveplates in cascade: a
quarterwave plate, a halfwave plate, a second quarterwave plate. We control the polarisation by
rotating the waveplates.

¥ Polarisation maintaining Þber. The optical Þber can be built to intentionally generate stress
along a speciÞc axis of the Þber core, such that the fast and the slow axes are constant over the
length of the Þber. Even under mild bends the axes should remain stable and therefore maintain
the polarisation state. Several designs exist to build polarisation maintaining Þber which are
represented in Þgure 5.9.

5.2.3 Perturbations from other channels

Several channels are oftenmultiplexed in classical coherent communication links. This means that
they co-propagate without interfering with each other "too much". This way several communication
channels can coexist on a single Þber, increasing the total information throughput. Typically the mul-
tiplexing consists in attributing di " erent central wavelengths to each channel and the communication
link is called a wavelength division multiplexed (WDM) link . Unfortunately there is never a per-
fect isolation between multiplexed channels, therefore unavoidable perturbations from other channels
occur in multiplexed communication channels. We review those which are relevant to this work here.
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Figure 5.9: Cross-section of 3 di" erent designs of polarisation maintaining Þber. Rods of a di" erent
material are built in the Þber cladding such that the stress applied on the core maintains the orientation
of the slow and fast axis in the Þber. The rods are represented in darker tones of grey. The Þber core
is in purple.

Cross-talk. The cross-talk is induced by channels in adjacent frequency slots which are never
perfectly demultiplexed. Therefore there is always a fraction of the power in the adjacent channels
which is transmitted.

Non linear e ! ects. When the optical power in the Þber becomes to high, the response of the
Þber becomes nonlinear. Such nonlinearities can be inducedby the Kerr e" ect, causing the refractive
index in the Þber to ßuctuate as the square of the electric Þeld. These result in several distortions
such as self-phase modulation, cross-phase modulation andfour-wave mixing. Other nonlinearities
are induced by Raman scattering, where photons exchange energy with matter. The result is that the
signal is scattered over several wavelengths. The nonlineare" ects are the main limitation to the data
rates achievable over long distance communications since they limit the optical input power.

5.2.4 Other e ! ects

We discuss here other transformations light undergoes during propagation on the Þber. SpeciÞcally
for our experiment over short distances, these do not play a role. However we mention them for the
sake of completeness.

Chromatic dispersion. In the Þber, di" erent wavelengths travel at di" erent speeds. This
phenomenon, referred to as chromatic dispersion, leads to pulse broadening and can create inter-
symbol interference. Chromatic dispersion is quantiÞed bythe dispersion parameter expressed in
ps/nm/km :

D = $
2) c
( 2

d2 '
d* 2 =

2) c
v2

g( 2

dvg

d*
(5.13)

where c is the speed of light in vacuum,' is the propagation constant, ( the wavelength andvg is
the group velocity of the pulse. Compensation of chromatic dispersion in Þber communications can
be achieved by propagating the signal in a dispersion compensating Þber or to pre-compensate the
signal to account for chromatic dispersion.

Polarisation dependent loss and polarisation mode dispersion. The slow and fast axes of
the Þber can undergo di" erent losses resulting in polarisation dependent loss (PDL). PDL is deÞned by
transmitting linearly polarised light and taking the ratio of the maximum transmitted power over the
minimum transmitted power. Also, the birefringence in the Þber causes dispersion called polarisation
mode dispersion (PMD).
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Figure 5.10: Schematic representation of the phase diversity hybrid. The detectors are not part of the
hybrid but are represented here nonetheless.

5.3 Receiver architecture

After the generation and propagation of the symbols over theÞber, let us examine the receiver
architecture allowing for coherent detection of the quadratures of the electromagnetic Þeld.

5.3.1 Optical hybrids

The coherent detection process requires mixing the incomingsignal with the local oscillator. This is
done using a component called anoptical hybrid.

Phase diversity hybrid. The phase diversity hybrid, or 90¡ hybrid, is the component which
allows to measure both I and Q quadratures of the electromagnetic Þeld. It takes the signal beam and
the local oscillator as input and splits both beams in half. Then, one half of the signal is mixed with
half of the local oscillator to detect the I quadrature and the other signal half is mixed with a ) / 2
dephased half of the local oscillator to detect the Q quadrature. The setup is represented in Þgure
5.10

Polarisation 90 ¡ diversity hybrid. The polarisation 90¡ hybrid allows the detection of the I
and Q components of both polarisations. The signal is split ona polarising beamsplitter and each
output is fed into a phase diversity hybrid. The LO is split in h alf and one half is transferred to each
phase diversity hybrids. The Polarisation 90¡ optical hybrid is depicted in Þgure 5.11.

5.3.2 Detectors

Each quadrature is measured by a balanced receiver which is depicted in Þgure 5.12. It is constituted
of two photodiodes generating a current based on the incoming optical power. The current generated
by both photodiodes is substracted and then converted to a voltage on a transimpendence ampliÞer
(TIA). Let us discuss the relevant characteristics which deÞned a balanced receiver.

Bandwidth. The bandwidth of the detector must be chosen according to the desired use. Typ-
ically detectors used for classical communications have a larger bandwidth than the detectors used
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Figure 5.11: Schematic representation of the polarisationdiversity hybrid.

Figure 5.12: The balanced receiver subtracts the photocurrent generated by the photodectectors to
retrieve the I or Q quadrature. TIA is the transimpedence ampliÞer which converts the current output
by the photodiodes into a voltage.
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for quantum communications. This is because high bandwidth detectors display a higher NEP (see
below), a measure of the thermal noise of the receiver, which must be as low as possible for quantum
communications.

Noise equivalent power (NEP). The NEP is a measure of the minimal input power to obtain
an output SNR of 1. It is a measure of the noise ßoor of a detectoras well as its sensibility. For QKD,
it is crucial to choose detectors with low NEP to reduce the electronic noise.

Wavelength range. The photodiodes convert optical power into a current. Depending on the
materials used in the construction of the photodiodes, theyare sensitive to di" erent optical wave-
lengths. For Þber based communications, one usually prefers photodiodes operating around the 1550
nm wavelengths.

Responsivity. The photodiode responsivity R! at wavelength ( measures the ratio of electrical
current generated over the optical power on the photodiodes. It is expressed in A/W and quantiÞes
the e! ciency of the detection. The quantum e! ciency Q! is a value used to quantify the number of
electrons converted from photons in a photodiode. It is linked to the responsivity by

Q! =
R!

(
(

hc
e

3
R!

(
( (1240 W.nm/A ), (5.14)

where h is PlanckÕs constant,c is the speed of light in vacuum ande is the elementary charge. In
particular for QKD detectors, it is desirable to have a quantum e! ciency as close as possible to 1 in
order to limit as much as possible the losses in the receiver.

Common mode rejection ratio (CMMR): In a perfect balanced receiver, we want the output
voltage to be a function of the voltages output by each photodiode such that

Vout = G(V+ $ V%). (5.15)

In practice, imperfections lead to a small ampliÞcation of the sum of the output voltages as well such
that

Vout = G(V+ $ V%) + Gcm (V+ + V%). (5.16)

The common mode rejection ration is deÞned as the ratio of bothgains and is a measure of how well
the detector performs a balanced detection. It is usually expressed in dB as

CMRR = 20 log10

$
G

Gcm

%
. (5.17)

5.4 Digital signal processing

In order to retrieve the information encoded on the electromagnetic Þeld, the electrical signal generated
by the detectors is sampled. Then, the samples are processed to recreate the symbols originally sent.
This process is calleddigital signal processingand is a cornerstone of modern coherent communications.
Let us describe some of the powerful tools at our disposal to translate our set of samples into the
correct set of symbols.

5.4.1 Equalizer

In classical coherent communications, the adaptive equalizer is one of the most powerful tools of digital
signal processing. It can compensate most channel impairments, Þlter noise, and can Þnd the optimal
sampling instant. It is based on Þnite-impulse-response (FIR) Þlters and algorithms for Þlter-tap
adaptation. We discuss these below.
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Figure 5.13: A FIR Þlter with k taps performs a linear combination of samplesxn to xn %k+1 using
coe! cients c0 to ck%1 to output the symbol y(n)

FIR Þlter. The FIR Þlter is determined by a number of taps k and by tap coe! cients $%c =
[c0, ..., ck%1]. The nth run of the FIR Þlter has input a sequence of samples$%x (n) = [ xn , xn %1, ..., xn %k+1 ]
and output the nth symbol given by

y(n) = $%c á$%x (n) (5.18)

y(n) =
k%1!

j =0

cj xn %j (5.19)

The schematic representation of the FIR Þlter is depicted in Þgure 5.13. In fact, when the signal
power is su! ciently low such that the channel response is linear, the frequency response of the received
complex amplitude of a dual polarisation signal can be written in the form [73] :

$
Ex (* )
Ey (* )

%
= H (* )

$
E in

x (* )
E in

y (* )

%
(5.20)

Therefore the transfer function of the equalizer should be asclose as possible to

H eq(* ) = H %1 (5.21)

=
3
hxx (* ) hxy (* )
hyx (* ) hyy (* )

4
(5.22)

With a su! cient number of taps and by choosing carefully the tap coe! cients in the time domain,
one can pilot the frequency response of the FIR Þlter to realize each element of the matrixH eq. Then
the equalizer response can be realized using2 ( 2 butterßy-structured FIR Þlters as is depicted in
Þgure 5.14. The consequence is that the FIR Þlter can separate the X and Y components of a signal
with an arbitrarily varying polarisation, as well as compensate channel impairments such as GVD,
PMD and PDL.

Filter-tap adaptation algorithm At the beginning of the equalisation the Þlter-tap coe! cients
are initialised to a given value, for instance all tap coe! cients are set to 0 except the central one set
to 1. Then the Þlter-tap coe! cients are updated after each run based on some error function which
depends on the modulation. For QPSK modulation we exploit the fact that the signal has constant
amplitude. This is used as our criteria for the error function. When the signal amplitude is normalised
to 1, the error function we use is :
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Figure 5.14: The 2 ( 2 butterßy structured FIR Þlters. The
$%
h ij are the FIR Þlters H eq(* ).

ex (n) = (1 $ |E out
x (n)|2)E out

x (n), (5.23)

ey (n) = (1 $ |E out
y (n)|2)E out

y (n). (5.24)

Then the Þlter-tap coe! cients are updated from one run to the other as

$%
h ij (n + 1) :=

$%
h ij (n) + µei (n)E out

j , (5.25)

where (i, j ) ' { x, y} 2 and µ determines the speed of convergence of the Þlter. Ifµ is too large the
Þlter might has too little resolution to perform correctly a nd if µ is too small it will take too long to
converge. This Þlter-tap adaptation algorithm is namedConstant Modulus Algorithm (CMA).

Clock timing recovery. Another unique function of adaptive FIR Þlters is to implement a
variable time delay on the waveform with a much higher resolution than the sampling time interval.
Therefore, as long as there is a su! cient number of taps, the adaptive FIR Þlter can retrieve the
optimal sampling instant as is illustrated in the Þgure 5.15taken from reference [73].

5.4.2 Carrier recovery

The phase of the signal laser is crucial to determine which symbol has been sent. For instance for
the QPSK modulation format, the four symbols of the constellation have the same amplitude and are
uniquely described by their phase. The homodyne and heterodyne detection discussed in chapter 1,
together with the result of the measurement derived in equation (1.94), show that the measurement
result provides a complex signal with a phase equal to. s $ . LO the di" erence between the phase of
signal and LO. In order to determine . s, we must Þrst estimate. LO .

In chapter 1, we omitted for simplicity the fact that the signa l and LO are time varying light
waves, and as such have angular frequencies* s and * LO . As a result the measured current is actually
proportional to

! I (tn ) - 2EsELO cos(* IF tn + . s $ . LO ), (5.26)

wheretn is the sampling time and* IF = * s $ * LO is the beating angular frequency between signal
and LO. Therefore in our quest to retrieve. s we must also compensate the time dependant phase shift
induced by * IF tn . The estimation and compensation of* IF and . s is called carrier recovery. We
discuss how to do this here in the case where the signal is modulated according to a QPSK modulation
since we will use these techniques in our experiment.
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Figure 5.15: Figure taken from [73]. (a) The waveform is sampled at 2 samples per symbol. (b) After
the adaptive FIR Þlter, the algorithm outputs the samples taken at the optimal instant for symbol
decision.

Figure 5.16: Raising the QPSK signal to the4th power cuts the ßuctuations due to the modulation
and concentrates the psd at a single frequency : the frequency o" set.
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Particularities of the QPSK modulation. A key component of carrier recovery in the case of
QPSK modulation is the knowledge that . s ' { &

4 , 3&
4 , 5&

4 , 7&
4 } . The complex signal reconstituted from

the measured sampleRx = I + jQ can be written as :

Rx (tn ) = A exp(i [* IF tn + . s $ . LO ]), (5.27)

where A is the signal amplitude. Raising Rx to the power 4 cuts the phase changes due to the
modulation since for all . s we have4. s = ) [2) ]. Thus we have

Rx (tn )4 = $ A4 exp(i [4* IF tn + 4 . LO ]) (5.28)

Frequency recovery. ÔThe beating frequency is determined from the4th power signal very easily
by shifting to the frequency domain and considering the maximum of the signal psd. Indeed most of
the psd will be concentrated in a single peak located at frequency f max 3 4* IF / 2) as is represented
in the Þgure 5.16. We obtain the estimator for the beating frequency ö* IF = 2&f max

4 . Then the signal
is corrected by compensating the rotation due to the beatingfrequency :

Rx (tn ) := Rx (tn ) ( exp($ i ö* IF tn ). (5.29)

In most cases the estimatorö* IF will not be exactly equal to * IF and therefore the time-dependant
rotation of the constellation not entirely corrected at thi s stage. However this residual beating fre-
quency after correction can be treated as additional LO phase and be compensated in the phase
recovery stage. Therefore we suppose here thatö* IF = * IF

Phase recovery. We proceed in a similar fashion to retrieve the LO phase. First we raise the
frequency compensated signal to the4th power and obtain :

Rx (tn )4 = $ A4 exp(i4. LO ). (5.30)

Then the LO phase can be estimated as

ö. LO =
arg(Rx (tn )4)

4
+ ) . (5.31)

Note that the LO phase actually varies with time according to a Wiener process characterized
by the laser linewidth ! - 1. However phase ßuctuations are very small over a symbol period, such
that a better way to estimate . LO is to average the phase over multiple symbols such that the phase
estimator of the nth symbol is given by

ö. LO (n) =
1
4

arg(
n + k!

i = n %k

RCFE
x (t i )4). (5.32)

The length of the averaging window is here2k + 1 and must be carefully chosen based on the
system considered.

5.5 Challenges for coherent quantum communications.

Compared to classical coherent communications, quantum coherent communications are operated with
a signal comprising only a few photons per symbol. In this regime of low SNR the DSP algorithms
discussed above perform poorly and cannot be executed as such. New solutions are therefore nec-
essary to downsample the signal and perform carrier recovery. In addition to this, quantum signals

1The Wiener process characterizes the quantity ! ! LO (t ) = ! LO (t + " t ) ! ! LO (t ) as a zero mean Gaussian random
variable with variance V = 2 #! $" t
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Figure 5.17: Example of a CV-QKD protocol with the TLO design. In this example the TLO is
multiplexed with the signal using the polarisation degree offreedom. PBS : polarising beam splitter.
AM : amplitude modulator. PM : phase modulator.

are naturally more sensitive to cross-talk from other channels since even one stray photon can gener-
ate considerable perturbations on the data, hence systems involving the coexistence of classical and
quantum channels must be carefully designed. These issues must be correctly addressed if we hope to
design e! cient systems. The object of this section is to discuss these challenges in order to derive a
relevant approach to our work.

5.5.1 Carrier recovery at low SNR

In the quantum regime the carrier recovery algorithms, such as the Viterbi & Viterbi algorithms for a
QPSK modulation format, perform poorly. CV-QKD systems have evolved over the years to address
this issue.

Transmitted local oscillator. First iterations of CV-QKD protocols solved this problem by
deriving the local oscillator from the signal laser at AliceÕs side. The LO was then sent alongside the
signal over the untrusted quantum channel to Bob and used to detect the quantum states. Examples
of protocols using this design can be found in references [74, 65, 75, 76]. In this case the signal and
LO have the same frequency and their phase ßuctuations are minimal, which reduces the excess noise
induced by imperfect carrier recovery compared to the case where the LO is a free-running laser with
no Þxed relation to the quantum states. This technique is sometimes referred to as the "Transmitted
Local Oscillator" or TLO.

In reality, the TLO design presents security loopholes and performance ßaws that are hard to
overcome in practice. These lead to potential side-channel attacks which are detrimental to protocol
security. The security ßaws stem from the fact that the shot-noise calibration plays a crucial role in the
estimation of the information leaked to Eve. The TLO design gives extra power to the eavesdropper
since she can also manipulate the LO and therefore inßuence the shot-noise calibration procedure.
Several attacks have been investigated in the case of a TLO protocol, such as a wavelength attack
[32], a calibration attack [30] or a ßuctuation attack [31]. While it is maybe possible to monitor
the TLO design to insure that a given attack is not occurring, this would drastically increase the
complexity of CV-QKD protocols and only provide security against known side-channel attacks.

In addition to the security loopholes, the TLO design also limits the system performance. First, the
LO can generate crosstalk on the quantum channel during propagation. Second, CV-QKD protocols
require the detection be made in the shot-noise limited regime, where the electronic noise is at least one
order of magnitude below the shot-noise. To this end the LO atBobÕs is required to have su! cient
power, with typically , 108 photons per pulse. However as the distance between Alice andBob
increases, the LO power at Alice must also increase to satisfy the shot-noise limited detection criteria.
This becomes harder to achieve in practical experiments since Þber nonlinearities arise when too much
power is injected in the single mode Þber and cross-talk between the signal and LO will also deprecate
the key rate.
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Figure 5.18: Example of the "LLO" design. The LO is generated at BobÕs and does not propagate
over the channel, thus Eve does not have access to it. The signal is multiplexed with pilot signals to
provide phase and frequency information. In this example, the pilot and signal pulses are multiplexed
in time. AM : amplitude modulator. PM : phase modulator. LO : l ocal oscillator

"Local" local oscillator. Since the TLO design cannot be used, this means quantum coherent
communication systems have to perform carrier recovery witha "local" LO (LLO) as in typical
coherent communication. The common solution in this case is to rely on pilot signals multiplexed
with the quantum states. The idea is to derive the pilot signals from the same laser used to generate
the quantum states, such that pilot and quantum signals havea Þxed phase and frequency relation.
Then the carrier recovery algorithms can be applied to the pilot signal and the quantum states can
be corrected during the DSP step based on the phase and frequency estimators computed on the pilot
signals.

Examples of protocols using pilot signals can be found for example in references [17, 77, 78, 79].
The pilot signals are multiplexed with the quantum states using the time [78, 79], frequency [17]
and/or polarisation [77, 17] degrees of freedom in order to reduce the pilot cross-talk on the quantum
measurement.

5.5.2 Coexistence with classical channels

Our conclusion in subsection 4.4.3 was that the ability to coexist with classical channels was one
advantage of CV-QKD compared to other solutions, but this does not mean it is trivial. The holy
grail for quantum coherent communications would be for these protocols to be compatible with optical
backbone links, covering a distance of about 80 km together with 100 classical channels at nominal
input power. This would give them access to a large infrastructure and provide many opportunities
for commercial applications.

This objective remains however out of our reach for the moment. The main challenge in this
setting is the Raman noise generated by the classical channels at the quantum signal wavelength,
which becomes the dominant noise source. Ideas for system designs involve choosing the quantum
channel wavelength at a lower wavelength than the classical channels since Raman noise is less probable
[70, 80] or to operate the system with reduced power of the classical channels [71]. Another hope for
quantum coherent communications resides in the development of new DSP techniques which would
enable equalizing the signal in the low SNR regime, therefore Þltering the Raman noise a" ecting
the channel. New DSP methods based on machine learning techniques have already been proven to
perform better carrier recovery [81, 82], hence this is certainly an interesting direction to pursue.

5.5.3 Positioning of our work

A cost-based approach for CV-QKD involves deploying systemsover the current Þber infrastructure,
but based on the current state of the art this is di! cult without modifying classical systems to
reduce their impact on the quantum channel. In order to extract the best out of joint classical and
quantum communications over the same Þber, we should look todesign systems working on the current
infrastructure but that are optimized for both the quantum a nd the classical channels.
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An interesting question when we think of joint systems is whether the classical channels will only
be detrimental to the CV-QKD performance or if they can be usedto gain some sort of advantage
compared to QKD operated on a dark Þber. This question is at thecore of the research conducted
during this PhD thesis and we chose to address it in two ways described below.

¥ Symbiotic operation of quantum and classical communications. Our Þrst proposal is
an experimental demonstration of a CV-QKD experiment multiplexed with a classical channel
in which we demonstrate that carrier recovery can be performed from a classical channel. Our
objective is to show that when designing joint systems, we canrelax the need for pilot tones
which add to the overall complexity and do not carry classicalinformation.

In addition, when the quantum channel is used for CV-QKD, the key retrieved can also be used
to encode part of the classical data transmitted. Hence the quantum and classical channels are
mutually beneÞcial and are operated in a symbiotic fashion.

Our work constitutes a proof-of-concept and paves the way towards e! cient designs of joint
systems which look to exploit the most out of their coexistence. We show a comparison of
our results with the current state of the art in CV-QKD in the Þgu re 5.19 and discuss our
implementation further in chapter 6.

¥ Covert QKD. Our second proposal is a theoretical research project in which we investigate
how to harness channel noise -for example due to classical channels- to provide a new security
primitive, called covertness, to the QKD protocol. The idea behind covert communications is
that the signal transmitted over the channel is indistinguishable from background noise for any
quantum adversary. This can be a desirable security feature for QKD since even if the distilled
key is provably secure, Eve still has knowledge that Alice andBob performed the protocol and
can use this to her advantage. We discuss this further in chapter 7 and provide our results.
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Reference Modulation Phase reference Local Oscillator Security proof Symbol

[74] Gaussian TLO Transmitted LO Þnite-size
[65] Gaussian TLO Transmitted LO asymptotic regime

[75] Gaussian TLO Transmitted LO asymptotic regime
[77] PCS-256QAM pilot signals Local LO asymptotic regime
[78] PCS-64QAM pilot signals Local LO Þnite-size
[76] Gaussian TLO Transmitted LO Þnite-size
[79] Gaussian pilot signals Local LO Þnite-size

OFC2022 QPSK classical channel Local LO asymptotic regime

SPIE2022 PCS-64QAM classical channel Local LO Þnite-size

Figure 5.19: Plot of the key rate versus distance for di" erent CV-QKD protocols in the literature.
The di" erent protocols are represented by di" erent symbols according to their implementation choices.
Modulation : Gaussian = circle, PCS = diamond, QPSK = pentagra m. LO : TLO = crossed symbol,
LLO = not crossed symbol. Security proof : Þnite-size = full symbol, asymptotic regime = hollow
symbol. The table shows all references ploted in the graph as well as their characteristics and their
symbol representation.



Chapter 6

Joint classical and quantum coherent
communication

Contents
6.1 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

6.1.1 Transmitter : signal generation . . . . . . . . . . . . . . . . . . . . . . . . . 95

6.1.2 Receiver : signal detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

6.2 Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6.2.1 Receiver linearity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6.2.2 Shot-noise estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

6.2.3 Improving the statistical precision of the shot-nois e . . . . . . . . . . . . . . 105

6.3 Digital signal processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

6.3.1 Classical channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

6.3.2 Down sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.3.3 Frequency and phase correction . . . . . . . . . . . . . . . . . . . . . . . . . 111

6.3.4 Parameter estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6.4 Parameter optimisation and results . . . . . . . . . . . . . . . . . . . . . 115

6.4.1 Quantum channel power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

6.4.2 Classical channel power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

6.4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

6.4.4 Improvement perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

6.4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

In this chapter we detail our experimental implementation of joint classical communications with
CV-QKD without the use of pilot tones.

6.1 Experimental setup

The experimental setup is displayed in the Þgure 6.1 and the list of components used are summarized
in the table 6.1

6.1.1 Transmitter : signal generation

The transmitter side corresponds to AliceÕs lab in the QKD protocol. The light is generated by a
low-linewidth laser which is fed into the dual polarisation I/Q m odulator. Two AWGs control the X-

95
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Figure 6.1: Experimental setup. AWG : arbitrary waveform generator. OSA : optical spectrum
analyser. LO : local oscillator.

Device Reference

Laser and LO NKT Koheras Adjustik
Dual-Pol IQ modulator Fujitsu FTM7977HQA

AWG1 Keysight M8195A
AWG2 Tektronix AWG7122B

PBS/PBC General photonics PB-15-P1-FC/APC
Powermeter Ando AQ2140
Attenuator 1 HP 8156A
Attenuator 2 Oz optics BB-100-11-1550-8/125-P60-3A3A-3-1

Dual-pol 90¡ hybrid Kylia COH28-X
Balanced receiversI x / Qx Finisar BPDV21x0R
Balanced receiversI y / Qy Exalos EBR370005-02

Oscilloscope DSOZ504A

Table 6.1: This table gives the references of the components used in the experiment for the interested
reader.
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and Y-polarisation of the Þeld corresponding to the classical (AWG1) and quantum (AWG2) signal.
At the exit of the modulator, a 10% fraction of the signal is directed towards an optical spectrum
analyser to monitor the output of the modulator and to verify the voltage biases are set correctly.

Classical signal generation. The sequence of samples fed to the AWG1 is generated from a
pseudo-random bit sequence which is then mapped to a corresponding sequence of QPSK symbols. The
samples are then generated from the symbols thanks to a built-in interpolation function in MATLAB.

The spectral shaping of the classical signal is operated directly at the sample level. We limit its
spectral width using a RRC Þlter, described in chapter 5, with asharp roll-o" factor of 0.1. Then
the signal is frequency shifted byf shift ,c = 4 GHz by multiplying the samples by a time dependant
complex exponential. The representation of the classical signal spectrum before the RRC, after the
RRC and after the frequency shift can be found in Þgure 6.2.

Quantum signal generation. The QPSK modulation for the quantum channel was generated
similarly to the classical signal by adapting the symbol rate and the RRC roll-o" factor to 0.4.
Generating the PCS-64QAM constellation was less direct since we do not have a distribution matcher
to map bits to symbols. Therefore we proceeded di" erently, Þrst generating the symbols according
to the desired probability distribution and then mapping th em to the corresponding bits in a typical
64QAM constellation.

The quantum signal spectrum was shifted byf shift ,q = 1 GHz in order to reduce noise generated
by the residual carrier. The spectrum the joint classical andquantum signal before attenuation of the
quantum channel is represented in Þgure 6.3.

Power leveling of quantum and classical signals. The desired number of photons per symbol
on the quantum channel is obtained by attenuating the quantum signal relative to the classical signal.
A Þrst leveling can be achieved in the modulator by controlling the amplitude of the electrical signal
generated by the AWGs. Electrical ampliÞers placed at the output of the AWG1 increase the output
power of the classical channel relative to the quantum channel.

However this leveling is not su! cient, hence we also use a series of components to attenuate
the quantum channel speciÞcally using the polarisation degree of freedom. To do this we begin by
separating classical and quantum signals on a polarising beam splitter (PBS). A polarisation controller
(PC) before the PBS is used to align the polarisations in the Þber with the axes of the PBS. The path
corresponding to the classical signal is untouched and fed into the Þrst input of a polarising beam
combiner (PBC). The quantum signal is attenuated and fed into the second input of the PBC. Before
it is recombined, part of the quantum signal is split on a 50/50 beamsplitter and directed towards
an optical power meter to monitor the power on the quantum channel. The power meter is useful to
manually set the PC. Since the quantum signal is less powerfulthan the classical signal at the exit of
the I/Q modulator, we set the PC to minimize the power on the power meter. All the components
and Þber used between the two PBS are polarisation maintaining.

Synchronisation of both channels. Since Alice and Bob need to compare their data during
the QKD protocol, we need to share a reference frame for the beginning and the end of the data
sequence. In a real system, Alice will send a Þnite sequence of symbols which Bob will measure,
process and store. Then Alice decides to reveal a subset of thequantum states she sent which are
easily identiÞable at BobÕs by their position in the detected sequence. In our experiment however,
the sequence of quantum states is repeated continuously at Alice and the acquisition begins during a
random symbol in the sequence. Therefore we need some method to generate the sequence at Alice
based on BobÕs measurement window.

This is achieved via synchronisation of classical and quantum data streams such that we can
identify the beginning of the repeating quantum sequence from the classical data. To synchronise
both channels we begin by providing AWG1 and AWG2 with a common clock reference. Then a
arbitrary function generator (AFG) with the same clock refer ence generates a trigger signal so that
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Figure 6.2: Classical signal spectrum (left) before the RRC, (middle) after the RRC, (right) after the
RRC and frequency shift.

Figure 6.3: Spectrum of the signal at the exit of the I/Q modulator.

both AWG1 and AWG2 start emitting at the same time.

6.1.2 Receiver : signal detection

The receiver side plays the role of Bob in the QKD protocol. The coherent detection process is based
on mixing the signal with the LO in the polarisation and phase diversity hybrid. Before the hybrid we
use a PC to manually align the polarisation of the incoming signal with the axes of the PBS located
in hybrid, such that the classical and quantum signals are optically routed towards the classical and
quantum detectors respectively. The data is acquired by the oscilloscope piloted from the MATLAB
session on the laboratory computer. Finally, the samples acquired are processed during the digital
signal processing step.

Losses. It is crucial to quantify the losses at BobÕs to apply the trusted receiver security proofs.
Here we have 2 dB of losses due to the polarisation controllerand the 90¡ hybrid.

Sensitivity to polarisation drifts. The PC is set manually during the CV-QKD experiment.
However over time the state of polarisation (SOP) of the incoming Þeld rotates and the setting of the
PC must be adapted. Even a slight misalignment of the polarisation can lead to a signiÞcant increase
in the excess noise measured during the experiment as is represented in the Þgure 6.6. Therefore the
protocol performance is closely related to our ability to track the SOP over time and to correctly set
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Figure 6.4: With only 2000 symbols, the PCS-64QAM constellation can only approach the theoretical
occurrence probabilities for each symbol. We generate the constellation by generating the Þrst 64
unique QAM symbols, and draw the rest randomly according to the desired probability distribution.

the PC.

Classical detectors. The balanced detectors used for the classical signal have a 43GHz band-
width in order to correctly detect the full classical signal. We placed electrical ampliÞers after the
detectors so that the noise ßoor of the oscilloscope was wellbelow the noise ßoor of the detectors.

Quantum detectors. The quantum balanced detectors have a tunable bandwidth between 80
and 350 MHz. We chose to set the bandwidth at its maximum in order to have some margin in the
signal-LO frequency o" set for the detection of the 250 MBd quantum signal. These receivers have
built-in low-noise electrical ampliÞers, thus we do not needto add any amplifying device and we
connect them directly to the oscilloscope.

Local oscillator. The LO is tuned such that the LO central frequency is close to the quantum
signal central frequency. Actually, the combination of theLO central frequencyf LO and the bandwidth
of the detectors Belec determine a "spectral window", represented in Þgure 6.5, of the optical signals
that can be measured. Typically we want to set the LO central frequency such that the quantum
and classical signals are in the spectral windows deÞned by thequantum and classical detectorÕs
bandwidths respectively. Looking to the spectrum in Þgure 6.3, we also want the strong classical
signal as far as possible from the quantum detectors spectral window in order to mitigate the excess
noise induced by the classical channel. Therefore it is best to choose a LO central frequency below
the quantum signal central frequency.

Oscilloscope. The oscilloscope sampling rate must be carefully chosen based on the symbol rate
of the detected signals. We discussed above the LO central frequency would be chosen below the
quantum signal central frequency. Therefore the frequency o" set between the higher frequencies of
the classical spectrum and the LO will be around 6 GHz. In order to satisfy the 2 times oversampling
criterion [83], we need to sample the classical signal at least at a sample rate of 12 Gsa/s. Since the
oscilloscope only o" ers the possibility to sample the signal at 10 Gsa/s or 20 Gsa/s (or more), we
chose to operate the oscilloscope at sampling rate 20 Gsa/s.
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Figure 6.5: The LO central frequency as well as the detector bandwidth deÞne a spectral window
of the signals that can be detected. In this schematic representation, f LO is chosen such that the
quantum signal spectrum is in the spectral window and the classical signal is not.

Figure 6.6: In this graph we show the sensitivity to polarisation of the excess noise measurement
during the protocol. We acquire data from the oscilloscope over 1 hour with an interruption every 10
minutes. During the pause we set the PC in the best way possible by hand. The results of the hour
of measurement are then plotted and divided into 6 measurements denoted by "Mes 1-6". We clearly
see the excess noise over time increases until the polarisation is realigned. We can also observe the
mean noise level increases in measurements 5 and 6 which is dueto the drifts in the settings of the
IQ modulator. We discuss these drifts in more detail in the subsection 6.4.4.
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Figure 6.7: Shot-noise plus electronic noise variance as a function of the LO power. The blue circles
are measurements and the dashed red line is a linear interpolation of the linear regime. We observe
a linear dependence until the LO power is above 110 mW, at whichpoint the detectors respond in a
non-linear fashion.

6.2 Calibration

The precise calibration of the shot-noise is central to the CV-QKD experiment. Since the action of the
eavesdropper is quantiÞed by the excess noise -the noise above the shot-noise threshold- it is crucial
that the shot-noise is well known. Underestimating the shot-noise would lead to an overestimation
the excess noise and would therefore cause the protocol to extract less secret key than what it could.
Even worse, overestimating the shot-noise would lead to an underestimation of the excess noise and
potential security ßaws in the protocol. The object of this section is to discuss and describe our
shot-noise calibration.

6.2.1 Receiver linearity

The electronic noise- el is expressed in SNU as

- SNU
el =

- V 2

el

N0
, (6.1)

where the superscripts SNU andV 2 refer to the unit and N0 is the shot-noise variance. The value
- V 2

el is stable and only depends on the noise ßoor of the low-noise receivers and of the oscilloscope.
Hence- SNU

el is inversely proportional to the shot-noise valueN0 which is itself proportional to the LO
power. Therefore it is interesting to operate the experimentwith high LO power in order to minimise
- SNU

el . The ratio - V 2

el /N 0 is called the clearance and is usually expressed in dB. It gives the value of
the electronic noise in SNU.

However we cannot simply set the LO to the strongest output power (200 mW or 23 dBm) because
above a certain threshold the receivers do not respond linearly to their input, which induces noise.
Therefore we must make sure we set the LO power such that the balanced receivers are operated in
the linear regime. We show in Þgure 6.7 a plot of the shot-noise value in V 2 versus the LO launch
power. We clearly observe a linear dependency of the shot-noise to the LO power until the LO reaches
approximately 110 mW, after which the receiver response is outside of the linear regime. We chose
the LO launch power to be 100 mW and display the clearance in the Þgure 6.8
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Figure 6.8: Power spectral density output of the balanced receivers with and without the LO turned
on.

6.2.2 Shot-noise estimation

We describe our shot-noise estimation procedure here.

Building the shot-noise estimator. We estimate the shot-noise experimentally by the following
procedure. First, when the signal and LO are turned o" , the data observed on the oscilloscope
corresponds to the ßuctuations induced by the electronic noise of the detectors. We record from
the oscilloscope a set of samples{ X i

el }
n
i =1 which are centered before we compute the electronic noise

estimator expressed inV 2 as :

ö- V 2

el =
1
n

n!

i =1

&
X i

el

' 2
(6.2)

Then the LO is turned on, generating shot-noise on the samplesread by the oscilloscope. We
perform a second measurement to obtain a set of samples{ X i

N 0
} n

i =1 . These samples are centered and
we compute the shot-noise estimator as :

öN0 =
1
n

n!

i =1

&
X i

N 0

' 2
$ ö- V 2

el (6.3)

Electronic noise variations. In theory for every shot-noise estimation we should also estimate
- V 2

el . In practice however this value of the electronic noise can beconsidered constant at the scale of a
day of experimental work. We show this in Þgure 6.9 by computing successive estimators for- V 2

el over
more than 7 hours. In the plot we normalised our values by a typical value of öN0 to put the electronic
noise variations in perspective compared to the shot-noise. We Þnd that the standard deviation of the
electronic noise measurement is of the order of5 ( 10%4 SNU. Since this value is much smaller than
other ßuctuating terms we can consider it is constant duringthe experiment.

Shot-noise variations. The shot-noise value ßuctuates over time, for example because of ßuc-
tuations in the LO power or vibrations in the lab. We found tha t a particular cause of instability
was temperature variations in the lab. We illustrate this in the Þgure 6.10 where we can observe the
correlations between temperature and shot-noise variations.
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Figure 6.9: Electronic noise, in SNU, evolution over time. We observe the electronic noise variations
are of the order of10%4 SNU, which is negligible compared to other system ßuctuations.

Figure 6.10: Evolution of öN0(t) over time, plotted in blue. We also plot the temperature ßuctuations
in the lab in orange.

Because of this the shot-noise ßuctuations must be tracked during the experiment, which we achieve
by performing a shot-noise estimation before each data acquisition. Since there is a delay! t between
the shot-noise acquisition and the data acquisition, it is interesting to investigate how the shot-noise
behaves during this time interval in particular because these ßuctuations will also a" ect our excess
noise estimation. For this we take a high estimation of! t = 7 .5s and study the quantity

! öN0(t) =
öN0(t + ! t) $ öN0(t)

öN0(t + ! t)
. (6.4)

The standard deviation of this estimator quantiÞes the average ßuctuation of the shot-noise be-
tween a shot-noise estimation block (at timet) and a data acquisition block (at time t + ! t). The
results are displayed in the Þgure 6.11 and show that the standard deviation of ! öN0(t) is approxi-
mately 2( 10%3 SNU, which is also the minimal precision on the excess noise wecan hope to achieve.

Data acquisition procedure. According to our results we deÞne the following acquisition pro-
cedure to estimate successive blocks of quantum and classical data. We begin by estimating once and



104 CHAPTER 6. JOINT CLASSICAL AND QUANTUM COHERENT COMMUNICATION

Figure 6.11: We plot ! öN0(t) over time and estimate, in SNU, how much the shot-noise ßuctuates
between the shot-noise estimation and the data measurement.

Figure 6.12: The acquisition loop for our CV-QKD protocol. We estimate the electronic noise once
and for all. Then we alternate shot-noise estimation blocks with data blocks in order to track the
shot-noise ßuctuations.
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for all the electronic noise and do not track its ßuctuations for the rest of the experiment. Then, we
alternate between one measurement dedicated to the shot-noise estimation with the signal o" and one
measurement dedicated to the key distillation with the signal on. This is represented in the Þgure
6.12.

6.2.3 Improving the statistical precision of the shot-nois e

The standard deviation of ! öN0(t) derived in the previous subsection should be minimized to improve
the precision of the excess noise estimation. This can be achieved by di" erent ways, for example by
reducing the delay ! t or by stabilizing the temperature in the laboratory. Unfort unately at our level
we do not have much control over these :! t is Þxed by the wait time due to the synchronisation of
the AWGs and the temperature regulation system is not under our control. Hence we attempt to
leverage a third solution which we can control : the statistical precision of our estimators. This will
be the focus of this subsection, but note the concepts developed here will also be useful to predict the
precision on the excess noise estimator.

Statistical precision and number of points. Statistical e" ects are directly related to the
number of points used to compute the estimators as a consequence of the central limit theorem. To
see this let us consider the shot-noise estimatoröN0 is computed from the set ofi.i.d. random variables
{ X i

N 0
} n

i =1 where for all i , X i
N 0

, N (0, N0 + - el ). We can compute the mean and variance of the
random variable (X i

N 0
)2 as

E[(X i
N 0

)2] = N0 + - el , (6.5)

Var[(X i
N 0

)2] = 2( N0 + - el )2. (6.6)

Note the second equality is obtained by looking at the momentof X N 0 . The central limit theorem
states that in the limit of large numbers, the sum of i.i.d. random variables converges towards a
Gaussian random variable with mean and variance the sum of themeans and the sum of the variances
of the i.i.d. random variables. Therefore we have that

1
n

n!

i =1

&
X i

N 0

' 2
,

n (&
N (N0 + - el ,

2
n

(N0 + - el )2) (6.7)

Let us put aside the estimation of - el for the moment and let us consider that ö- el = - el . In the
limit of a large number of samples, we can write that

öN0 , N (N0,
2
n

(N0 + - el )2). (6.8)

Hence the estimator öN0 follows a Gaussian probability distribution and has standard deviation

+ öN 0
=

)
2
n

(N0 + - el ) 3
SNU

1.56
)

n
, (6.9)

where we obtained the value in SNU by replacing- el by our experimental value of0.1 SNU. Looking
at equation 6.9 we obtain a rule of thumb for the statistical precision of öN0 which scales as 1#

n .

Importance of the i.i.d. hypothesis. A key hypothesis in the central limit theorem is that
the shot-noise sample points{ X i

N 0
} n

i =1 are all i.i.d. Therefore it is not su! cient to consider only the
number of sample points used to compute öN0 but one must consider the number of i.i.d. sample
points retrieved from the oscilloscope. This can be seen in the Þgure 6.13 where we plot! öN0(t) in
the two cases where the oscilloscope samples the points at1 GHz and at 20 GHz. In both cases the
same number of points are used to computeöN0, however they are spread over a longer time window
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Figure 6.13: We plot ! öN0(t) for two di " erent oscilloscope sampling rates and show the importance
of the i.i.d. hypothesis in the central limit theorem.

when the oscilloscope runs at1 GHz compared to the case where it runs at20 GHz. From the Þgure,
we observe the measurement at1 GHz is much more stable than the measurement at20 GHz. This
is explained by the fact that there are more i.i.d. samples in this case, therefore it is interesting to
understand how many i.i.d. samples we have in our acquisition.

Considering that the detectors have a bandwidth Belec , the minimal time between two samples
X i

N 0
and X i +1

N 0
for them to be independant is given by

T iid
samp =

1
Belec

. (6.10)

Hence for the target valuen of i.i.d. sample points, the acquisition{ X i
N 0

} n
i =1 must span at least a

time Tacq = n( T iid
samp . In practice the oscilloscope samples at ratef acq faster than 350MHz, therefore

we will obtain a total number of samplesntot > n which are not i.i.d. , as we illustrated in Þgure 6.13.
The number of sample pointsntot required to have n i.i.d. points is given by

ntot = Tacq ( f acq , (6.11)

= n (
f acq

Belec
. (6.12)

Equivalently, we can Þnd the number ofi.i.d. samples from the the total number of samples and
the sampling rate :

n = ntot (
Belec

f acq
(6.13)

Statistical precision in our experiment. Based on what was said above, the best option to
precisely estimate the shot-noise is to use a slower sampling rate to cover a larger time window. Given
that the maximum number of points that can be retrieved from t he oscilloscope is around50 Mpts,
we can compare the theoretical statistical precision of the estimation at f acq = 1 GHz and f acq = 20
GHz. We begin by computing the number of i.i.d samples in both cases :

n1GHz = 17.5 ( 106,

n20GHz = 0 .875( 106, (6.14)
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which then provides the standard deviations due to statistical e" ects

+1GHz
öN 0

= 3 .7 ( 10%4,

+20GHz
öN 0

= 1 .7 ( 10%3, (6.15)

For a Gaussian random variable, we can bound the probabilitythat the shot-noise value N0 is
contained in an interval I k ' of length 2k+ öN 0

centered on öN0 by 68.27%, 95.45%and 99.73%for k = 1 ,

2 and 3 respectively. Hence we will deÞne the conÞdence in our estimator öN0 by considering the
length of the conÞdence intervalpk ' = |I k ' |. Lets examine the statistical precision of our estimation
for k = 2 and k = 3 . We have

p1GHz
2' = 1 .5 ( 10%3, p1GHz

3' = 2 .2 ( 10%3,

p20GHz
2' = 6 .8 ( 10%3, p20GHz

3' = 1 ( 10%2. (6.16)

The results displayed above conÞrm that we must estimate the shot-noise at sampling frequency
1 GHz if we hope to precisely estimate excess noise values of the order of 0.01 SNU and additionally
provide the statistical precision of about 0.002 SNU in our estimation while doing so.

Naturally these results only concern the statistical precision and do not account for the temporal
variations of the shot-noise. The standard deviations displayed in the Þgure 6.13 account for both
e" ects and can be used to estimate the global precision of the shot-noise estimator. We Þnd that at
sampling rate 1 GHz we obtain a precision of

p1GHz
2' = 7 ( 10%3

p1GHz
3' = 1 ( 10%2. (6.17)

Di ! erence in electrical gain based on the oscilloscope sampling frequency. We high-
lighted the necessity to estimate the shot-noise with the oscilloscope running at 1 GHz. However we
noticed that the sampling rate also a" ects the electrical gain of the oscilloscope, therefore theshot-
noise estimation performed at 1 GHz is not centered on the same value than the shot-noise estimation
performed at 20 GHz. We illustrate this in the left plot in Þgure 6.14 where we can clearly see the
di" erence in not only the ßuctuations, but also for the mean value of the estimation between 1 GHz
and 20 GHz sampling rate.

To solve this issue we performed several shot-noise measurements by alternating the sampling
frequency of the oscilloscope. Then we computed the ratio between the estimation at 20 GHz and the
estimation at 1 GHz and obtained the value

R20/ 1 =
öN 20GHz

0 (t)
öN 1GHz

0 (t)
. (6.18)

Then the shot-noise estimator at 20 GHz is computed from the estimator at 1 GHz as

öN 20GHz
0 = R20/ 1 ( öN 1GHz

0 (t). (6.19)

The value of R20/ 1 is di" erent for both quadratures and is stable as long as the electric cables
linking the detectors to the oscilloscope do not move. Everyone or two weeks we re-estimate this
parameter to verify the value has not shifted.
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Figure 6.14: (left) We perform shot-noise estimations overnight by alternating the oscilloscope sam-
pling frequency between 1 GHz and 20 GHz. We observe that the mean values of the shot-noise
estimation in both cases is not the same because the electrical gain of the oscilloscope depends on the
sampling frequency. (right) In this plot we show the ratio of t he shot-noise estimator at 20 GHz and
at 1 GHz. This ratio is relatively stable, but can change if we touch the electrical cables linked to the
oscilloscope.

6.3 Digital signal processing

During the DSP stage our aim is to reconstruct the sequence ofclassical and quantum symbols. The
classical symbols will then be demodulated into a bit sequence while we will use the quantum symbols
to estimate the excess noise of our transmission. In a real-life implementation the quantum data
should also be mapped to a bit sequence to form the raw key, butthis is outside the scope of this
work where we focus on a proof of concept of joint classical andquantum communications.

We begin the DSP stage after the acquisition of the data retrieved from the oscilloscope, which
provides a list of complex samples{ c(n)} n acq

n =1 for the classical data and{ q(n)} n acq
n =1 for the quantum

data. We process the classical data Þrst in order to extract the synchronisation information as well
as the phase and frequency estimators used to correct the quantum data.

6.3.1 Classical channel

The DSP applied to the classical channel is for the most part composed of the DSP algorithms
discussed in chapter 5. We give the recap of the di" erent transformations here.

Backshifting the classical signal. The Þrst step is to spectrally shift the classical data in order
to correct the frequency shift between classical and quantum channels we induced at emission. The
frequency shift is given by! f shift = f shift ,c $ f shift ,q = 3 GHz, hence multiply the classical samples as

c(n) := c(n) ( exp
$

$ j 2) n
! f shift

f acq

%
(6.20)

RRC Þlter. We then apply the matched RRC Þlter directly on the samples such that

c(n) := F %1
$

F
&
{ c(n)} n acq

n =1

'
( HRRC (f )

%
(6.21)

where F stands for the Fourier transform and HRRC is the RRC Þlter described in chapter 5.
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CMA. The CMA corrects many channel impairments and also Þnds the optimal sampling time
for the symbol. As opposed to the 2x2 butterßy FIR Þlter described in 5.4.1, we do not use the CMA
to compensate the polarisation rotations in the Þber since we perform the polarisation separation
manually. Here the CMA is operated in "single-input single-output" (SISO) mode and only considers
one polarisation.

The number of samples per symbolnsa for the classical data is given by the rationsa = f acq /f c

and is equal to 5 in our case. The CMA makes the transition from the set of samples{ c(n)} n acq
n =1 to

the set of symbols{ ÷c(k)} n symb

k=1 using the Þlter-tap coe! cients { h(i )} W %1
i =0 as

÷c(k) =
W %1!

i =0

h(i ) ( c
$

nsa k $ 4
W
2

5+ i
%

. (6.22)

Recall the CMA is an adaptive equalizer, meaning that the Þlter-tap coe! cients are updated with
an error function feedback. As the algorithm runs over the set of samples, the Þlter-tap coe! cients
converge towards a constant value and the algorithm is stationary. We use 10 000 symbols to train
the algorithm until the Þlter converges, therefore we simply drop the 10 000 Þrst symbols and only
work with remaining ones. For simplicity we conserve the samenotation for the number of classical
symbols nsymb .

Carrier recovery. The next step is the carrier recovery. We Þrst perform the frequency o" set
estimation and correction using the4th -power Viterbi and Viterbi algorithm described in 5.4.2. Thi s
produces the frequency o" set estimator öf ! which is then used to correct the data :

÷c(k) := ÷c(k) ( exp
$

$ j 2k)
öf !

f c

%
(6.23)

Following this, we perform the phase estimation using the4th -power Viterbi and Viterbi algorithm
averaged over a large window of 91 symbols. We made the choice of the large window to improve the
phase estimation precision because we have ultra-low linewidth lasers, therefore the phase is relatively
constant over the averaging window. The algorithm produces a sequence of phases{ $k } n symb

k=1 which
are then used to correct the data :

÷c(k) := ÷c(k) ( exp($ j $k ) (6.24)

BER estimation and sequence beginning. Finally the sequence of symbols is mapped to
a sequence of measured bits following the QPSK symbol-to-bits map. With our knowledge of the
sequence of bits sent by Alice, we search for correlations between that sequence and the sequence at
BobÕs. The correlation is maximal when AliceÕs sequence matches BobÕs sequence, thus we Þnd the
index kstart and the symbol ÷c(kstart ) in BobÕs data corresponding to the beginning of the sequence
sent by Alice. From the index kstart and the number of symbols at BobÕs, we can generate the full
bit string that was sent by Alice. We compare this bit string wi th the one at BobÕs and measure the
BER as the ratio of errors over the total number of bits. After this step, we begin the quantum data
DSP.

6.3.2 Down sampling

The Þrst step in the quantum data processing is transposing our set of samples{ q(n)} n acq
n =1 in a set of

symbols. Since we want to use the phase and frequency estimators derived on the classical channel to
correct the quantum data, we must make sure to preserve an equivalence between the two channels.
Recall we discarded 10 000 symbols -initially 50 000 samplessince we have 5 samples per symbol- on
the classical channel corresponding to the CMA training sequence. In order to preserve the equivalence
between the data streams, we must also discard 50 000 sampleson the quantum channel. However
we conserve the notationnacq for simplicity here.
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Figure 6.15: Schematic representation of the guided down sampling method. From the beginning of
the classical sequence, we Þnd the sample corresponding to the beginning of the quantum sequence.
The optimal sample choice for the Þrst quantum symbol is located at constant distance! samp of this
sample. We can then sample the full quantum sequence starting from the Þrst symbol.
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We down sample the signal fromf acq /f q = nsa,q = 80 samples per symbol to 1 sample per symbol.
Since we clearly oversample the quantum channel, our approach is to select the one sample closest to
the optimal sampling instant. For this we have di" erent methods discussed below.

Guided down sampling. Assuming the synchronisation between both channel holds, the begin-
ning of the quantum sequence matches the beginning of the classical sequence. Hence the position of
the optimal sample for the Þrst quantum symbol should be the same relative to the Þrst classical symbol
over multiple acquisitions. We illustrate this idea in Þgure 6.15 and describe the process here. First we
know the index kstart corresponding to the beginning of the classical data sequence. Therefore we know
that the Þrst sample of the quantum sequence isq(nsa ( kstart ). Since the channels are synchronised,
the optimal sample for the beginning of the quantum sequenceis ÷q(sstart ) = q(nsa ( kstart + ! samp )
where the optimal shift ! samp is constant over multiple acquisitions. We can then create the set of
quantum symbols by taking everynsa,q sample forward and backwards to generate the set of quantum
symbols { ÷q(s)} n symb,q

s=1 .
The question remains on how to gain knowledge of! samp . To do this we run the protocol once

operating the quantum signal in the classical regime. When the classical DSP is Þnished, we try all
possible values for! samp ' { 0, nsa,q $ 1} and select the value which minimizes our error function. Said
error function is inspired from the CMA in classical coherentcommunications as we look to minimize
the intra-symbol variance of the signal modulus. When Aliceemploys a QPSK modulation this is easy
: since all the symbols of the constellation have the same modulus, we simply select the sample which
minimizes the variance of the signal modulus. When the PCS-64QAM constellation is employed, we
must Þrst group the sequence of symbols at BobÕs depending onwhich symbol was sent by Alice.
Then we take the value of! samp which minimizes the average variance of the modulus of all symbols
in the sequence corresponding to the same 64-QAM symbol sentby Alice.

Pulses. The second way to down sample the signal is to carve pulses on thequantum signal
instead of operating the channel with continuous-wave light. This way, we can simply select the one
out of nsa,q possible samplings which maximize the detected power.

Exhaustive search. The Þnal downsampling approach is simply to test all downsampling pos-
sibilities (among nsa,q = 80) and select the one which provides the best excess noise measurements.
While computationally intensive, this method is useful to verify whether the system behaves as we
expect.

During the course of this work we Þrst modulated the quantum states according to a QPSK modu-
lation, and then scaled up the constellation to a PCS-64QAM. Inthe case of the QPSK modulation we
used exclusively the guided down sampling method. This methodfunctions regardless of the quantum
signal power thus it can e" ectively down sample a very low-intensity signal, as is required for the secu-
rity of QKD using a QPSK modulation. When we shifted to the PCS-64QAM, we continued using the
guided down sampling but also veriÞed our results with the exhaustive search. The implementation
of pulses is ongoing at the time this is written.

6.3.3 Frequency and phase correction

Following downsampling, we use the frequency and phase estimators computed on the classical channel
to correct the quantum data. First the frequency o" set is corrected as

÷q(s) := ÷q(s) ( exp
$

$ j 2s)
öf !

f q

%
. (6.25)

Then we proceed to the phase correction. Given the set of classical symbol phases{ $k } n symb

k=1 , we
average the$k over groups of lengthf c/f q = 16 in order to produce the set of quantum symbol phases
{ . s} n symb,q

s=1 . We then correct the quantum data phases :
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Figure 6.16: (left) Phase evolution of the classical and quantum signals over time after compensation
of the frequency o" set öf ! . We observe there remains a frequency o" set between both channels which
induces a rotation of the constellation points showed in inset. (right) We show the same graph after
using our residual frequency o" set compensation algorithm. It e! ciently compensates the residual
o" set therefore correcting the constellation rotation such that we can clearly observe the 4 QPSK
symbols.

÷q(s) := ÷q(s) ( exp($ j . s). (6.26)

Ideally the carrier recovery for the quantum signal would endhere. However we observe that there
remains a residual frequency o" set in the quantum data which causes a rotation of the constellation
and considerably increases the excess noise estimation. Tosee this consider the left graph of Þgure
6.16. Here we operate both channels in the classical regime and we perform the full DSP of the
classical channel. Then we down sample the quantum signal and correct the frequency o" set with the
estimator computed on the classical channel. Since both channels are operated in the classical regime,
we can use the Viterbi & Viterbi phase estimation algorithm on both channels to compare their phase
evolution over time. We see that there is a time-dependant linear o" set between the phases on the
quantum channel and on the classical channel, which corresponds to the residual frequency o" set we
mentioned. The inset shows the QPSK constellation we obtain after the DSP step of equation 6.26,
illustrating the rotation of the constellation points.

Cause behind the residual frequency o ! set. We can understand this phenomenon by return-
ing to the beginning of the classical DSP. We start by backshifting the classical channel by 3 GHz
such that the central frequency of classical and quantum data matches, this way the frequency o" set
estimator computed on the classical channel will also be the frequency o" set for the quantum signal.
However this assumes that the di" erence in the central frequency of the quantum and classicalspectra
is exactly 3 GHz. In reality the AWGs do not have a common clock reference with the oscilloscope
used for the measurement, therefore what is 3 GHz for the clockreference at Alice can appear to be
di" erent with the clock reference at BobÕs.

Besides the reference clock di" erence, another cause to the residual frequency o" set is caused by
the clock jitter in AliceÕs system. The stability of clocks inelectronic devices, which is never perfect,
is usually expressed inparts per million or ppm. This quantiÞes the average di" erence of the number
of samples the device outputs compared to the ideal case overa million samples. Our reference clock
at Alice has a precision of 1 ppm, which means that our output signal has a frequency precision of
10%6. Therefore we achieve our target frequency shift of 3 GHz with aprecision of 3 kHz.
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Figure 6.17: The residual frequency o" set compensation algorithm exploits the parameter estimation
phase of the QKD protocol. Bob performs a +5 Hz and a -5 Hz incremental rotation of his data
until he reaches a local minimum for the excess noise estimator. When he does, the total frequency
correction performed on his data is the residual frequency o" set.

Correcting the residual frequency o ! set. This problem is unavoidable in all architectures
for which the quantum carrier frequency is estimated from a frequency multiplexed signal. To solve
this, we found in the literature [84] a method consisting in sending two pilot tones instead of one.
By estimating the frequency o" set between both pilots the authors track the clock ßuctuations and
correct the frequency o" set term. However we propose a new approach to this problem without the
need to engineer additional reference signals. We exploit the parameter estimation phase of the QKD
protocol. Instead of revealing his symbols at the same time than Alice, Bob uses the information
disclosed by Alice to correct the frequency o" set in his data. He does this by implementing a± ! f

incremental frequency shifts to his constellation, looking to minimize the excess noise estimator. While
the excess noise estimator decreases he continues rotatinghis data until he reaches a local minimum.
For our work we chose! f = 5 Hz since we did not notice any particular advantage when increasing
the granularity of the search. This algorithm is representedin Þgure 6.17. The right graph in Þgure
6.16 shows the phase evolution of classical and quantum signals after correction by our algorithm. We
observe it matches for both channels, and e! ciently corrects the distortion of the constellation, which
is showed in inset.

Residual phase o ! set. After all impairments have been corrected, there remains a phase o" set
on the quantum constellation. This is easily corrected usinga method similar to the residual frequency
o" set compensation algorithm. We rotate all quantum symbols by an incremental phase shift until
the excess noise estimator is minimal.

6.3.4 Parameter estimation

The goal of the parameter estimation is to compute an estimator for the excess noise over the trans-
mission.

Excess noise estimator. Let us denote the sequence of symbols sent by Alice by{ ÷a(s)} n acq /n sa,q
s=1

where each symbol is the realization of a random variableA with variance VA in SNU. The theoretical
variance of BobÕs data is given from the di" erent experimental parameters as

VB =
T
2

VA + 1 + - el +
3
2

. (6.27)

By taking the conditional variance of BobÕs data, we Þnd the following relation to express the
excess noise

3 = 2 ( (VB |A $ 1 $ - el ). (6.28)
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Figure 6.18: Evolution of +ö* as a function of the number of blocks averaged to buildö3. We can
increase precision of the excess noise estimation by concatenating several blocks.

We build the excess noise estimator by replacing the theoretical values above by the corresponding
estimators. We compute öVB |A by taking the intra-symbol variance of BobÕs data. This amounts to
grouping the quantum symbols based on the symbol sent by Alice to generate the group of symbols
Qa = { ÷q(s)/ ÷a(s) = a} . There are therefore 4 groups when we use the QPSK modulation and 64 groups
for the PCS-64QAM modulation. Then we can compute the conditional variance of the quadratures
given symbol a was sent öVB |A = a = Var(Re[Qa ]) = Var(Im[Qa ]). Finally we obtain the conditional
variance estimator given by

öVB |A =
!

a

p(a)VB |A = a , (6.29)

where the p(a) are the experimental probabilities for each symbol equal to1/ 4 for the QPSK
modulation format and displayed in Þgure 6.4 for the PCS-64QAM modulation format.

Precision of the excess noise estimator. The overall precision of our excess noise estimation
depends on the one hand of the statistical e" ects in the estimation of öVB |A and on the other hand on
the precision on the shot-noise calibration. We discuss these here.

¥ Statistical precision of öVB |A . Similarly to the methodology we detailed for the shot-noiseestima-
tion, the estimator of öVB |A can be approached by a Gaussian random variable with mean value
VB |A and variance 2

n q
V 2

B |A wherenq is the number of quantum symbols used for the estimation.
Considering the excess noise is orders of magnitude below theshot-noise, and using our previous
approximation of - el = 0 .1 SNU, let us approximate the variance due to statistical e" ects of
öVB |A , expressed in SNU2, as :

Var( öVB |A )stat =
2
nq

( 1.21. (6.30)

¥ Precision on the shot-noise calibration. Since we are in shot-noise units, subtracting the con-
tribution of the shot-noise to the total noise is achieved by subtracting 1 SNU. This can be
misleading because it looks as if we can always subtract the contribution of the shot-noise when
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in reality the variance in the shot-noise calibration is transferred to the excess noise measure-
ment. This term dominates the precision on the electronic noise measurement such that the
variance of the excess noise estimator due to imperfect calibration is expressed as :

Var( ö3)calib = 4 ( Var( ! öN0), (6.31)

In total, the variance of the excess noise estimation is the sum of the variances induced by the
statistical e" ect and by the calibration, such that

Var( ö3) = 4 (
&
Var( öVB |A )stat + Var( ! öN0)

'
(6.32)

Let us now investigate the precision we can achieve over one acquisition and by averaging multiple
acquisitions. In one acquisition with 10 Mpts we havenq = 124 375 symbols, which yields, according
to 6.30 and to the variance of! öN0 determined experimentally in Þgure 6.11, the standard deviation
for the excess noise estimator :

+ö* ch
= 0 .0095 (6.33)

This value can be improved upon by averaging excess noise estimators over multiple blocks, which
will result in dividing the standard deviation of ö3 by the square root of the number of blocks. We give
the evolution of +ö* as a function of the number of blocks in the Þgure 6.18.

6.4 Parameter optimisation and results

Now that we have described how to operate the joint quantum and classical coherent communication
experiment, let us discuss how we chose our experimental parameters for both experiments and the
results obtained

6.4.1 Quantum channel power

The modulation variance VA used on the quantum channel should be chosen as to maximise the
key rate. This value greatly depends on the modulation formatemployed, but also on the targeted
distance and on the expected excess noise. In Þgure 6.19 we plot the theoretical key rates for both the
QPSK and PCS-64QAM formats for di" erent distances. The plot for the QPSK modulation, which is
obtained via solving the SDP deÞned in reference [52], was also taken from this reference. We plotted
the data corresponding to the PCS-64QAM format using code provided by the authors of [48].

QPSK. Using the QPSK modulation the optimal coherent state amplitude is of about & = 0 .5
at 20 km corresponding toVA = 2&2 = 0 .5. We will operate our experiment over 15 km, hence the
optimal value of VA is possibly higher. However we observe it does not vary very much which the
distance when looking at the plots for the larger distances of50, 80 and 100 km. We will assume0.5
is the optimal modulation variance in our case.

PCS-64QAM. Compared to QPSK, the PCS-64QAM format tolerates larger modulation vari-
ances. It seems the optimalVA in this case is aroundVA = 5 and does not depends very much on the
distance and on the excess noise in the range of parameters investigated.

6.4.2 Classical channel power

After optimising the quantum channel modulation variance, we investigate the e" ect of the classical
channel on the performance of the protocol. The power of the classical channel,Pc, has a threefold
impact we discuss below.
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Figure 6.19: (top) Key rate per symbol using the QPSK modulation versus the coherent state am-
plitude. Plot taken from reference [52]. The excess noise at Alice was set at3A = 0 .01 SNU, hence
the excess noise at BobÕs is deÞned by3B = 10%0.02* d3A where d is the distance. (bottom) Key rate
per symbol using the PCS-64QAM modulation versus the modulation variance for 3 values of excess
noise, deÞned at Alice.

Leakage on the quantum channel. The classical channel is multiplexed in frequency and
polarisation with the quantum channel. However the components used to polarisation multiplex both
signals, for example the PBS and the dual-polarisation I/Q modulator, have a Þnite polarisation
extinction ratio (PER). This means there is necessarily some power from the classical channel which
will leak on the quantum channel and generate excess noise. In addition to the Þnite PER, the
components set manually always su" er from slight misalignment from their optimal position whic h
generates more leakage from one channel to the other. The frequency o" set between both channels
generates additional extinction by shifting the classicaldata outside of the bandwidth of the quantum
receivers, but unfortunately the classical channel will still generate excess noise on the quantum signal.
We can write the excess noise due to the leakage of the classical channel, noted3leak , in a general way
as

3leak = ecqPc (6.34)

whereecq is a parameter representing the total extinction between the channels, which is in general
not constant during the course of the experiment due to shifts in polarisation and the free-running
signal and LO which modiÞes the frequency o" set and hence the extinction obtained via the frequency
degree of freedom.

In the Þgure 6.20, we plot the value of3leak for di" erent values ofPc by regularly calibrating the
LO frequency o" set and the polarisation controllers. This plot highlights the linear relation between
Pc and 3leak and gives some insight as to what value of3leak we should expect.

Precision of phase recovery. The phase recovery procedure is performed on the classical data
for both the classical and quantum channels. Its goal is to provide an estimator ö$ for the relative
phase between signal and LO$. The precision of öphi depends on the noise on the classical channel
during the Viterbi & Viterbi phase recovery algorithm, +2

c , and on Pc. It can be written as [20]
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Figure 6.20: Excess noise due to the leakage of the classicalsignal on the quantum data. To plot this
graph we cut the modulation on the quantum channel and compared the noise levels -in SNU- with
and without the classical signal.

! $ =
+2

c

Pc
, (6.35)

where ! $ = Var($ $ ö$) is the variance of the residual phase after correction and isinversely
proportional to Pc. In the case of small! $ this can be translated into a quadrature variance on the
quantum channel as

3phase = T VA ! $. (6.36)

Therefore the excess noise due to imperfect phase recovery isinversely proportional to Pc. From
the results obtained in Þgure 6.20, we can determine an approximately optimal value of Pc based on
the measured excess noise. If the leakage noise is dominant,i.e. the measured3 is approximately
equal to the expected leakage noise, then it means we should reduce thePc. On the other hand if we
Þnd excess noise values much larger than the expected leakage noise, then we should increasePc to
reduce the imperfect phase recovery noise.

Classical BER. The BER on the classical channel is directly correlated toPc. Since we are
designing a joint classical and quantum communication system we must insure that we provide reliable
classical communications. A particularly useful tool for this is forward error correction (FEC) which
consists in introducing some redundancy bits in the communication to correct any errors below a
certain threshold. To be conservative, we assume a raw BER of10%2 can be corrected with a 20%
overhead on the data. Hence we will assume that if we achieve anexperimental BER below this
threshold we have achieved reliable classical communications.

6.4.3 Results

We operated our hybrid classical and quantum communicationsystem during one hour and measured
the classical BER and the excess noise on the quantum channel. The set of parameters, measurement
results and expected key rates are displayed in the table 6.2. The excess noise for each modulation is
taken as the average over all measurements, which are plottedin the Þgure 6.21.

Discussion. We performed two experimental demonstrations of a joint quantum and classical
transmission over one Þber, using either a PCS-64QAM or a QPSKmodulation format on the quantum
channel. We exploited the Þxed phase and frequency relationbetween classical and quantum channels,
due to them originating from the same laser, to perform the DSP on both channels using the estimators
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QPSK PCS-64QAM
VA (SNU) 0.5 5
Pc (dBm) -30 -22

distance (km) 15 10
3 (SNU) 0.009 0.0212

- el (SNU) 0.09 0.09
BER 1.10%4 # 1.10%7

Key rate (Mbps) 14 18.5
Security proof [52] [48]

Finite-size e" ects No Yes

Table 6.2: Comparison of the parameters used and experimental results for both experiments with
di" erent modulation formats on the quantum channel.

Figure 6.21: Excess noise measurement performed during onehour with the PCS-64QAM format (left)
and the QPSK modulation format (right) on the quantum data. E ach point is the average excess noise
taken over 3 blocks of 124375 symbols. The statistical error bars at 3 + are displayed.
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computed on the classical channel. Hence, we did not need to generate dedicated pilot tones to solve
the carrier recovery problem on the quantum channel.

With the QPSK modulation, we had to set the quantum channel power to an extremely weak
value of VA = 0 .5 in order to stick to the optimal values of the security proof used. In this regime the
phase noise is not as dominant as for higher values ofVA therefore it was advantageous to operate the
experiment with a low value of Pc to minimise 3leak which we expected would play a signiÞcant role
in our total excess noise measurement. With the chosen classical channel launch power ofPc = $ 30
dBm, the BER is below the FEC threshold therefore reliable classical communication is achievable at
rate 3.2 Gbps assuming a 20% FEC overhead. Our low average excess noise of 0.009 SNU allowed us
to infer our secret key rate of14 Mbps from the data provided in reference [52], which we transposed
in this manuscript in the Þgure 4.2 (left). This Þrst experiment yielded encouraging results of a joint
classical and quantum communication system over the same Þber and importantly of the beneÞts
the classical channel could provide upon the quantum data. Beyond the carrier recovery, important
synchronisation information was also retrieved from the classical data which enabled the sampling of
the very weak quantum signal.

However a few frustrations remained as to the regime of parameters used for the experiment. First,
the very weak value of VA insures that at larger distances the SNR will essentially go to 0 and no
secret key will be obtainable. Also the very high sensitivity of the key rate to the excess noise value
causes the secret key rate to vanish when we take into consideration the worst-case estimator in the
Þnite-size regime. Finally, the classical channel was operated at a very low power, far from typical
values observed in coherent communication systems. Duringthe course of this thesis, new security
proofs [48] provided tools to easily compute key rates for arbitrary modulations and showed that key
rates approaching the Gaussian modulation could be achieved using the PCS-QAM format with a
limited number of states, starting from 64. Hence we set out improve the range of parameters used
in the experiment with this modulation format.

With the PCS-64QAM format, the optimal value of VA = 5 is 10 times what is was previously. This
means, according to our model 6.36, that the phase noise will play a signiÞcant larger role compared
to before. We increasePc by a factor , 6 to mitigate the increase in 3phase but induce additional
3leak by doing so. Therefore we naturally obtain a larger value of3 = 0 .0212SNU in this regime, but
this is tolerated by the security proof. Our experimental data is compatible with a secret key rate of
18.5 Mbps with the worst-case estimator and the privacy ampliÞcation penalty due to the Þnite-size
e" ects. Although we had to reduce our communication link to 10 km to maintain a positive key rate
in the Þnite-size regime, our results are compatible with a key rate of 44 Mbps at 15 km and enable
key distillation up to approximately 40 km in the asymptotic regime. These results prove that hybrid
quantum and classical systems can coexist and be designed such that they are beneÞcial to the QKD
channel. Future designs of joint systems could even use the secret key obtained during the QKD
protocol to encode some of the classical symbols leading to symbiotic operation of joint quantum and
classical communications.

6.4.4 Improvement perspectives

The results presented here constitute an encouraging proof-of-concept of the designs of hybrid com-
munication systems. For future work, we strongly believe these results can be improved on, perhaps
drastically, by exploring a few direction we would like to discuss here.

Polarisation control. A Þrst step towards improving the experiment would involve deploying au-
tomatic polarisation controllers at Alice and BobÕs in order to maintain the SOP at the optimal setting
over the course of the transmission. This is crucial not only for performance, but also for consistent
repeatability of the experiment and e! cient optimization of the other experimental parameters.

Synchronisation. We believe the synchronisation of the two AWGs generates instability and
perhaps additional noise. First, the fact that AWG2 emits periodically makes it rather di ! cult to
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Figure 6.22: To plot this graph we ran several iterations of the acquisition loop. When it came to
down sampling the quantum data, we computed the excess noise for every sample before and after the
optimal sampling instant determined during the guided down sampling. Then we plotted the results
as a function of the sample used for the rest of the DSP. Here each color corresponds to one acquisition.
We centered the optimal sampling instant at 40 samples. We observe that the true optimal sampling
instant -for which the excess noise is minimal- is not consistently at 40 samples, but rather ßuctuates
around this value.

adapt the voltage biases to the drifts in the IQ modulator. This is because we tune the biases based
on what is observed on the optical spectrum analyser, therefore if the signal alternates between on and
o" it is impossible to achieve a Þne tuning. Hence we often perform the experiment with a stronger
residual carrier than what is possible with our modulator, which undoubtedly generates noise on
the quantum channel, especially when it is the Y-polarisation setting that drifts since that is the
polarisation allocated to the quantum data. The e" ect of the drifts in the optimal voltage biases for
the IQ modulator can be seen in the Þgure 6.6.

Another e" ect of the periodic emission of the AWG2 is that this adds a delay between a shot-noise
estimation and a data block estimation, since we must wait for the AWG2 to emit after the shot-
noise block was acquired. This time-delay increases the variance of the shot-noise estimator! öN0 and
therefore increases the ßuctuations in the total experiment. Continuous emission and synchronisation
would solve both these problems as we could set the voltage biases during the experiment because
the spectrum would be constant and we could perform the data acquisition, following the shot-noise
estimation, as soon as the oscilloscope is ready to acquire another block.

The second detrimental e" ect stemming from the synchronisation is that it seems like the optimal
sampling instant for the quantum data relative to the classical channel is not constant over time like
we thought. This is illustrated in the Þgure 6.22. If perfect synchronisation was achieved at Alice,
it is possible some ßuctuation of the optimal sampling instant would remain of the order of a couple
samples, perhaps up to 5 samples corresponding to a classical symbol duration. However we observe
that the optimal sampling instant can vary over more than 3 or 4 classical symbols over successive
acquisitions. We believe this is due to a synchronisation problem and that the it would disappear if
we could operate one AWG with 4 outputs for the I and Q components of both polarisations.

Filtering Also from Þgure 6.22 we can observe the strong coherence between two successive
samples, since the sampling time (20 GHz) is much higher thatthe system variations (350 MHz).
Therefore it should be possible to build a Þlter, in the spirit of a FIR Þlter discussed in 5.4.1, to build
our quantum symbol from several samples. We believe this could mitigate some noise but the question
of how to design the Þlter remains open.

DSP. A Þnal point of improvement for this work would be the deployment of DSP routines which
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perform better than the ones employed here. In particular for carrier recovery, machine learning has
been shown to perform better than other methods [85] and has already been applied to improve the
performance of CV-QKD protocols [82].

6.4.5 Conclusion

The experimental work proposed here demonstrates that the design of hybrid communications systems
can be beneÞcial to the quantum communication since e! cient carrier recovery can be performed on
the classical channel. As a bonus, the classical channel also provides all the information needed to
downsample and synchronise the transmitted and received sequence. We strongly believe the results
displayed here can be improved upon signiÞcantly by implementing the leads discussed above, which
promises even better results in the future. In general, performing QKD on classical communication
links is challenging, hence building classical and quantumcommunication systems together can give
more tools to optimize the secret key rate and the classical communication rate.
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Chapter 7

Covert quantum key distribution
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In the previous section we demonstrated a proof-of-principle experiment for joint quantum and
classical communications based on exploiting the coexistence to beneÞt both channels. In particular
we showed that the classical channel can provide good estimators for the quantum phase and frequency
recovery and we also suggested that the secret key obtained via the QKD protocol could be used to
encrypt a fraction, if not all, of the classical symbols.

In this chapter we discuss another way to beneÞcially harnessthe coexistence between channels.
In layman terms, we investigate how to "hide" the quantum signals in the noise generated by classical
channels such that it is indistinguishable from backgroundnoise for an eavesdropper. This provide an
interesting new security primitive to the quantum communication system : covertness.

7.1 Introduction to covert communications

Covert communications consist in making the communication indistinguishable from background noise
for anyone except the legitimate receiver. The motivation behind this security primitive can stem from
the metadata leaked during a communication protocol that can be security sensitive. Actually there
exists communication scenarios (e.g. in a dictatorship) where the mere fact of communicating between
two parties must be concealed, for security reasons. In particular the realisation of a QKD protocol,
aimed at providing ultra-secure keys for extremely sensitive communications, may attract even more
the attention of the "dictator" than classical communicati ons. In this case the dictator, Eve, could
potentially correlate the realisation of the QKD protocol t o the intentions of Alice and Bob. It is
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Figure 7.1: Covert communication setup : Alice either communicates or not with equal probability.
The communication is comprised ofn states. In both scenarios, thermal channel noise is present and
is outside of EveÕs control. For this reason we represent thethermal noise inside AliceÕs lab. Also,
Alice and Bob share a secretK before starting the protocol.

therefore interesting to investigate how we can prevent Evefrom knowing that Alice and Bob are
running a QKD protocol, i.e. whether QKD can be run in a covert manner.

Setting for covert communications. A covert communication protocol can be described as
follows. Alice and Bob are linked by a quantum channel over which the average state transiting from
Alice to BobÕs is denotedö" 0. This state is called the idle state and corresponds to the background
noise on the channel. During the communication phase Alice will send a total of n symbols to Bob.
The average state on the channel during the communication is written ö" ) n

1 . We assume that from
Eve perspective it is equally likely for Alice to communicate or not during a given time interval, hence
for her the states ö" ) n

0 and ö" ) n
1 are equally likely. The communication is said to be! -covert, where

! > 0, if we can bound the probability that Eve can distinguish between these two states by

Pe * 1/ 2 $ ! . (7.1)

The factor ! is called the detection bias. We give a depiction of the setting of a covert communi-
cation protocol in the Þgure 7.1.

Important results of covert communications. The main result in the Þeld is the so-called
"square-root law" which states that the number of covert bits t hat can be transmitted scales asO(

)
n)

[86]. The intuition behind the square-root law is the mathematics of statistical testing and the central
limit theorem insuring that EveÕs observations will have uncertainty of magnitude 1/

)
n. Covert

communications have been investigated against a classical[87, 88, 89] and even a quantum adversary
[90, 91]. In both cases the square-root law holds. In addition these works have put into light two
prerequisites to any covert communication scheme :

1. There must be some noise outside of adversarial control.

2. Alice and Bob must share some secretK of su! cient length before the protocol.

These two conditions can be well understood intuitively. The Þrst stems from the fact that if all
the noise is due to Eve, then she could suppress the noise and therefore detect the communication
with a basic power test using perfect detectors. This contrasts with the golden standard of QKD
where all noise is attributed to the eavesdropper and we will discuss further how we envision covert
QKD in this context. The second point is necessary for Alice and Bob to retrieve information from
the noise-like signal and we will give an example below of how the shared secret is used.
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Covert QKD. A crucial question for covert QKD protocols is whether a covert QKD protocol
can generate more secret key than the one used by Alice and Bobduring the protocol. Previous
works [92, 93] have worked towards designing covert key expansion protocols with ! -covertness and
5-security such that this is the case, but only achieve a limited range of channel parameters which are
not useful in practice.

Another approach was investigated in [94], where the authorsmodify a discrete-variable BB84
protocol so that the communication is also covert. They achieve this by spreading the communication
states over a large transmission interval and attribute to each time-bin a qubit transmission probability
q << 1. In this case the communication state from EveÕs perspectiveis the mixed state (qö" 1 + (1 $
q)ö" 0)) n which can be be made arbitrarily close to the idle state by decreasing q. The secret shared
by Alice and Bob designates the time bins containing the signal so Bob can perform his regular QKD
measurement. However the shared secret length necessary toidentify the signal time-bins dominates
the amount of covert secret bits that can be produced. The authors therefore rely on a computational
solution to distribute the shared secret, in the form of Pseudo-Random Number Generators (PRNGs).
This leads to a hybrid protocol where the distilled key has the same information-theoretical security
(ITS) than a regular QKD protocol -because the keyrate analysis supposes Eve knows the time-bins
containing QKD states- while its covertness is insured underthe two conditions that the shared key
generated via the PRNG is unknown to Eve and that the noise usedfor covertness is in fact outside
of her control.

We believe this hybrid computational/ITS approach to covert Q KD is the most practical approach
towards designing such systems, but has not been investigated in the case of CV-QKD. As we discussed
in section 4.4.3, these protocols are promising candidatesfor QKD in a WDM environment where
unavoidable Raman noise will hinder the keyrate but could be used to achieve covertness [95]. If
successful our results would provide another way to harnessthe coexistence between quantum and
classical data and pave the way towards new designs of joint communication systems.

In the next section we begin by deriving a condition on the modulation variance of the quantum
data so that the communication is ! -covert. We show that covert CV-QKD without using some shared
secret to give an advantage to Alice and Bob does not allow to share a covert secret key. Hence we
move on in the next sections to derive a way to harness the shared secret resource for CV-QKD
systems, but show that the square-root law still limits the amount of covert and secret bits that can
be transmitted. Then, we propose practical models where the square-root law can be relaxed and
therefore in which covert QKD is easily achievable.

7.2 Covert analysis of CV-QKD

Let us investigate the conditions under which the PM states sent by Alice obey the ! -covertness
condition of equation 7.1.

7.2.1 From QKD parameters to idle and communication states

In this work we will focus on the case Alice and Bob use the GG02 protocol, described in 4.1.1, where
Alice uses modulation varianceVA and Bob measures excess noiseT3A . Compared to our previous
convention to deÞne the excess noise at the channel output, here we will see it is more practical to
deÞne it at the channel input to perform the covert analysis.

We make the additional assumption that the channel noise is due to a thermal state with mean
photon number ønth . This is convenient for the rest of the analysis since the average state in the GG02
protocol can also be written as a thermal state with mean photon number ønA . The relation between
QKD parameters and mean photon number is given by [20]
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VA = 2ønA , (7.2)

3 = 2ønth .

The innocent and communication states are therefore written as :

ö" ) n
0 =

$ &!

i =0

øni
th

(1 + ønth )1+ i |i ! " i |
%) n

. (7.3)

ö" ) n
1 =

$ &!

i =0

(ønth + ønA ) i

(1 + (ønth + ønA ))1+ i |i ! " i |
%) n

. (7.4)

7.2.2 Condition on VA for ! -covertness

To Þnd the desired condition onVA we look to bound the probability of Eve discriminating between the
innocent and communication states. Her best strategy is to build a binary POVM ( ö' 0, ö' 1) to perform
her discrimination. She can make two types of errors while doing this. The Þrst is when she raises a
false alarm, also called a type I error in statistical testing. The second is when she misses detection of
the communication state, or type II error. Let PFA and PMD be the respective probabilities of these
events. We can express these quantities as

PFA = Tr
5ö' 1 ö" ) n

0

6
, (7.5)

PMD = Tr
5ö' 0 ö" ) n

1

6
. (7.6)

Since we assumed communication and idle states were equallylikely from EveÕs perspective, we
can write the total error probability we are looking to bound as

Pe =
1
2

(PFA + PMD ). (7.7)

Combining (7.5) and (7.6) into (7.7) and substituting ö' 1 = öI $ ö' 0 gives

Pe =
1
2

$
1
2

Tr
5ö' 0(ö" ) n

0 $ ö" ) n
1 )

6
. (7.8)

The term on the far right can be successively bounded by the trace distance and the quantum
relative entropy 1 [96] which Þnally gives :

Pe *
1
2

$

)
1
8

D(ö" ) n
0 || ö" ) n

1 ) (7.9)

A nice property of the quantum relative entropy is that it is a dditive for tensor product states [96].
Hence given the equation above we Þnd that the condition

D(ö" 0|| ö" 1) <
8! 2

n
(7.10)

Is su! cient to insure the ! -covertness condition of equation 7.1. The quantum relativeentropy
between these states can be shown to be upper bounded by (for derivation see annex A) :

D (ö" 0|| ö" 1) #
øn2

A

2ønth (1 + ønth )
(7.11)
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Figure 7.2: Total number of covert and secret bits (n ( r ) obtained via the covert GG02 protocol with
the constraint in equation 7.12. We run the simulation over both parameters 3 and n to show that
there is no good regime allowing a signiÞcant amount of bits tobe obtained. This plot constitutes
an upper-bound to what can be achieved in practical scenariossince the transmittance was taken
as T = 0 .99 and performance decreases withT. Also, the detection bias was set to a high value of
! = 0 .1.

Finally, combining (7.10) with (7.11) and replacing the mean photon numbers by the QKD pa-
rameters given by 7.2 gives the threshold valueV covert

A under which the communication is ! -covert
:

VA #
8!

2
*
2 (1 + *

2 )
)

n
= V covert

A . (7.12)

It is interesting to understand how the constraint above impacts the performance of the QKD
protocol. Since the number of QKD states plays a role in equation 7.12, instead of the secret key rate
r given in 4.7, we use the total number of covert secret bits transmitted given by

nbits = r ( n (7.13)

as the metric of performance of the protocol.
In the following, we investigate the performance of the protocol by simulating the value of nbits

over a range of parameters. We begin by settingT and ! to optimistic values, such that our results
will constitute an upper bound to what is achievable with realistic parameters. Since the secret key
rate decreases withT, we set T = 0 .99, a high value corresponding to a transmission distance of
, 200 meters. For the covert parameter! , we chose a high value of! = 0 .1 in order to tolerate more
photons on the quantum channel according to 7.12. This detection bias represents an advantage of
20% for Eve compared to a random guess when she is trying to detect the communication. Therefore
this value is arguably high to claim covertness.

With these values of T and ! , we plot in Þgure 7.2 the value ofnbits by varying 3 and n. Above
a certain value for 3 the key rate falls to zero because the excess noise is too high. Similarly, above a
threshold value for n the key rate falls to zero because there are not enough photons per QKD symbol.
Hence the results obtained in the numerical simulation of Þgure 7.2 constitute an upper bound to the
performances of the covert QKD protocol over all realistic parameters.

1The quantum relative entropy, noted D here, is the quantum equivalent to the KullbackÐLeibler dive rgence, which
is a measure of the distance between two statistical distributions. T he quantum relative entropy of state %relative to
state & is given by D (%||&) = Tr

!
%(log %! log &)

"
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We Þnd a maximal value ofnbits 3 6.10%3. Therefore we conclude that the constraint 7.12 onVA

is too strong to achieve any kind of useful covert secret key distribution, and that covert CV-QKD is
essentially impractical without some additional resource for Alice and Bob. This was to be expected
since a well-known prerequisite for covert communications is the use of a shared secret between Alice
and Bob, and we did not exploit this resource here. In the next section we discuss how the shared
secret can be used to improve these performances.

7.3 A shared secret as a resource for covert CV-QKD

To the best of our knowledge, all existing studies on covert communications utilize some sort of
secret shared between Alice and Bob. Based on the results displayed in Þgure 7.2 such a resource is
mandatory for covert CV-QKD. It is therefore crucial to unders tand how one could use the shared
secret to provide Alice and Bob with an advantage.

In reference [94] the authors spread the signal over a large transmission interval. This should
always provide some way to increase the system performancessince the communication state can
be made arbitrarily close to the idle state by decreasingq, the probability to send a QKD state in
each time-bin. What is particularly interesting in this app roach is that the shared secret used to
encode the communication time-bins has computational security, yet the QKD security can be fully
guaranteed even if Eve perfectly knows the time-bins containing the quantum states. Hence their
covert QKD protocol is a hybrid protocol from a security perspective, where the covertness is insured
with computational security while the key is guaranteed secure regardless of the covertness.

Another interesting usage of a shared secret resource is as acodebook, as is described in the
supplementary material of reference [90]. In this casek bits are encoded in2k codewords of lengthn
symbols, where the set of codewords can be written as{| &1, ..., &n ! j } 2k

j =1 . The codebook is constructed
by generating the codewords such that each&i is generated along the complex Gaussian distribution
as in the GG02 QKD protocol. From EveÕs perspective the codewords are equivalent to a tensor
product thermal state over the n modes since she does not have access to the codebook. Howeverit
is not clear if in this case we can perform covert CV-QKD in the hybrid security model where the
codebook has computational security. For this we must guarantee that revealing the codebook will
not lead to security loopholes in the QKD protocol, and further investigation over this question is
necessary. However we leave this for future work.

For covert CV-QKD applications, we require a shared secret usage that is compatible with CV-
QKD implementation and does not hinder the security of the underlying key distribution protocol.
We propose a way to do this in the next section.

7.3.1 Block-coherent encoding

Our proposal stems from the observation that the limiting factor in the the covert setting is the SNR.
Therefore, one way to enable covert QKD would be to increase the SNR while maintaining the covert
condition of 7.12. Notice that the square-root law imposes that the number of photons per mode, over
m modes, scales as1/

)
m. However when we coherently combine photons scattered overm modes

into a unique mode, the power in the resulting mode ism times the average power in each mode.
This suggests that a coherent gain of

)
m on the signal power received by Bob can be obtained by

combining the power ofm modes at BobÕs while maintaining covert communications. We precise this
idea below.

Let Alice sends her QKD states overn ( m modes with mean number of signal photons per mode
of ønA /m . We denote ö" s the average state in each mode in this case which is the thermalstate with
mean photon number øn0 + ønA /M . Now suppose Bob has a unitaryU acting on ö" ) nm

s such that

U(ö" ) nm
s ) = ö" ) n

1 & ö" ) n (m %1)
0 , (7.14)
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where ö" 0 and ö" 1 are the idle and communication states deÞned in 7.3 and 7.4. Then Bob can useU
to transform the state ö" s received and perform his QKD measurement on the Þrstn modes ö" ) n

1 with
an average ofønA signal photons per mode. In this case the covert analysis mustbe conducted with
the state transiting on the quantum channel ö" ) nm

s , hence we Þnd the covert condition by substituting
VA /m to VA and nm to n in equation 7.12 which gives

VA

m
#

85
2

*
2 (1 + *

2 )
)

nm
=

V covert
A)

m
. (7.15)

Thus, assuming Alice uses the highest modulation variance possible, when Bob performs his QKD
measurement onö" ) n

1 he measures QKD states with modulation variance

VA =
)

mV covert
A . (7.16)

This permits a
)

m increase in the power of the state measured by Bob compared tothe case
where the states are directly sent and measured. We refer to the method used by Alice to encode
her QKD states in a way such that U exists asblock-coherent encodingof length m. Let us examine
in the next subsection how we could implement block-coherent encoding in a CV-QKD setting and
investigate the impact on the distilled key.

7.3.2 Implementation for covert CV-QKD

One way to generateö" ) nm
s and to perform the transformation U is to borrow techniques from spread

spectrum communications [97]. These have been developed decades ago for purposes similar to covert
communications. The objective is to spread the signal over a larger bandwidth such that it is harder
to intercept and to jam by malevolent parties. In this case thelegitimate receiver reverts the spreading
before measuring the intended signal.

In particular for this work we focus on direct-sequence spread spectrum. In this case the spreading
is achieved by digitally multiplying the data by a so-called spreading sequencein the time domain
before generating the signal. The spreading sequence is constituted of binary { $ 1, 1} symbols, called
chips, inducing phase shifts encoded at ratef chips much larger than the symbol rate f . The e" ect of
this is to increase the signal bandwidth by a spreading ratio deÞned by the quantity

T =
f chips

f
, (7.17)

See Þgure 7.3 for a representation of the multiplication of the data by the spreading sequence
and the e" ect on the signal bandwidth. The number of modes transmitted during a communication
protocol is deÞned by the time-bandwidth product

n = 4 ( B, (7.18)

where 4 is the communication duration and B is the signal bandwidth. Therefore, controlling the
spreading ratio such that R = m will increase the signal bandwidth by a factor m while maintaining
the same communication duration, which amounts to transmitting the signal over nm modes. To
revert the spreading and reshape the original signal, Bob applies the spreading sequence once more
which cancels the phase shifts induced by the modulation of the spreading sequence.

Let us describe the general lines of the covert CV-QKD protocol using this technique to perform
block coherent encoding.

1. Alice generates the complex random variables{ &i } n
i =1 where the real and imaginary parts of

each&i follows a Gaussian distribution with variance VA !
)

mV covert
A

2. Alice uses a spreading sequenceS ' { $ 1, 1} nm to generate the sequence of quantum states
Q = &n

i =1 &m
j =1 |Sm * ( i %1)+ j &i ! sent over the quantum channel at ratef ( m.
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Figure 7.3: Direct Sequence Spread-spectrum consists in multiplying the data by a faster spreading
sequence. The spread-spectrum signalÕs bandwidth is increased by the ratio of the spreading sequence
rate and the data rate. The inverse spreading operation consists in the multiplying the spread-
spectrum data by the spreading sequence again.

Figure 7.4: Depiction of the QKD protocol using block coherent encoding. The security of the
distilled key is guaranteed since the keyrate analysis is made on the equivalent channel ÷EA $ n ( B $ n ,
which contains the block coherent encoding process.

3. With the noise photons present on the channel, the average state transiting from Alice to Bob is
ö" ) nm

s . Since the modulation variance of the QKD states obeys equation 7.15 the communication
is covert.

4. Upon reception, Bob reverts the phase shifts induced by the spreading sequence and generates
the sequence of states{ &n

i =1 &m
j =1 |&i ! } received at symbol rate f ( m which amounts to the

sequence of statesQ' = &n
i =1 |&i ! at rate f . He then performs his measurement of the QKD

states {| &i ! }

5. Alice & Bob distill their secret covert key via classical post-processing.

Importantly, without knowledge of the spreading sequence it isnot possible to revert the spreading.
HenceS should be kept secret from Eve, and is the shared secret resource we will assume Alice and
Bob share before the covert QKD protocol.

Before moving on, let us brießy show that the block-coherentencoding we propose can be used with-
out impacting QKD security. This is true because the QKD parameter estimation analysis compares
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the QKD states before block-coherent encoding at Alice with the measured states after block-coherent
decoding at BobÕs. Hence the spreading and de-spreading process are considered to be part of the
channel, i.e under the control of Eve. This is illustrated in the Þgure 7.4 where the channel from Alice
to Bob, noted EA $ nm ( B $ nm is completely controlled by Eve. However, the QKD analysis considers a
larger channel ÷EA $ nm ( B $ nm containing the block-coherent encoding and decoding.

7.3.3 Enabling covert CV-QKD

Now that we have derived a way to give some advantage to Alice and Bob through block-coherent
encoding, let us investigate the performances of covert CV-QKD with this new method. To do this,
we use a similar approach to the one used in 7.2.2. However let usbegin by giving an upper bound to
the spreading ratio that can be experimentally achieved, which amounts to providing an upper bound
for m when using block-coherent encoding.

The number of modes over which then QKD states can be spread depends on the speed of the
electronics in the arbitrary waveform generators (AWGs) used by Alice and Bob, which will ultimately
limit the chip rate f chips and therefore the spreading ratioR based on equation 7.17. Here we will
assume a maximal chip rate of 50 GBaud, which is a conservativevalue considering the achievable
rates by modern AWGs. Then the maximal spreading ratio is entirely deÞned by the symbol rate,
which is typically of the order of , 100 MBaud for CV-QKD protocols. However we will consider
lower symbol rates of f = 1 MBaud here to allow for larger block-coherent encoding lengths up to
mmax = 50 000.

We examine in Þgure 7.5 the increase in the number of covert secret bits that can be distilled by
using block-coherent encoding. Our approach is similar to our previous analysis of Þgure 7.2 without
the block-coherent encoding. This time we chose to investigate the performances over a distance of
10 km (T = 0 .631) and used the same detection bias! = 0 .1. Then we varied the values ofn and 3A

and plotted in each case the valuenbits .
Our results show that, thanks to block-coherent encoding, the maximal amount of covert and

secret bits which can be distilled over10 km is non negligible and could be potentially useful. When
m = 4 ( 104 we Þnd a maximal valuenbits = 142 bits. The optimisation over 3A shows that the
optimal channel noise over a 10 km link is approximately of3A = 0 .01 SNU, which would yield an
excess noise measurement of3B = 0 .0063 SNU at the channel output. This value is certainly a low
value from an experimental point of view but by no means unachievable, see for instance reference [98].
Therefore the set of parameters enabling covert CV-QKD with block-coherent encoding are realistic
parameters for a CV-QKD experiment. Note here that we implicitly assumed that the channel noise
dominated QKD system noise sources.

Interestingly, we also observe a linear relation betweennbits and m : doubling the block-coherent
encoding length also doublesnbits . By curiosity we also investigated how the detection bias was related
to nbits and found that the relation was quadratic. We plot these results in the Þgure 7.6. A reason
for the linear and quadratic relations of m and ! with nbits can be found from the respective roles of
m and ! in the expression 7.15.

7.4 Towards practical covert QKD schemes

Our previous results show that covert CV-QKD is possible thanks to block-coherent encoding, but a
frustration remains because of the limited amount of secretbits that can be distilled covertly. Indeed
as long as the square-root law pilots the power of the quantumstates transiting on the channel, there
is necessarily a Þnite amount of covert and secret bits that can be exchanged because the keyrate
becomes zero above a certain threshold forn. Although some applications can be satisÞed with this,
it is interesting to investigate how we can relax this constraint through additional assumptions.

In the following we develop two models which achieve this. In the Þrst we give Alice some control
over the noise. Then she can reduce the noise power when she sends her QKD states to avoid
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Figure 7.5: We plot nbits over a range of values for3A and n for 4 di" erent values of block-coherent
encoding lengthm. Other parameters were taken asT = 0 .631, which corresponds to the losses of a
10 km Þber link with loss 0.2 dB/km, and ! = 0 .1.

Figure 7.6: Scaling of the maximal value ofnbits with respect to m (left) and ! (right). In the left
plot ! was set to 0.1 and in the right plot m was set to4 ( 104.
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Figure 7.7: Alternate covert QKD model in which Alice can choose whether to transmit the full noise
state ö" n v (case x = 0 ) or to Þlter out the noise around the quantum channel wavelength ( Q and
substitute her QKD signal instead (casex = 1 ). In any case an additional constant noise sourceö" øn c

is injected in the channel after AliceÕs lab. The resulting state is denoted ö" x and is ö" 0 when x = 0
and ö" 1 when x = 1 .

detection. The second model inspired from [99] supposes there is some source of ßuctuating noise on
the channel, generating an uncertainty on the total noise power for Eve and making her discrimination
more di! cult.

7.4.1 Model 1 : Alice controls some of the noise

Let us assume Alice has some control over the channel noise. This is represented by writing the noise
photons øn0 as a sum of a variableønv and a constant ønc amount of noise photons such that

øn0 = ønc + 0ønv , (7.19)

where 0 ' [0, 1] is controlled by Alice. Assume Alice sets0 = 00 when she is idle and0 = 01

during the communication phase. Then we can write the idle and communication states as

ö" 0 =
&!

i =1

(ønc + 00ønv ) i

(1 + ønc + ønv ) i +1 |i >< i | (7.20)

ö" 1 =
&!

i =1

(ønc + 01ønv + ønA ) i

(1 + ønc + ønA ) i +1 |i >< i | (7.21)

Both states are equal forønA = ( 00 $ 01)ønv . Logically the best strategy for Alice is to set 00 = 1
and 01 = 0 , which amounts to substituting her signal photons to the variable amount of noise photons.

In this case Eve cannot discriminate betweenö" ) n
0 and ö" ) n

1 , thus for her the best strategy is limited
to a random guess regardless of the number of QKD states transmitted on the channel. In this model
the square-root law is circumvented and an asymptotic number of QKD states can be transmitted.
Hence as long as the keyrate is positive, which can be determined by the values ofønv , ønc and T, then
an arbitrary number of covert and secret bits can be distilled.

The question of whether this scenario is realistic in practiceis legitimate. For this reason let us
imagine a setting where it could be veriÞed. Consider the case where AliceÕs laboratory located inside
a WDM backbone link. Classical channels generate Raman noisebefore and after AliceÕs lab who can
act on the noise generated before her lab using spectral Þlters. A schematic representation of this
setting is given in the Þgure 7.7.
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Figure 7.8: We plot the covert secret key rates in our model where Alice can control part of the noise.
We simulated some realistic values of variable and constantexcess noise based on a quantum/classical
WDM setting described in reference [80]. (left) Without block-coherent encoding. (right) With block-
coherent encoding of lengthm = 500. The distance between Alice and Bob is given byL AB = 80$ L IA .
The keyrate is given in bits/symbol

In the rest of this subsection we will attempt to roughly simulate the covert secret key rate in
the setting described above. Given a Þxed wavelengths for the quantum and classical channels, the
Raman noise is entirely deÞned by three parameters :

1. The total input power of the classical channelsP0

2. The distance between the channel Input and AliceL IA

3. The distance between Alice and BobL AB

And the relation between these parameters and the Raman noise, deÞned at the WDM link input,
is given by [80] :

3Ram,input = 6P0(L AB + L IA ), (7.22)

where 6 is a parameter which depends on the wavelengths of the classical channels and of the
quantum channel. Note here we have neglected the contribution of the stimulated Raman scattering
since it is expected to be orders of magnitude below the spontaneous Raman scattering [80]. From
3Ram,input we can express the Raman noise at AliceÕs lab by multiplying this value by the attenuation
on the input-Alice link which is given by exp($ &L) where& is the attenuation coe! cient equal to 0.2
dB/km. Hence we have

3Ram,Alice = 6P0L IA exp($ &L IA ) + 6P0 exp($ &L IA )L AB ,

= 3IA
Ram + 3AB

Ram , (7.23)

which is the sum of the Raman noise generated on the input-Alice and Alice-Bob links.
In our model where Alice can control part of the noise,3IA

Ram plays the role of the variable noise
term while 3AB

Ram is the constant noise term. The only parameter missing to simulate these for di" erent
values ofP0, L IA and L AB is the parameter6. Since6 depends on the "layout" of the quantum/classical
WDM channels, we infer this value from an experimental implementation of QKD in a WDM setting.
Here we use reference[80], where the quantum channel is located in theS$ band and the classical
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Figure 7.9: In this model the noise is generated by a time-dependant ASE noise source outside of
EveÕs control. The noise has constant power over time interval t i but varies between intervals. The
new mean noise photon number is drawn according to a uniform distribution over [ønmin

j , ønmin
j ].

channels are located towards the longer wavelengths of theC$ band corresponding to the "Red WDM"
setting of the paper.

We can now run our covert secret key rate simulation in this setting. For this we will consider
the WDM link is of length L AB + L IA = 80 km and we plot our results for di" erent values of P0

in the Þgure 7.8. We compared the two cases with and without using block-coherent encoding with
a conservative value ofm = 500. Without surprise block-coherent encoding greatly improves the
performances. Note that since the square-root law does not apply in this case, the signal power at
BobÕs scales withm instead of

)
m.

Our results indicate that a covert secret key can be distributed over large distances, up to, 70 km,
by allowing Alice to control the noise generated before her lab and combining this with block-coherent
encoding. Contrarily to usual quantum and classical coexistence in WDM links, here it is advantageous
to use a higher launch power for the classical channels. The reason behind this is that higher Raman
noise generated before Alice allows for higher modulation variancesVA while not contributing to the
excess noise measured at Bob. Hence we have presented a jointquantum and classical architecture
which proÞts from the coexistence to provide covertness, an interesting and original security primitive.

7.4.2 Model 2 : ßuctuating total noise power inducing uncert ainty at EveÕs

We investigate here a second model to circumvent the square-root law. Here we use previous works
in wireless covert communications [99, 100] as inspiration to derive our model. In these works, the
authors have considered the case where a jammer randomly modiÞes the noise distribution and have
shown that we are not limited by the square-root law in this case.

We derive a similar model for Þber-based communications andconsider using random ampliÞed
spontaneous emission (ASE) noise source as the jammer. ASE noise is for example generated by
ampliÞers in Þber-based optical communications. The model is as follows.

Consider several time intervalst i of length n4data corresponding to the duration of the communica-
tion required for Alice to send n quantum states to Bob. The ASE noise source, or jammer, generates
noise with mean photon number ønj (t i ) that depends on the current t i and drawn at random from
[ønmin

j , ønmax
j ] according to the uniform distribution. See Þgure 7.9 for a representation. The covert

QKD protocol always begins when a new time interval begins. During t i , the number of noise photons
on the channel is ønA + ønj (t i ) if Alice sends QKD states and isønj (t i ) if she does nothing. The idle
and communication states overt i are written as n copies of the same thermal stateö" (k) with mean
photon number k and drawn from a uniform density probability distribution. Hence we have
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Figure 7.10: Set of parameters(! ønj , ønmin
j ) for which the keyrate is positive (colored area) at a distance

of 10km with Þber loss coe! cient of 0.2 dB/km. Block coherent encoding of minimal length 3 200
is necessary to obtain a positive key rate. Increasing the block coherent encoding length expands the
set of positive keyrate parameters. The dashed green line represents! ønj = ønmin

j and the solid purple
line is the maximal number of noise photons that can tolerated for the GG02 protocol.

ö" 0 =
1

! ønj

* øn max
j

øn min
j

ö" (k)) n dk,

ö" 1 =
1

! ønj

* øn max
j +øn A

øn min
j +øn A

ö" (k)) n dk,

where ! ønj = ønmax
j $ ønmin

j . Separating both states into overlapping and non-overlapping mean
photon numbers gives:

ö" 0 =
ønA

! ønj
ö" [øn min

j ;øn min
j +øn A ] +

! ønj $ ønA

! ønj
ö" [øn min

j +øn A ;øn max
j ]

ö" 1 =
! ønj $ ønA

! ønj
ö" [øn min

j +øn A ;øn max
j ] +

ønA

! ønj
ö" [øn max

j ;øn max
j +øn A ]

With ö" [øn 1 ;øn 2 ] = 1
øn 2 %øn 1

Cøn 2

øn 1
ö" (k)) n dk.

The discrimination process between both states, similarly to equation 7.8, requires Eve to build
optimal POVMs ( ö' 0, ö' 1) acting on the mixed states ö" 0 and ö" 1. Then EveÕs error probability becomes
:

Pe =
1
2

$
ønA

2! ønj
Tr

5ö' 0(ö" [øn min
j ;øn min

j +øn A ] $ ö" [øn max
j +øn A ;] )

6
(7.24)

Coarsely bounding the trace by 1 gives a lower-bound onPe :
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Pe *
1
2

$
ønA

2! ønj
(7.25)

Thus when ønA = 2 ! ! ønj the protocol is covert with detection bias ! . Notice the condition on ønA

does not scale in1/
)

n, and it stems from the fact Eve can discriminate between communication and
no-communication events only if the resulting states cannot be generated from the conjugate event.
When n % 6 an arbitrary number of QKD states can be sent. Therefore as long as the keyrate is
positive any desired amount of covert and secret bits can be transmitted. We plot in Þgure 7.10 the
set of parameters(! ønj , ønmin

j ) allowing for positive covert key rates over metropolitan distances up
to 10km with di " erent block-coherent encoding lengths. Our results show that for reasonable block-
coherent encoding length it is possible to achieve positivecovert key rates generally in the regime
where there is more uncertainty on the noise level than Þxed noise levels. By increasing the block-
coherent encoding length and the detection bias we can extend to the regime where there is a larger
part of Þxed noise.

7.5 Discussion

We presented in this chapter our research on covert QKD, whereour motivation is to harness the
coexistence between quantum and classical channels in order to turn a detrimental e " ect Ðsuch as the
Raman noiseÐ into a new security primitive : covertness.

An interrogation we have not yet answered is whether QKD is really necessary when we have
the ability to reliably send covert signals. Indeed, what about sending a secret key directly via the
covert communication channel ? WouldnÕt this circumvent the need for the whole post-processing
phase of the QKD protocol ? In fact for DV-QKD, previous work has shown that 5-covertness implied
25-security in the QKD protocol [101].

We need to keep in mind however that the covert protocol consumes a secret key and more
than it can generate, hence it relies on computational methods to share the key before the covert
protocol begins. Ultimately the covertness holds as long asthe shared secret is safe, hence with
computational security. In this picture, covert communicat ions can never replace QKD protocols for
ITS key distribution, and covertness can not be a substitute to QKD but only an addition to the
protocol.

Another way to consider covert-QKD is to look at QKD as a protocol where Alice sends an
unbreakable safe containing a secret key to Bob. Providing covertness to the QKD protocol amounts
to making the safe invisible, in addition of being unbreakable. However, the invisibility only holds if
Eve has some limited amount of computing resourcesi.e. with computational security.

Circling back to our work, here we have investigated how to usea shared secret Ðin the form of a
spreading sequence used in spread spectrum communicationsÐ to enable covert CV-QKD. We showed
that a limited number of covert secret bits can be obtained even with a very large spreading ratio
because of the square-root law. Our approach was then to studyunder which conditions covert QKD
would be possible with an asymptotic number of covert secret bits shared between Alice and Bob.

We showed that in two practical models the requirements for covert signaling do not follow the
square-root law and therefore enable any amount of covert secret bits to be transmitted as long as
the assumptions made in the model hold. In the Þrst model we suppose Alice can control some noise,
thus she can substitute her GG02 QKD states to some on the noise. In the second model we allow a
time-dependant noise source on the channel which generates an uncertainty on the total noise power
at EveÕs. We showed that in both cases covert signalling can be achieved with an unlimited number
of signal states, therefore paving the way towards practical covert QKD.

More generally this work shows that careful design of joint quantum and classical systems can be
beneÞcial for the QKD channel by providing covertness to thequantum communication, which is a
desirable security primitive for ultra-secure applications.
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Perspectives

The quantum computing revolution.

A promising research Þeld today concerns the development ofthe quantum computer, with the objec-
tive of harnessing the unique physical properties of quantum systems to perform certain calculations
which would be intractable for classical computers. This has the potential to lead to major break-
throughs in many other scientiÞc domains where the tractability of classical simulations is a limiting
factor. Such Þelds are for example weather forecasting [102], molecular simulation [103], artiÞcial
intelligence [104], particle physics [105] and more.

Another foreseen consequence of quantum computing is also the tractability of currently intractable
mathematical problems such as the factoring problem and thediscrete logarithm. These constitute
the cornerstones on which are built public-key cryptographic primitives, vital to the modern crypto-
graphic infrastructure since they are used to distribute the symmetric keys necessary to encrypt data.
Therefore new solutions need to be found to solve the key distribution problem, and fast (see our
discussion in subsection 3.3.1).

Quantum key distribution : a quantum-safe key distribution protocol.

In their seminal paper [1] published in 1984, Charles Bennett and Gilles Brassard proposed a new
method to perform key distribution based on the laws of quantum mechanics : QKD. Contrarily to
current cryptographic primitives QKD provides ITS security o n the distributed key, hence QKD is a
future-proof key distribution protocol since no future developments in technology or algorithms can
help an attacker obtain the secret key, not even a quantum computer.

The strong security guarantees of QKD Ðand perhaps the beautiful theoretical foundations provid-
ing themÐ have spurred increasing interest of the quantum information community for this technology.
However to this day, several important challenges remain inthe Þeld.

Theoretical vs practical security. The strong security guarantees QKD provides on the Þnal
key are only valid in the model used to derive the security proof, which is often an idealized represen-
tation of the real experiment. Unfortunately, there can exist some side-channel attacks which exploit
some factors which are not considered in the security proofs.We discussed in subsection 5.5.1 one
such attack exploiting the TLO design for CV-QKD, but many mor e examples exist [106].

Note however that security proofs have been consistently reÞning their model to account for device
imperfections. For example the security proof we used for the PCS-64QAM format [48] showed that
discrete modulation formats could yield positive key rates. This closes a loophole where many CV-
QKD experiments considered Alice employed a Gaussian modulation while in reality we can only
approximate a Gaussian distribution in practice due to the Þnite resolution of the digital-to-analog
converters. More recently, new security proofs have also accounted for the fact that the detection
process can also only yield a Þnite number of discrete values[107]. In time and as the technology
develops, more device imperfections will Þnd a way into the formalism of the security proofs.

Reach. QKD protocols su" er from fundamental limitations in terms of point-to-point achievable
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distance. We plotted in subsection 5.5.3 the reach and keyrate of di" erent CV-QKD implementations,
where we observe that the longest reach of a CV-QKD experiment in the LLO regime, to the best
of our knowledge, is of 50 km. Recently a new study has managed apositive key rate at 60 km
[108] with machine learning aided carrier recovery. The record for DV-QKD, which is better suited
than its CV counterpart for long distances, is currently of 421 km [60]. While this constitutes a
considerable technological feat, it is also not su! cient to enable a global QKD without using trusted
relays. Note that a true breakthrough in this area would be the successful demonstration of a quantum
repeater. These (at the moment) theoretical devices act as nodes on a network and are connected via
entanglement swapping [109] which achieves the required long-range entanglement enabling QKD.

Cost. The fact that QKD operates on the physical layer implies that the deployment costs of
the technology is also considerably higher than for classical cryptographic primitives operating at the
software level. Making QKD a more a" ordable technology is a central concern for the developmentof
the Þeld.

One approach to solving this problem is to pursue the coexistence of quantum and classical signals.
Since most of the costs of Þber-based communications lie in the optical Þber network itself, integrating
QKD on the current optical Þber infrastructure would drasti cally cut expenses. For this particular
problem CV-QKD is arguably better suited, and this is a strong argument of the community to
push their technology forwards compared to other QKD solutions. Here the holy grail would be
to demonstrate QKD over a dense WDM backbone link [16], where the typical length of the link
is about 80 km and the classical channels have nominal input power around 0 dBm each. For the
moment coexistence of QKD with classical channels has only been achieved over short distances and
for sub-nominal classical channel power [71, 80].

Work achieved during the course of the thesis.

This thesis was conducted in the context of the European project CiViQ, which aimed at developing
CV-QKD technology and pursuing its integration on emerging optical telecommunication networks
in order to develop cost-e" ective QKD systems. To this end it regrouped 21 partners involving
major telecoms, integrators and developers of QKD. In the scope of this project, our contributions
were directed towards CV-QKD system design and development,and our approach was to consider
how classical and quantum communication links can be designed jointly in order to enable secret
key distribution and classical communications over the same Þber. Our work can be divided into one
main project where we demonstrated joint classical and quantum communications over the same Þber,
leveraging the classical DSP to correct phase and frequencyimpairements on the quantum channel,
and a side project where we investigated how to harness channel noise to provide covertness to the
QKD states.

Experimental implementation of a joint quantum and classical commun ication system.
The large part of our e" orts were directed towards the experimental realisation ofour joint quantum
and classical communication system described in chapter 6.This proved to be quite the adventure
since it was the Þrst time that quantum communications were performed on the modern high-rate
optical communication platform of Telecom Paris (GTO). We started from an existing single polarisa-
tion classical coherent communication system and added thecomponents we needed to perform QKD
on the other polarisation. The Þrst step was carefully choosing the low-noise detectors for the quan-
tum channel, and characterising their behavior and performance. From there, the roadmap towards
implementing the target system was clear on paper : deploy a second AWG on the Y-polarisation
to generate the quantum data, achieve the desired attenuation on the quantum channel, and use the
phase and frequency estimators of the classical data to perform the quantum channel DSP. I naively
thought this would be solved rather quickly, which highlight s how little I knew about experimental
work. In reality, every step forward required long series of troubleshooting, but these became easier
over time as my understanding of the manifestation of di" erent experimental problems developed.
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