
HAL Id: tel-04031932
https://theses.hal.science/tel-04031932

Submitted on 16 Mar 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Augmented and Physical reality environments used in
collaborative visual analysis

Raphaël James

To cite this version:
Raphaël James. Augmented and Physical reality environments used in collaborative visual analy-
sis. Human-Computer Interaction [cs.HC]. Université Paris-Saclay, 2023. English. �NNT : 2023UP-
ASG011�. �tel-04031932�

https://theses.hal.science/tel-04031932
https://hal.archives-ouvertes.fr


T
H

E
SE

D
E

D
O

C
T

O
R

A
T

N
N
T

:2
02
3U

PA
SG

01
1

Augmented and Physical reality environments
used in collaborative visual analysis

Environnements de Réalité Physique et Augmentée utilisés
pour l’analyse visuelle collaborative

Thèse de doctorat de l’université Paris-Saclay

École doctorale n◦ 580, Sciences et Technologies de l’Information et de la
Communication (STIC)

Spécialité de doctorat: Informatique
Graduate School : Informatique et Sciences du Numérique. Référent : Faculté des

sciences d’Orsay

Thèse préparée dans l’unité de recherche Laboratoire interdisciplinaire des sciences
du numérique (Université Paris-Saclay, CNRS, Inria), sous la direction

de Anastasia BEZERIANOS, Professeure et le co-encadrement
de Olivier CHAPUIS, Chargé de Recherche HC

Thèse soutenue à Paris-Saclay, le 16 Février 2023, par

Raphaël JAMES

Composition du jury
Petra Isenberg Présidente du Jury
Directrice de recherche, Inria Saclay
Gilles Bailly Rapporteur et Examinateur
Directeur de recherche, Sorbonne Université
Laurent Grisoni Rapporteur et Examinateur
Professeur des universités, Université de Lille
Christophe Hurter Examinateur
Professeur des universités, ENAC
Valérie Gouranton Examinateur
Maîtresse de conférences, Université de
Rennes





Acknowledgement
I want to thank all the people who allowed me to do this thesis, from the moment I
took the direction of the academic path, to the good preparation and execution of the
thesis defense.

First, thanks to Anastasia and Olivier, my thesis supervisors. This thesis was not
easy, but which thesis is? You have always been there to help me, to accompany me.
When I had to work between France and Australia on a research project, when COVID
hit at the worst moment, or when technical problems occurred and had to be solved.
I had been warned that supervisors of a thesis become in a way my second parents,
but I reaffirm that you have been "the parents" of this thesis. I thank you from the
bottom of my heart for allowing me to do a thesis in such beautiful conditions.

A big thank you to the jury, who did not read these acknowledgments but have read
this manuscript in its entirety. Thank you for having taken the time to read this work,
and for asking me these so interesting questions during my defense, it is an exercise
that I appreciated a lot, and for which I am grateful.

Then, many thanks to my parents. They pushed me to exploit my abilities and
satisfy my thirst for knowledge. Thanks to my mother, I did a preparatory class instead
of entering a computer science program. And these 2 years of preparatory classes were
the beginning of my journey so far. These classes taught me rigor and failure when it
comes to fields where I thought I would excel. Thanks too to my grandparents who
supported me to get out of my comfort zone and do what I love.

I would also like to mention dance, a discipline I practiced for 13 years. This sport,
its practitioners, and its teachers, taught me physical and mental discipline, taught me
the fighting spirit, and the will to continue to do what we like despite the failures. In
this experience, I would particularly like to thank Océane Lesoeur, who accompanied
me for more than 10 years, from competitions in the 4 corners of France to learning this
way of life which is the dance. I also want to thank Sébastien Labergère, who has given
me a lot of human support, who believed in me and taught me to believe in myself,
to trust myself, and to show this trust. He, with Laure Colmard, Frantz Ducroix, and
Séverine Asnar Mourad, also taught me by combining exigence and benevolence, which
inspired me during my thesis and still inspires me in my way of teaching others. Finally,
I want to thank all the dancers I met and with whom I was able to practice with passion
a passion, in the same way, that I embarked on this Ph.D. to work passionately on my
passion.

But I would not have reached the end of these 4 years of work without moral
support. For that, I thank my love, Maëva Bernard, whom I met during this thesis, who
brought me a breath of fresh air during the worst period to live which was COVID. She
supported me during the endless nights of work, the endless hours, and the incessant
discussions about my thesis, and encouraged me to take it easy, to rest to be able to

i



ii

work on my work afterward. And for that, for all the people who will read these thanks,
and who are already engaged in a thesis: rest is crucial, don’t feel guilty for not being
able to work at times, it’s probably a signal that you need a rest or a new perspective
to start again. Likewise, it’s good to be inspired and to work without seeing the clock
ticking, but learning to set boundaries in your work is what will keep you going. Seeing
your friends and talking with your lab mates is also important.

And for that, I thank my friends. First of all, my friends from engineering school.
Always there to chat, to have a drink, to start a game of Phasmophobia or Valheim
and to change the ideas, or to host (for 6 months) a Ph.D. student in need when things
don’t go exactly as planned... Alexandre Vincent, fellow traveller, thank you for having
chosen to embark on this crazy adventure of doing a master’s degree at the other end
of Paris, driving every day of the week through the Parisian traffic jams to embark
on the best courses we’ve ever had. Thanks to you and MC for sacrificing hours of
sleep for crazy projects based on deodorant bottles and Augmented Reality markers.
Mickaël, thank you for taking life as it comes and thank you for living extraordinary
adventures, and for having the audacity to make choices that no one would make.
Maïwenn, thank you for being so candid, and for reminding me that beyond work there
are other things that are worth appreciating. Alexandre Terrien, thank you for your
depth of thought, your discussions, and your sensitivity. And thank you to the 5 of you
for always being there to have a drink, to cheer up, or to simply chat. Also, thanks to
Valentin Famelart, for discussions about everything and nothing, and for coming back
to get me even when I was head over heels in thesis work. I promise I will finally be
able to play Horizon now. Thanks to my long-time friends, those who have been there
since high school: Antoine, Emeline, Marie, Laure, Tristan, Marc, François, Valentin.
That’s it, I’m joining you, I finally finished my studies too!

I would also like to thank Jean-Paul Forest, a professor who during my years of
engineering school led me to think about computer science not only as a field of
engineering, but also as a field of research, and who led me to use my mathematical
knowledge in my programming.

And if my supervisors have the role of parents, I must thank the family that was
the ILDA team. Emmanuel and Caroline who have this gift to put newcomers at
ease, whose advice and guidance were invaluable in directing, writing, and presenting
my research work. Vanessa who is a real ray of sunshine from Chile. I thank Eugénie
Brasier, thesis companion, team leader, board game connoisseur, and galley companion
for developing projects on HoloLens! Thanks to Manu, Mehdi, Vincent, Camille, Dylan.
And as he is everywhere, I mention Julien, because it is sure that you will make a thesis
in this magnificent team at this rate!

Thanks to Mickaël Sereno, with whom I could discuss technique and research, and
who has been a great companion of research, good luck with your new role of dad!
Thanks to all the members of AVIZ and Ex-Situ with whom I could discuss, or who



iii

passed my experiments.
I would also like to thank all the people I met during my internship at Monash: Tim

Dwyer, Maxime Cordeil, Arnaud Prouzeau, Barrett Ens. They showed me another way
of doing research and gave me the opportunity to do a research internship in Australia.
I would also like to thank Benjamin Lee, with whom I shared superb research discussions
on our respective subjects. And thanks to Cameron and Stephanie, who accompanied
me during this Australian adventure!

Finally, thanks to all the interns I have met, and to the students, whom I have
taught during these 4 years. Teaching has allowed me to affirm my knowledge, and to
learn more about how to transmit the very particular knowledge that I have acquired
during this thesis. It is for me an essential exercise of the thesis, to give back the
knowledge accumulated in the preparation for becoming a researcher. If you are in the
thesis, I recommend you try it.





Abstract

The amount of data produced every day is constantly growing. This mass of raw
information requires finding solutions to analyze and visualize it. Wall displays are a
good candidate to solve this issue, allowing to display a large amount of data. However,
they are shared devices made to accommodate several people, which does not allow for
the existence of a private workspace. Moreover, wall displays are still physical devices
that can not be easily extended when the content to display becomes too large.

In this manuscript, I explore the combination of Augmented Reality (AR) and a
wall display to: first, add a personalized information space onto a wall display; and
second, extend the rendering space. We focus on using an augmented reality headset
(AR-HMD) to display content complementary to the context offered by the wall. We
study the synergy of these two devices through two research questions:

RQ1 - How can AR assist exploration and navigation of a network on a wall display,
through personal view and navigation?

RQ2 - How does extending the screen space of a wall display using AR changes
users’ space exploitation during a collaborative session?

For RQ1, I study the case of using AR with a wall display for navigating networks.
I present four techniques, proposing different visual aid mechanisms for navigation. I
then evaluate these four techniques in two experiments, one for low accuracy path
following in the network (path selection) and one for high accuracy path following
(path tracing). We report that for the path selection task, a persistent connection
between the cursor in AR and the network on the wall obtained better results. In the
case of path tracing, we observe that a lighter connection offered better performance.
Moreover, we show the feasibility of a system where the interaction is done privately
in AR for network navigation on shared screens.

For RQ2, I focus on the space available in front of the wall display and consider
using AR to extend the wall display. I present a system extending a wall display with
AR, taking advantage of the space in front of the wall. We compare our system that
combines a wall display with AR with a wall display alone using two collaborative tasks.
We observe that users extensively use the available virtual space with our system.
Although this creates an additional cost of interaction, we observe no performance
difference and a real benefit of this extra space.

The complexity of setting up the previously studied systems led us to study a
cheaper way to use a wall display:

RQ3 - Can we emulate a wall display inside a VR headset?

This question has many aspects, and I focus on the capacity for VR headsets to
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reach the necessary resolution to replicate the user experience of a high-resolution wall
display. For this, we study the optic model of VR headsets and compare it to the human
vision model. Our analysis indicates that current headsets need a higher resolution to
emulate a wall display. We confirm our analysis by running a pilot study comparing a
wall display, two VR headsets, and an emulation of a perfect VR headset.

I conclude this manuscript by discussing the different ways for a wall display to be
combined with AR headsets, the requirements for replacing wall displays by VR/AR
headsets, and by elaborating on the future work this thesis opens.



Synthèse
Cette thèse de doctorat porte sur la combinaison de la Réalité Augmentée (RA) et des
murs d’écrans pour créer des espaces d’information personnalisés et étendre l’espace
de rendu. Elle part du constat que les murs d’écrans manquent d’espace privé ou
personnel, mais aussi qu’il est difficile d’augmenter physiquement leur taille. Cette
thèse explore donc le potentiel des casques de Réalité Augmentée pour afficher un
contenu complémentaire au contexte offert par le mur, en relevant le défi de trouver des
solutions pour analyser et visualiser la quantité massive de données produites chaque
jour.

La première question de recherche (QR1) est de savoir comment la Réalité Aug-
mentée peut aider à l’exploration et à la navigation d’un réseau sur un mur d’écran
par le biais d’une vue et d’une navigation personnelles. Je présente quatre techniques
proposant différents mécanismes d’aide visuelle à la navigation. L’évaluation de ces
techniques par le biais de deux expériences, l’une pour un suivi de chemin de faible
précision dans le réseau et l’autre pour un suivi de chemin de haute précision, montre
qu’une connexion persistante entre le curseur dans la Réalité Augmentée et le réseau
sur le mur a obtenu de meilleurs résultats pour la tâche de tracé de chemin. Dans le cas
de la sélection du chemin, une connexion plus légère offre de meilleures performances.
Ce chapitre montre également la faisabilité d’un système dans lequel l’interaction se
fait en privé dans la Réalité Augmentée pour la navigation dans le réseau sur des écrans
partagés.

La deuxième question de recherche (QR2) porte sur l’espace disponible devant le
mur d’écran et envisage l’utilisation de la Réalité Augmentée pour étendre le mur
d’écran. Ce chapitre présente un système qui étend un affichage mural avec la Réalité
Augmentée, en tirant parti de l’espace devant le mur. Ce système est comparé à un
mur d’écran seul dans le cadre de deux tâches collaboratives, et les résultats montrent
que les utilisateurs utilisent largement l’espace virtuel disponible avec le système. Bien
que cela crée un coût d’interaction supplémentaire, il n’y a pas de différence de perfor-
mance. Les observations montrent une uniformisation des stratégies de collaboration
avec le système mur d’écran et Réalité Augmentée lors de la réalisation d’une tâche
de classification. De plus, les participants se sentent plus performants, et préfèrent
utiliser le système apportant cet espace supplémentaire.

La troisième question de recherche (QR3) vise à déterminer s’il est possible d’émuler
un mur d’écran à l’intérieur d’un casque de Réalité Virtuelle (RV). Ce chapitre analyse
le modèle optique des casques de Réalité Virtuelle et le compare au modèle de vision
humaine pour déterminer si les casques actuels peuvent reproduire l’expérience util-
isateur d’un mur d’écran haute résolution. L’analyse indique que les casques actuels
ont besoin d’une résolution plus élevée pour émuler un affichage mural. Une étude
pilote, comparant un mur d’écran, deux casques de Réalité Virtuelle et une émulation
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d’un casque de Réalité Virtuelle parfait, confirme cette analyse. Le questionnaire util-
isateur suggère que même avec un casque de Réalité Virtuelle parfait, les utilisateurs
préféreraient l’utilisation du mur d’écran.

Dans l’ensemble, cette thèse montre le potentiel de la combinaison de la Réalité
Augmentée et des écrans muraux pour créer des espaces d’information personnalisés et
étendre l’espace de rendu. A travers la création de plusieurs techniques proposant une
aide personnelle à la navigation sur un réseau sur un mur, en Réalité Augmentée mais
aussi l’étude d’un système augmentant la taille d’un mur d’écran avec de la Réalité
Augmentée, cette thèse propose différent exemples de synergie entre un mur d’écran
et un casque de Réalité Augmentée. Cette thèse ouvre de nouvelles voies pour explorer
les possibilités de combiner la RA et les affichages muraux afin de fournir des espaces
d’information plus immersifs et personnalisés pour les individus et les groupes. Mais
elle montre aussi que de tels systèmes peuvent être bénéfiques, pour une utilisation
dans des contextes multi-utilisateurs.
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Introduction

Today more data is being generated than ever before. Over the last ten years, Big
Data has become a critical field of research, with data scientists exploring different
ways to transform terabytes of information into valuable insights. One of the popular
methods to create understanding is to generate visual representations of the data [215].
In Visual Analytics, a wide variety of devices and visualization techniques are used to
explore complex datasets.

Most recently, researchers have begun to explore how we can use novel immersive
display technology, to enhance visual analytics solutions. This specific field of Visual
Analytics: Immersive Analytics [41] "investigates how new interaction and display
technologies can be used to support analytical reasoning and decision-making. The aim
is to provide multi-sensory interfaces for analytics approaches that support collaboration
and allow users to immerse themselves in their data. Immersive Analytics builds on
technologies such as large touch surfaces, immersive virtual and augmented reality
environments, haptic and audio displays, and modern fabrication techniques.".

These new display technologies range from room-scale environments, such as inter-
active wall displays, tables, and multi-display environments [212], to Virtual Reality and
Augmented Reality Head-Mounted Displays (VR/AR HMDs) [59]. These immersive
environments provide unique opportunities to gather multiple people and collabora-
tively analyze and understand complex visual information. The displays involved in
those environments vary widely in size, resolution, and ways of interacting with them.
Choosing which technology is more appropriate for the given tasks and needs of ana-
lysts, and designing for them, is a challenge.

Among the physical collaborative platforms, large displays, ranging from tabletops
to vertical displays like whiteboards or wall displays, have been extensively studied in
the context of information visualization analysis (e.g., [31, 166, 179]). Wall displays
(such as Figure 1.1) with their high-resolution provide an ideal environment to display
a large amount of data at once [239]. Their size offers a space that can be taken
advantage of for sensemaking tasks [6], and can also be used to accommodate many
users in front of them and allow them to work concurrently on the same content [12].

1
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Figure 1.1: Example of a wall display with the Wilder system.

However, some of the wall displays’ properties can become challenges when inter-
acting with the display. For starters, when exploring content on a shared large display,
different users may want to explore different views. However, as it is shared, the large
display displays the same content to every user, so if someone does a modification,
this affects everyone’s view. This may disrupt other users when modifications create
significant visual changes. Moreover, even though these displays are larger than tra-
ditional displays, they are still physical displays and they may reach their limits when
the content to render exceeds their physical size. Like every physical device, they suf-
fer from physical limitations, but expanding them is expansive and requires complex
reconfiguration.

Another technology that is becoming increasingly popular and is central in the field
of immersive visual analytics is Augmented Reality (AR). As per the definition given
by Milgram and Kishino [147], Augmented Reality refers "to any case in which an
otherwise real environment is "augmented" by means of virtual (computer graphic)
objects". In a later definition, Azuma [13] states 3 criteria to qualify a system of AR:
(i) Combines real and virtual, (ii) Interactive in real-time, and (iii) Registered in 3D.

This last characteristic, its capacity to anchor virtual content to the physical space,
is of interest to us as it allows the placement of visualization right where the content
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of interest lies [15]. Thus it allows us to expand the area where we display content
beyond the limits of the physical display. A variation of AR that is of great interest is
using AR Head-Mounted Displays(AR HMD). This technology offers a mobile solution
to have personalized content only visible to the headset’s wearer.

Thus, the characteristics of both the wall display technology and AR HMD tech-
nology indicate a potential synergy between the two mediums by combining the high-
resolution shared view of the physical wall display, with the easily extendable and per-
sonalized view offered by the AR HMD. Milgraam and Kishino [147] describe different
categories for virtual technologies, forming milestones in a continuum ranging from a
completely real environment, to a fully virtual environment. While we use Augmented
Reality in our work, we use it to "Augment Virtuality", AR acting as a support for a
context on a Large Display. However, our work let users freely use the real environment
available to them, in addition to the Large Display and the headset. Thus I place this
work closer to an in-between place Milgram and Kishino name "Hybrid Reality".

In our work, we focus on this combination of wall displays and AR HMD. Other
work has considered combining AR HMD with physical displays in order to address
their physical size limits. For example, recent work in Immersive Analytics has shown
the use of AR with a physical display to extend the screen space of a smartphone [160],
offer a complementary view to a desktop screen [230], or add information to a tabletop
screen [158]. Those previous examples of augmenting physical screens with AR focus
on small physical displays, while our work combines wall displays with AR.

In this thesis, I explore different designs mixing AR HMDs to wall displays to solve
some limitations of large displays. In particular, I empirically study the impact of
combining a wall display and AR to aid content navigation and mitigate the physical
constraints of the physical wall display. I first explore the use of AR to provide a
personal view and interaction for navigation on a shared display, without disturbing
others. Then, I design a system that expands a physical wall display using virtual AR
surfaces; and I study how extending the wall display’s real-estate affects collaboration.
I continue by discussing the impact of resolution when attempting to recreate a wall
display entirely in Virtual Reality (VR) using VR Head-Mounted Displays (VR HMD).
In particular, I study the performance of such a setup against an actual physical wall
display, and discuss the cost of replacing a wall display with a virtual one.

1.1 Design dimensions

The work presented in this manuscript started during my master’s internship, which
explored the designed space of augmentation of a wall display by Augmented Reality.
During this initial work, I introduced several different visualization designs that combine
wall displays with AR. Using these designs and related work examples, I identified four
characteristics (dimensions) that describe how AR content can be combined with a
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2D To 3D Visibility Personalization Coupling Display Space

Figure 1.2: Design Dimension of AR content on screen context

wall display. These dimensions were: Dimensionality, Visibility, Personalization, and
Coupling (Semantic Coupling and Display Space, Figure 1.2).

Dimensionality describes whether the AR content has a 2D or 3D aspect. When
AR content is superimposed on a physical display, it can be placed flat on the same
plane than the display or extruded in 3D space. Visibility refers to how well we can see
an AR item, in other words if the AR content is easily visible to every user or hardly
visible because of transparency or not shown because of privacy rights. Personalization
represents the amount of customization available on an AR component. We first
defined Coupling as the connection between the AR content and the content on the
wall display. However, further exploration of augmentation examples made us precise
the Coupling dimension by dividing it into 2: the Semantic Coupling dimension and
the Display Space dimension. These two aspects are the ones we focus on in more
detail in this thesis.

We define Semantic Coupling as the semantic connection between the AR content
and the content on the wall display. A close semantic coupling means the information
of the content added in AR will be highly dependant of the context it is linked to.
Taking the example of a scatterplot, a label displayed on top of a data point has a
close semantic coupling because the content of the label describes directly the data
point. On the other hand, a loose semantic coupling means the AR content will have
little to no relation to the displayed content. For example, a notification that a new
dataset is available may have little to no connection to the context on the wall display.

The Display Space corresponds to the balance between the augmented space rel-
ative to the physical screen space. It is a continuum that goes from having only a
physical screen to replacing the screen by showing the content only in AR. Of course,
there are many in-betweens with augmentations placed on top of the screen, bound
to its physical boundaries like, for example, having an AR notification poping on top
of a screen. Another possibility is AR which extends the limits of the physical screen
like [160], who extends a smartphone space with AR.

Both dimensions take importance in the spatial positioning and relationship of the
augmentation. While Display Space concentrates on the physical display, Semantic
Coupling revolves around the relationship with the content on display and how we
augment this content. We observe that those two dimensions are correlated. Most
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Figure 1.3: Relationship between Semantic Coupling and Display Space.

of the time, when added content is closely semantically coupled with its context, it is
also located in the same space as its content. If we return to the example of labels
in a scatterplot, the labels are semantically closely coupled and close in display space.
Moreover, when the augmentation is loosely coupled to the context, we see it placed
farther away from the content. Indeed when we augment a screen to increase its
workspace and manipulate more content, this is semantically loosely coupled and far
in display space.

While examples other than the extremes are scarce, they do exist. For example,
the excentric labeling technique [71] shows labels containing data points’ values at a
distance from the selected data point to reduce clutter and relationship confusion from
having too many labels at one site. Let us consider an implementation where the data
points are displayed on the wall display and the cursor in AR. We have an example of
close semantic coupling: the data points’ labels, with far display space as the labels
are placed far from the points they represent.

In this thesis, we decided to study the extreme cases of Semantic Coupling and
Display Space. In our Chapter 3 we explore an example of tight Semantic Coupling
and close Display Space by studying AR cursors on a map. In our Chapter 4, we
explore the other extreme, loose Semantic Coupling and far Display Space by studying
the augmentation of a wall screen work space with AR.
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1.2 A wall shared by all

The size of large displays often leads to multiple people using them at the same
time, and can accommodate individuals working in parallel or groups collaborating
together [12]. In such a situation, users risk disturbing others working on the shared
display whenever they manipulate the view. Moreover, we cannot display information
that requires privacy even if the wall display can have space to accommodate it.

One possibility to solve this issue is to display the necessary information on a
personal device instead of the public display. While smartwatches, smartphones and
tablets, already widespread personal devices, could be used, this would require a lot
of back and forth between the context (large display) and the additional information
(personal device). Using our previously defined design dimensions, we talk of infor-
mation decoupled in display space from the context.This is where Augmented Reality,
provides a possibility to display content closely coupled with the context.

In the case of close collaboration, the addition of AR on top of a large display has
already shown interest. Nilsson et al. [158] showed we could display symbols on a
tabletop for commandand control situation. More recently, work has considered AR
with wall displays, focusing on augmenting networks for sensitive information [205] and
adding personal aids to visualizations [181].

Studying coupling variation of AR content with a wall display is a broad question.
For this thesis, I decided to focus on a specific use-context. As wall displays are
frequently used to display networks in control rooms like train networks, maritime
traffic, or roads, I decided to focus on the specific use-context of network navigation.
This decision leads to our first research question:

RQ1: How can AR assist exploration and navigation of a network on a wall
display, through personal view and navigation?

To explore this personal view and navigation, we created two cursor techniques with
two variations each to help navigation. Those techniques are displayed exclusively in
the AR headset of the wearer, and both techniques are semantically tightly coupled with
their wall display context (the network). One cursor technique displays a constant and
close display coupling, and the other a more transient display coupling. We studied
them during two path-following experiments to observe how the coupling variations
impact navigation.
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1.3 A wall limited in size

The previous example studied a use-context where the AR and wall display content
are tightly coupled semantically and closely coupled in display space. For my next
exploration, I chose to explore the other end of the spectrum, with loose semantic
coupling, and far display coupling between AR and wall display content.

Wall display, as a technology, promote physical navigation [21] and spatial re-
call [104]. But large displays require space: they need to be placed in rooms big
enough to fit their size. This space can be used by viewers to get different perspective
of the content, for example moving farther away to get overviews and close to see de-
tails [94]. Or, it can be used as a mean to interact with the wall display [75]. However
it is less exploited to display information [169].

On the other hand, AR has the specific ability to add virtual content to the physical
space around us. In both of these technologies, the notion of space is key, so it is
important to consider the use of space around the user. This aspect is even more
important when considering the use-context of collaboration.

This is also true when considering the display space coupling. Additional informa-
tion can be placed only in the space defined in AR. It does not serve the same purpose
if the space augmented is on the physical display, around it, or far from the display.
After considering closely coupled content added on top of the screen, I explore the
space around the screen.

For this, I wanted to study the impact of extending the physical screen space using
AR. More precisely, I wanted to see if this addition modifies user’s behaviour when using
the space available in front of the wall display, especially during collaborative sessions
where the space needs to be shared. This leads to our second research question:

RQ2 : How does extending the screen space of a wall display using AR changes
users’ space exploitation during a collaborative session?

To investigate this question, we study the use of space and its impact on collabo-
ration when the wall display is used alone and when it is used with AR. We created a
prototype system to visually extend a wall display using AR, and to manipulate this AR
content. We then conducted a comparative study on pairs of participants performing
collaborative tasks.

1.4 A wall in Virtual Reality

Our two previous works explored the extremes of Display Space and Semantic Coupling
dimensions. In both solutions, we combined AR, in the form of AR HMD, with existing
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large vertical displays. This setup still has some challenges as it is technically complex:
it requires alignment between the AR content seen in the HMD and the content shown
on the physical wall display. As we are adding virtual information (through AR) to
virtual content (through the physical display), a way to achieve a similar setup for a
lower cost would be to use a completely virtual environment, simulating not only the
AR content but also the entire wall display inside a complete VR environment.

In its visual form, VR technology shows virtual content instead of natural vision and
immerses its users in a virtual world. During the past decade, VR HMDs have become
more powerful and affordable. Consumer-grade headsets exist, from the cheapest
Google Cardboard1 which relies on your smartphone, to more performant solutions like
the Meta Quest Pro2 or the Pico 43. Thus these technologies could simulate a wall
display in VR, using interactions similar to the ones proposed previously for AR. This
wall display simulation would be cheaper and less complex than building and running
a physical wall display. Thus came the question:

RQ3 : Can we emulate a wall display inside a VR headset?

This is a complex question, as we will discuss later in the thesis. But to start
addressing it, we focus the question by comparing large displays and VR HMDs when
it comes to resolution in particular. We study the question through two angles: (i)
theoretical, by studying the differences using standard vision models, and (ii) empirical,
to validate through a pilot experiment the theoretical observations. In particular, we
compare two types of VR HMDs and a high-resolution wall display in a pilot study,
using a classification task previously used to compare a desktop and a wall display [133].

1.5 Thesis outline and contributions

In this thesis, we present in Chapter 2 previous work on collaboration using wall display’s
alone, followed with a state of the art on how devices have been combined with a wall
display. We then discuss how AR has been combined with physical devices more
generally and then specifically with wall displays, the focus of this thesis.

Chapter 3 explores different interaction techniques for network navigation in the
use-case of a shared large public display. We developed two hands-free techniques with
two visual variations for personal navigation of a network on a wall display. These
techniques provide visual aids rendered in AR to interact and keep connection with the
context on a large display without altering its content. We studied these techniques,

1https://arvr.google.com/cardboard/
2https://www.meta.com/us/quest/quest-pro/
3https://www.picoxr.com/fr/products/pico4

https://arvr.google.com/cardboard/
https://www.meta.com/us/quest/quest-pro/
https://www.picoxr.com/fr/products/pico4
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presenting different levels of close display coupling, during two experiments of path-
following of different difficulties. Our results show that the techniques providing the
closest coupling performed better for high-precision path-following. For low-precision
path-following, our technique with looser coupling is preferred. Moreover, we show
that a personal view to provide navigation aid in AR to a shared public display is
feasible.

In Chapter 4, we study the extension of a wall display using AR. We created
a system, Wall+AR, to interact with the virtual space around the wall display by
adding virtual surfaces. We implemented techniques to allow content manipulation
and grouping. The system proposes far display space coupling and loose semantic
coupling with a seamless transition between the physical and virtual spaces. Then, we
compare our system with a wall display alone by conducting an experiment with pairs
of participants on collaborative tasks. We observed that participants used the virtual
space as a primary surface instead of the wall display. Overall, our results highlight that
while there is an interaction overhead at using Wall+AR, there was no performance
impact, and users preferred it over using only the wall display.

In Chapter 5, we investigate the possibility to emulate a high-resolution wall display
in Virtual Realty. We focus on the resolution aspect, with both a theoretical analysis
and a pilot study. The results suggest that current VR HMD technology is not yet
ready to emulate a high-resolution wall display.

In Chapter 6, I come back on the contributions of this thesis, the insight for
combining wall displays and AR headsets it brought us, and the future work this thesis
opens.
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Related Work

My work explores the addition of AR on and around large displays to compensate
for their weaknesses and support their strengths. I organize this related work around
two themes: the use and benefits of large displays and how previous works use AR
to augment physical displays in general and large displays in particular. Related work
specific to each chapter is available in the respective related work sections within the
chapter.

2.1 Working with large displays

Large displays are devices with a screen space large enough for multiple people to be in
front of, see the content, and view it at different distances and positions. In the large
display category, we can differentiate between horizontal displays and vertical displays.
Many forms of large displays exists, from low-resolution projectors and information
boards to high-resolution wall displays and whiteboards. They have many applications
both in the public space and work contexts.

2.1.1 Large display use-context & applications

We commonly come across large displays in public spaces: from time boards in train
stations and airports to recent advertisement screens flourishing in the streets. All these
examples show large vertical displays used as non-interactive devices in public. In all
those examples, large displays are used to present information in public spaces. Many
works explore the addition of interaction to these displays to increase engagement. In
the case of vertical displays, past research has either adapted the content to passersby
to ease the reading [193] or has enhanced these displays to enable interaction through
touch [164] or gestures [151]. Tabletops are also used in public spaces. We see them
used for information search and planning in tourist information centers [143] or in
museums to accompany the content and add interactivity [50, 113]. In this public
context, large displays, vertical or horizontal, are public devices viewed and potentially
manipulated by everyone.

11
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We observe two different kinds of large displays with different purposes. First,
low-resolution displays, in the form of either projectors or TVs, are used commonly
for slide presentations in teaching or seminars. Beyond simply presenting slides, these
somewhat low resolution displays have been used in the past as awareness displays in
different contexts. For example, in teaching, Kreitmayer et al. [116] used them in a
classroom context to help students track their activities. And Gong et al. [76] used
a translucent projected screen as a support for teaching and added the possibility for
students to interact with it. And such awareness displays are often also present in
command and control centers providing awareness of current operations to monitor air
traffic [219], road-traffic [166], crisis management [120], etc.

The second type of large displays are high-resolution displays (close to a regular
monitor). They allow for detail and precision work when viewers are close to them.
High-res TVs, tabletops, or wall displays are used to show a large amount of data at
once, to show content closer to its scale, or to have multiple people interact in detail in
front of them. For example, in automotive design, Buxton et al. [37] explains how the
industry explores various applications of large displays, from digitalizing design methods
like wall tape drawing to presenting virtual car models. More recently, Okuya et al.
[161] have shown the potential to reduce the back and forth between model designers
and 3D creators with browsable small multiple visualizations on the wall display. High-
resolution wall displays are used to analyze data in the humanities [174], and in visual
analytics for example for text analysis [6] or biomedical visualization [10]. They are
also used to simulate the environment and add immersion, either for therapeutic [190]
or training in simulations [52].

2.1.2 A large vertical display or horizontal display?

We can separate large displays between vertical and horizontal displays. While both
types of displays can accommodate multiple users at once, some differences exist in
how multiple people collaborate and use space. For example, Inkpen et al. [92] reported
that users would work in a more efficient way on vertical display than on a horizontal
display, by presenting less preparatory actions and pointing actions to the display.

Territoriality. Scott et al. [196] studied how, on a tabletop, users create different
territories with different purposes, like storing items or sharing them. Azad et al. [12]
noted that while we find similar interactions, during collaboration sessions, between
tabletops and vertical displays, there are differences in where the different territories
(Personal, Shared, and Public) appear. For example, in walls the territories differ
in height/size, may move, and the perceived limits of these territories are more fuzzy.
Rogers and Lindley [188] also noticed a difference in strategies between groups working
on tabletops and groups working on vertical displays. They found that groups working
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on a tabletop were more cohesive than groups working on the vertical display. However,
later research pointed out that the limitation to one person interacting with the display
and its size might cause this difference [99]. Jakobsen and Hornbæk [99] also pointed
to frequent interferences in the personal space occurring during sessions which could
indicate that territories were less spatially separated in the case of wall displays than
in tabletops.

Collaboration. Like territories, the way people collaborate together changes between
vertical and horizontal orientation. Collaboration coupling or as defined by Tang et al.
[209] as “the manner in which collaborators are involved and occupied with each other’s
work” shows changes when people collaborate in front of a display instead of around
the side of display. Jakobsen and Hornbæk [99] showed that work on a multi-touch
wall display and a tabletop have similarities in the collaborative coupling styles of the
users during collaboration. Even though they did noticed that close distance equals
close collaboration coupling in wall displays, later research showed that in wall displays
we could have close collaboration coupling with far distance [134].

Perception. Vertical and horizontal large displays also have differences at the per-
ceptual level. Indeed a large vertical display allows users to stand at different distances
from the display, either to view a particular section of the display or to have an overview
of the content. Visual distortion can occur when the viewer is looking at a remote
item or an item at an angle, both with tabletops [234] and wall displays [27]. However,
when for tabletops the only solution to decrease this distortion is to come closer to
the remote item, users of large vertical displays can take a step back to reduce the
distortion due to view angles [27]. Also, in tabletops, content orientation is important:
items read from a specific orientation, like text, need to be positioned facing the user.
This requires either creating copies of content or rotating it during collaboration [117].
For large vertical displays, content orientation is not an issue as users are always facing
the same way.

All these differences point out that while we can find inspiration in research results
for tabletops, we cannot directly transfer the knowledge from horizontal displays to
vertical displays. In our thesis, we focus on large vertical displays, these can both
accomodate multiple users, and can be seen at very different distances. From now
on, Large displays will refer specifically to Large vertical displays, and related work on
tabletops will be explicitly mentioned.
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2.1.3 Large displays advantages and drawbacks

Large and wall displays are used for different purposes than traditional "all-purpose"
desktop computer, as they have different characteristics and thus different advantages
and disadvantages. We discuss here past studies that have explored the benefits and
drawbacks of using such large displays.

Advantages. Due to their high resolution and large size, large displays can render
in one go an amount of data yet unmatched by other devices, beyond what traditional
desktops can visualize [240]. The ability to display large amounts of information in
full also impacts performance. As Ni et al. [156] reports, a large screen makes the
user "less reliant on wayfinding aids to form spatial knowledge.". In the same vein,
Andrews et al. [6] suggests that during sense-making tasks, that extra space allows
analysts to better externalize their memory, organizing content spatially in a way that
expresses different semantic layers. This large space also allows users to multitask by
laying out multiple application windows on the same screen [28].

Another implication of their significant size over traditional desktops is that these
large displays encourage users’ physical navigation, i.e. moving in front of the display.
Ball and North [20] found that physical navigation leads to better performance than
having just a wider field of view. Wall displays have also been found to improve
performance against virtual pan and zoom navigation during visual analysis tasks [21]
and classification tasks [135]. When compared to a desktop during productivity tasks,
Czerwinski et al. [55] reports that using a large display improves performance and is
also preferred by users. And Reda et al. [178] even suggests that using large high-
resolution displays leads to finding more insights during visual exploration sessions and
improves engagement and exploration behaviour.

Large displays can accommodate multiple persons and groups in front of them in
the case of vertical displays [12] or around them in the case of tabletops [196]. Users
can work collaboratively or in parallel, with a fluid transition between different group
dynamics and collaboration coupling [99].

Drawbacks. However, large displays also have limitations. Endert et al. [66] high-
light that wall displays: "are seldom used to complete everyday work-related tasks.".
The main reason they invoke is that they are challenging to start and set up and require
custom applications. To be more versatile, they would need some physical flexibility to
change between different configurations for different use, between a curved horseshoe
disposition more suited to a single user, to a flat disposition that can accommodate
many people. They also mention that future work is needed to see how these spaces can
transition from personal workspaces to large-scale collaborative spaces. This lack of
flexibility also impacts the amount of data displayed. Some advantages previously men-
tioned implying that no virtual navigation is needed because the physical boundaries



2.1. WORKING WITH LARGE DISPLAYS 15

of the device can contain the whole quantity of data. Thus the rigidity and complexity
of a wall display makes it challenging to increase their size and configuration when the
visual content to render surpasses their rendering capabilities.

Shared large displays are often used by multiple people simultaneously, collaborat-
ing or not, which raises privacy concerns [208]. All the content is visually accessible
to everyone, which restricts the use of personal/private information. Although new
technological approaches like Parallel Reality Displays [57] are a promising possibility
to offer personal views depending on the user’s position, they lack interactivity. More-
over, as the content is shared, everyone can interact with the content and alter the
shared view, potentially disrupting other users.

Overall, this past work has clearly proven the benefits of using wall displays over
desktops, in particular in collaborative settings. Nevertheless, it has also identified two
challenges that are tackled in this thesis: the lack of flexibility in extending/altering
their configuration, and lack of privacy.

2.1.4 Enhancing wall displays with devices

The main means for interacting with large displays is touch. But other devices, for
example mobile phones or desktops, can be used to (i) interact with large displays, and
even to (ii) display additional content.

Input. The main interaction method for large displays can be considered to be touch.
We find touch interaction for tabletops [86, 237], wall displays [134, 164] and white-
boards [47, 118]. Another way to interact with large displays is by using tangibles.
A broad part of interaction with tangibles implies tabletops, as it is easier to have
tangibles on a horizontal surface. There are examples of using tangibles on tablets
for vertical displays [103] but at a distance, and recently, for on-display interaction,
Courtoux et al. [51] proposed tangibles specifically for vertical displays.

However, a user needs to step back from the display to have an overview of the
content. And using touch interaction, they can suffer from attention blindness, working
on a specific part of the display without paying attention to the global picture. Also,
touch interaction or tokens used over long periods of time can cause fatigue and pain,
especially on large vertical displays [3]. This impact particularly wall displays, which
reach the largest size. Thus several researchers have studied ways to interact at a
distance. To interact at a distance, pointers used by presenters during slide shows are
the main metaphor. Mice and trackpads can be used as pointers to perform basic
interactions [73, 154]. As more elaborate trackpads, Smartwatches [106] can also
be used like pointers, offering a "hand-free" alternative. Tablets [43, 103, 217], or
smartphones [9] also allow different interactions and more expressiveness, relying less
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on pointing directly to the wall display and more on indirect manipulation through the
touch surface.

Output. Another way to take advantage of additional devices is to display content
related to the wall display on these available screens. As Rashid et al. [176] states,
there are three ways to connect semantically display outputs independently from their
relative positions: clone, extend, or coordinate displays. When applying this with a large
display, the main application of cloning the wall display to other devices is to support
interaction on this large display either synchronously [18] or asynchronously [46].

Most examples of combining large displays with other screen devices are around
coordinating displays. One way is to have one screen complement the large display to
provide a focus + context system. Prouzeau et al. [169] developed a system where
the desktop screen provides a zoomable view of a section of the wall display. Another
possibility of such a combination is to show an alternative view of the wall display.
Kister et al. [110] propose, in addition to a focus+context system, different alternative
views of the graph displayed and rendered on a tablet. Horak et al. [87] use the
smartwatch personal aspect to use it as a personal space to store and filter visualizations
taken from the wall display in a visual data exploration setting. On tabletops, tablets
can be used to display a private view of all or part of the content on the shared
device [146, 241]. Apart from being mobile and light, and thus easy to carry when
moving around a large display, tablets and smartphones can also be used for spatially-
aware interactions. For example, Langner and Dachselt [121] use an external tracking
system to calculate the distance of the tablet from the wall display, and they visualize on
the tablet different data layers depending on this distance. Recent work even explores
AR-HMD devices to offer new options to what the wall display can provide. As this is
relevant to our work, we discuss it in more detail in section 2.2.

The above work uses external devices mainly for interaction or for private views of
information. Few cases consider external devices explicitly for extending the real-estate
or configuration of large physical displays. While some frameworks exist to allow such
configurations [18, 221], to our knowledge, no studies investigate the impact of this
combination. A way to add more space around physical large displays that are hard to
reconfigure, is to use HMDs, as we will discuss next.

2.1.5 Summary

Large displays and tabletops are devices that can accommodate many users, to interact
with or view their content. They have many applications in the public space [86, 113,
143, 151, 164, 193] and the workspace [37, 52, 76, 116, 161, 190].

However, a rift exists between vertical and horizontal large displays. Tabletops
and large vertical displays have different properties, such as orientation, the position
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and distance of the user in front of the display. While studies’ findings and research
questions from one display type can inspire studies in the other, their results are not
necessarily transferable. For example, in studies done on individuals, there are clear
differences in perception between tabletops [234] and wall displays [27]. Similarly, in
collaboration settings, groups show more fluid transitions in coupling styles on wall dis-
plays than on tabletops. They also show less clear territories [12, 99], which translate in
different work strategies. In our work, we are studying collaboration when augmenting
the wall display with AR, and focus on large vertical displays.

Large displays mainly use touch to interact but can allow distant interaction through
a (mid-air) mice, laser pointer, mobile touchpads, mobile devices, mid-air gestures, or
even body position. Additional device screens can be used to complement the large
displays’ output. Rashid et al. [176] states that this can be done by cloning, extending,
or coordinating the display output. We see examples of studies about cloning or
coordinating large displays with other screens but not of extending them.

While large displays are convenient ways to display a large amount of data, incite
physical movement, and allow fluid coupling transition during collaboration, some sig-
nificant drawbacks remain. Large displays are physically restrained, are expensive and
complex to setup, and lack privacy.

2.2 Screen combined with AR

Physical screens are devices limited by their size: they can render a large amount of
visual content but will never be able to show more than what their size allows. As
AR places content in the space, it allows extending or adding information to those
spatially constrained devices. We identify three ways to add AR to displays, depending
on the coupling between the physical display and the AR content. A close display
space coupling corresponds to superimposing information on the physical screen, while
extending the physical screen with AR is considered far display space coupling. A
decoupled relationship is when virtual displays replace the physical screen.

2.2.1 Early work

The early work combining physical displays and AR started by extending the physi-
cal screens. For a single display, Feiner and Shamash [69] proposed to increase the
space available on a desktop and use the low-resolution AR as an information space
while keeping the high-resolution display inside this zone as a workspace. For multiple
displays, Rekimoto and Saitoh [182] use AR to create a continuous interface between
different displays, represented by projection on top of the physical space. With another
approach, using see-through technology instead of projection, Butz et al. [36] uses AR
as a "3D multimedia "ether" that envelops all users, displays, and devices.". They
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Figure 2.1: On the left, smartphone screen extension mockup for the VESAD
project [160], where the AR could show other opened applications. On top right,
extension of a CAVE2 system to show out of the screen view in AR by Nishimoto and
Johnson [159]. On bottom right, the MultiFi prototype[78] where the AR extension
displays more information about the visualization on the smartwatch.

extend the typical mechanism of standard GUI WIMP interfaces by enabling icons,
menus, and pointers to be represented and interactive in a 3D environment. Their
systems answer a need to bridge collaboration and personal devices.

2.2.2 Extending a display

Current works mainly divide themselves between augmenting a single display versus
augmenting multiple displays. An extension can be used on a single screen to increase
the size of small displays like smartphones [160] or/and smartwatches [78]. For ex-
ample, a way to use the additional AR space is to offload controllers from the screen.
Brasier et al. [33] show that 2D selection and, to some extent, sliders can be brought
off the screen to solve occlusion issues when the interaction happens on a small smart-
phone screen. Along the same lines, we can transfer content from a smartphone to the
AR space, and manipulate and control this AR content, and oppositely bring content
from the AR space to the smartphone [191, 242].

When used with multiple displays, AR can create new visualization dimensions.
Langner et al. [123] use AR to create visualizations on, around, between, and in-
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between tablets. It can also be used in large display environments [159] to address the
physical vertical limitation of a stereoscopic wall display.

Other works link different displays together like the virtual ether described by Butz
et al. Benko et al. [25] provides a 3D view of an item on a surface by grabbing said item
with your hand. Wilson and Benko [235] present a system where Spatial Augmented
Reality (SAR) is used in conjunction with projected screens to transfer files across
displays. Another possibility is to take advantage of the physical world by projecting
a slice of a 3D visualization both on a screen and on a tangible to show its original
shape [214].

AR can also be used to place virtual functions impacting physical objects near
them [131, 198]. The most common use seen in single and multiple display envi-
ronments is to create new views for the same data. Wang et al. [230] use AR as
a supplementary desktop screen to an existing one to show a complementary 3D vi-
sualization. With the same purpose, Cavallo et al. [39, 40] integrate AR-HMD in
room-sized multi-display environment to provide more ways to interact with the con-
tent (gaze, air-tap, voice) and to have 3D interactable visualization in addition to the
2D content from the other displays.

2.2.3 Superimposing on a display

The second possibility, superimposing AR on a screen, proposes either more informa-
tion on the context or a different view for the same data. Spindler and Dachselt [201]
use a sheet of paper where content is projected on top as a magic lens for the content
displayed on a tabletop. Another use of AR on top of a display is to display specific
content to specific users. Nilsson et al. [158] and Prytz et al. [172] use AR to pro-
vide personalized data visualization on top of a map used as the primary visualization.
They aim to reduce clutter and improve collaboration in command and control contexts
with operators of different cultures. For large vertical displays, Vinayagamoorthy et al.
[222] offload sign language subtitles from the TV that would usually take space over
the content. Kim et al. [109] use AR to add an interactive layer to static visualizations
by displaying additional information to the data points. For wall displays, Sun et al.
[205] have the same approach for knowledge graphs by having additional information
attached to the nodes on the wall display, but also by giving access to private infor-
mation only to the concerned headset wearer in AR. Our work also focuses on graph
visualization. But it differs in two ways. First, we do not add graph information, our
AR additions are rather assistance aids to help navigate the network displayed on the
wall display. And second, we present a controlled experiment to empirically validate
these AR additions.

Some systems propose physical screen extension and superimposition. One good
example by Reipschläger and Dachselt [180] extends a surface screen by offloading
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Figure 2.2: On top left, addition of domain-personalized glyphs on top of a map during
a crisis management scenario by Nilsson et al. [158]. On top left, use of AR on a piece
of paper to display an adjustable scatterplot. On bottom, Sun et al. [205] use of AR
to deliver further information on an insight map shown by a wall display.

controllers on the side of the surface to keep the display as a pure drawing surface and
adding a side view of the 3D result of the designed item. They also add the 3D rendering
of the drawn object directly on the surface superimposed on the display content. The
display size is ideal for superimposing information on wall displays, like adding unique
data points on a map [139] or creating annotation and magic lenses [181]. However,
both add the extension by showing alternative visualization of the same data, placed
on the sides or in front in a separate AR layer.

2.2.4 Alternative to a display

The last possibility to add AR to displays is to replace the screen. With an interactive
display, like a tablet [8, 88, 197], tabletop [35], or surface [180], the display role is taken
over by AR, while the screen remains to interact with the environment. López et al.
[137]’s work use the screen to provide a stereoscopic environment, with the support
of the tablet as a controller. For desktops, Pavanatto et al. [163] discuss replacing
the physical desktop screen with an AR one. Another way to replace physical screens,
closely related to those works and worth mentioning, is to use Virtual Reality. Lee
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Figure 2.3: Alternative screen missing figures: on top replacing a wall display by a
VR HMD application [132], on bottom left, replacing additional desktop screen in
AR [163], on bottom right, replacing large displays by VR HMDs [124]

et al. [126] provide a system with movable vertical surfaces, which could have been
large displays. Lisle et al. [132] do document manipulation for sensemaking in VR
using a HMD, with an initial setup comparable to a Large display setup [6] or wall
displays [134].

2.2.5 Summary

Combining screens with AR is not a new concept [36, 69, 182]. In early works, we
identified three ways to add AR to a screen: Extend, Superimpose, and/or Replace



22 CHAPTER 2. RELATED WORK

the screen. To extend the screen, we can use AR to offload controllers [33, 180] or
content [242] from the main display, to create content in between devices [123, 235],
or to directly extend the screen space [25, 78, 160]. We can superimpose AR on a
physical screen, to show an alternative version of the content [109, 181, 201] or add
more information [139, 158, 172]. We can also use this proximity to the content to
display information privately in context [205]. To replace a display with AR involves
taking over the screen’s role as a display. It comes either as a way to keep its interactive
role [8, 35, 88, 180, 197], or to mimic existing displays[126, 132, 163]. These different
kinds of addition hint at ways to compensate for large displays’ shortcomings, such as
the need to extend them and to deal with their privacy.

This work mainly focuses on technological contributions and very few actually
study the impact of these additions to collaboration. Notable exceptions are studies
on tabletops. Nilsson and Johansson [157] who showed that their tabletop and AR
system was preferred over a paper map and helped reduce the information clutter
coming from collaboration of different work roles. And Nilsson et al. [158] that showed
a lower eye contact during collaboration sessions when wearing a HMD. Other studies
on collaboration around physical displays augmented with AR do not study the impact
of adding AR, in other words they do not compare the system they present with a
baseline system such as the physical display alone.

2.3 Placement of this thesis

Large vertical displays are used for diverse application fields to study a large amount of
data, and to accommodate multiple users working in parallel or collaborating. However,
they have some limitations: their public nature can cause privacy issue and conflict
between users, and they are limited in display space and configuration. Work on
combining AR and physical displays more generally, has showed different ways to add
information to a physical screen, information that can be private and placed in space
without constraints. However, few studies exist on using AR with a wall display in
particular.

The work of this thesis aims to explore how to combine AR and a wall display system
to resolve some of the previously mentioned limitations of large vertical displays. More
specifically, it studies different extremes of coupling the AR content with the content
of the wall, both when it comes to display space coupling (i.e., placement of the AR
content with regard to the content on the physical wall display) and semantic coupling
(i.e., the semantic connection between AR and physical display content).

Large displays are shared spaces used in public and work spaces, with content
viewed by every person looking at it. This can cause issues when using personal or
private content or conflict between users interacting with the display’s content. In our
Chapter 3, we study how to answer the lack of privacy of large displays. We propose
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a solution, using the superimposition of AR on a large display to offer a private view
closely coupled semantically to the public context. Other work [181, 205] also adds
personal information on graph visualizations using AR, such as controllers, additional
properties, or additional visualizations. But our work differs in two ways. First, we do
not add graph information per se, our AR additions are rather assistance aids to help
navigate the network displayed on the wall display. And second, we present a controlled
experiment to empirically validate these AR additions. We discuss this related work
more in Chapter 3.

We have also seen earlier that large displays are physical screens limited in size,
which can be complex to reconfigure spatially in the case of wall displays. In our
Chapter 4, we explore ways to extend large displays using AR HMD, an approach that
has attracted little interest so far. Many works we presented before that extend screens
using AR HMDs do it on smartphones [160] or tablets [123], but do not consider larger
displays like wall displays. We chose to study the augmentation of the working space
horizontally as opposed to [159], where the AR extends the display vertically. This
represents a loose schemantic and display coupling. We also use the large display
room to add multiple surfaces to extend space and study its impact on collaboration.

Finally, there is an emerging body of work that emulates inside VR headsets work
environments that resemble a collection of large and wall displays. This past work does
not compare these VR headsets alternatives to physical wall displays, but it does raise
an important question. Is it possible to replace wall displays by emulating them in VR
HMDs? We study this question in Chapter 5, focusing on the issue of resolution.
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Personal+Context navigation:

combining AR and shared displays
in Network Path-following

This chapter is based on our paper "Personal+Context navigation: combining AR and
shared displays in Network Path-following" [102] published in GI ’20: Proceedings of
Graphics Interface. This work was done in collaboration with Monash university. The
co-authors for this paper are Anastasia Bezerianos, Olivier Chapuis, Maxime Cordeil,
Tim Dwyer and Arnaud Prouzeau. Supplementary material for this project are avail-
able at https://gitlab.inria.fr/ilda/PersonalContext_Data and the video at
https://hal.archives-ouvertes.fr/hal-02860063/file/ARVizGIVideo-truefinal-1.
mp4.

Large displays accommodate multiple users at the same time, working either in
parallel or collaboratively. This may cause conflict between users, as a change to the
display view made by one user may impact another user’s viewing experience. An
AR HMDs can display information exclusively to its wearer, thus it could provide the
personal view needed on a large display. In this chapter, we study how to provide a
personal view, closely coupled in display space to the large display, and tightly coupled
semantically to the display’s context. In this chapter, we will refer to "display space
coupling" as "display coupling" for brevity.

3.1 Introduction

Shared displays are well suited for viewing large amounts of data [6, 135, 174, 178] and
for accommodating multiple users simultaneously [99, 134, 215]. Shared displays exist
around us in different environments, such as dedicated analysis environments [122],
command and control centers [150, 166], and public spaces such as metro stations or
airports.

While a shared display provides a common view, users often require a private view to
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Figure 3.1: On the left a user with a HoloLens navigating a network shown on a
shared display, moving their head from left to right. On the right their personal view in
the HoloLens at the start (top) and end (bottom) of their movement. The augmented
content consists only of the white visuals connecting the headset center of view (cursor)
to a link of the network on the shared display (SlidingRing shown, red marks added for
illustration).

work independently, access sensitive data, or preview information before sharing it with
others. To this end, existing work combines shared visualization displays with private
views using dedicated devices such as desktops [72, 169, 195, 229] mobile phones [224],
tablets [110] and watches [87]. However, these separate views are typically decoupled
in display, making it difficult for users to maintain a connection between private and
shared views [195].

To avoid such divided attention, recent work in immersive visual analytics [142] has
combined shared displays with Augmented Reality (AR) headsets. These approaches
consider the shared display and the personal AR view as having a close display coupling
[109, 205]: the shared screen provides the context visualization, while the AR display
superimposes private information. We investigate this combination in a specific setting.

We focus on publicly shared node-link network visualizations with close display
coupling, with personal views and interaction in AR, in order to support navigation
(Figure 3.1). Application scenarios abound: from control rooms where individual
operators [169] reroute in AR their resources using a shared traffic network map as
context; to private AR route finding on a public transport network map. Figure 3.2
illustrates such a scenario: multiple travelers focus on the same public information
display, but may be interested in different aspects of the transportation network and do
not want their personal route interests (e.g., their way home) advertised to onlookers.
In these situations, AR can provide a personal view with navigational support that is
tailored to the user’s route priorities and preferences.

We explore two navigation techniques (with two visual variations for each), ren-
dered only in the personal AR view, that aid the wearer in following their chosen route
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Figure 3.2: Personal AR route on a public map at the metro station providing ge-
ographic context. While the public map is visible to all (including people without
headsets), each traveller with a headset sees their own navigational aides. The per-
sonal augmentations do not disrupt other users of the map and they give the traveller
privacy.

in the network visualization shown on a shared display. The techniques use only AR
view-tracking as a means of user input, as gesture recognition and hand-held devices
are not supported by all AR technologies and may be awkward to use in public set-
tings [185]. Our hands-free interaction techniques help the viewer maintain a visual
connection between their personal AR view, that may shift (for example due to small
head movements), and their preferred route on the network on the shared display.

In two experiments on path following of different precision, we studied how dif-
ferent types of display coupling mechanisms between the personal AR view and the
shared network display alter user performance. Our results show that persistent dis-
play coupling works well for high-precision path-following tasks, where controlling the
view through the AR headset is hard; while more flexible transient display coupling
works best for low-precision tasks, in particular when following paths of (personal)
high weight. More globally, they demonstrate the feasibility of having the context
visualization on an external display and a personal navigation view of the AR headset.



28
CHAPTER 3. PERSONAL+CONTEXT NAVIGATION: COMBINING AR AND

SHARED DISPLAYS IN NETWORK PATH-FOLLOWING

3.2 Related Work

Network and shared/collaborative visualization are well-studied topics. We focus next
on the most relevant work, namely navigation and path following on network node-link
diagrams (which we informally refer to as “graphs” in the sequel), the exploration of
such graphs using shared displays, and the combination of AR and 2D displays.

3.2.1 Navigating Paths in Graphs

Navigating large graphs with dense links is difficult without assistance. Some solutions
focus on a specific node and allow the user to explore neighboring nodes, gradually
expanding their inspection of paths. Van Ham and Perer [220] use the concept of
Degree of Interest to select a subgraph to present to the user and then extend it
gradually. And May et al. [145] and Ghani et al. [74] use marks to highlight off-screen
nodes of interest. Moscovich et al. [149] introduce techniques that use the topology
of the graph to aid navigation, for example Bring-and-Go brings neighbors of a focus
node close to it for easy selection.

All these techniques cannot work as-is in AR: although the personal view may
include less elements, it still cannot override reality (the network on the shared display),
adding clutter. More relevant to our work is the second technique from Moscovich et
al. [149], Link-Sliding: after one of the neighbors is selected, the user can slide their
view along a link to reach the original location of the neighbor. One of our techniques
adapts this metaphor for AR settings. In our case the view of the user depends on
their head orientation and cannot be forced, so instead of sliding the entire view we
help the user maintain a connection to the link they are sliding on.

In a related approach, RouteLens [5] takes advantage of the topology of the graph
and assists users in following links by snapping on them. Our second technique is
inspired by the transient snapping [5], nevertheless we augment it with appropriate
feedback to guide the users’ navigation in AR.

Another family of neighborhood inspection techniques involve “lenses”. Edge-
Lens [236], curves links inside the lens without moving the nodes in order to dis-
ambiguate node and link relationships. Local Edge Lens [216], shows in the lens only
the links connected to nodes inside the lens. PushLens [194], pushes links that would
transit through the lens away instead of hiding them. In MoleView [89] the lens hides
links depending on specific attributes, or bundles and unbundles them. Most of these
lenses combined are seen in MultiLens [111]. Lens techniques cannot be easily applied
to our case, as the video-see-through AR needs to overwrite reality, a technology not
yet ready for real-world use. As with lenses, our techniques are visible in the constraint
area seen through the AR display, but visuals are closely matched with the real-world
content.
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3.2.2 Interacting with Graphs on shared large displays

The use of shared displays for multi-user graph exploration is first demonstrated in
CoCoNutrix by Isenberg et al. [93], where users interact using mice and keyboards.
Lehman et al. [129] use proxemics (i.e., the distance between the user and the display)
to indicate the level of zoom requested. Prouzeau et al. [168] compare two techniques
to select elements in a graph using multi-touch. Both techniques impacted the shared
workspace, potentially disturbing co-workers visually.

Lenses could limit the impact area of such interactions. For road traffic control,
Schwartz [195] proposes a lens that gives additional information regarding the route
on a map. Kister et al. [112] use the user’s body position to control a lens for graph
exploration. However, these lenses do not work well if two users work on the same area
of the shared display, and do not address privacy issues raised in all-public workspaces.
A solution is to provide users with an additional private display. Handheld devices can
show detailed views [44], display labels [186], or used for interaction [110]. While such
devices avoid disturbance of others and allow for privacy, they also divide the user’s
attention between displays [195] - the user has to match the content of their handheld
device with the context on the large display, which can be cognitively demanding.
Eaddy et al. [61] proposed voice instructions coming from an earpiece to guide the
visual navigation of the user on a map. This solution monopolizes hearing, which may
block sounds from the outside which can be dangerous in a public environment. On
the other hand, AR overlays can seamlessly combine private information with that on
the shared display, avoiding divided attention. We leverage this setup to assist users
in graph navigation.

Most current AR headsets provide head-tracking capabilities (e.g., HoloLens-11 or
Nreal2), which is what we use in our study. Previous work has used eye-tracking as
a means to analyze graph visualization and navigation [155], but not as the input
mechanism for navigation. Eye-tracking is a promising alternative to hand pointing for
interacting with AR content [210] and for brief interactions on public displays [107].
While some recent AR headsets do support eye-gaze tracking (like HoloLens-23 and
MagicLeap4, this is not yet available across the board.

3.3 Design Goals

For the remaining of this chapter, we use the term "shared context" to talk about the
visualization displayed on the shared external display and "personal view" for the AR

1https://docs.microsoft.com/en-us/hololens/hololens1-hardware
2https://www.nreal.ai/
3https://www.microsoft.com/fr-fr/hololens/hardware
4https://www.magicleap.com/en-us/magic-leap-1

https://docs.microsoft.com/en-us/hololens/hololens1-hardware
https://www.nreal.ai/
https://www.microsoft.com/fr-fr/hololens/hardware
https://www.magicleap.com/en-us/magic-leap-1
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view shown to the user.

A key aspect of network navigation [84, 203, 223] is following paths of interest,
while exploring their neighborhoods. Our techniques focus on aiding path following
using an AR headset, while maintaining a visual link to their context (neighboring
nodes and links) that exists in the network on a shared display. This gives rise to our
first design goal:
G1. Tying tightly personal view to context. Contrary to situations where the AR
view is related loosely to other displays or is a stand-alone visualization [14, 24], our
techniques need to be tightly coupled semantically to the network on the shared display.
This is similar to the need to tie labels to scatterplot points in previous work [109] or
to visually link virtual elements to real surfaces [171]. For graph navigation, this means
the techniques need to match closely the visual structure of the underlying network on
the shared display. For example any additional information on a specific node or link
rendered in AR, needs to be visually connected to the shared display representation of
that link or node. In our designs we vary this connection, with both persistent and
transient connection variations.

We opted for hands-free techniques, as in public settings hand gestures can be
awkward [185] or reveal private information (e.g., final stop on the metro map). Or
they may be headset-specific or even not possible with some technologies, e.g., [68].
On the contrary, any setup that assumes a display coupling of a public and private view
requires view-tracking technology, that we can leverage for interaction. Nevertheless,
view-tracking relies on head movement that can be inaccurate and hard to control, a
situation that can be exasperated by the limited field of view of some headsets. This
inspired our second design goal:
G2. Handling limited field of view and accidental head movement. The limited field
of view of current AR headsets compounds the challenge of tying the external context
display, that is often large, with the personal AR view that can cover only part of the
shared display (that shows the network). This can hinder navigation, for example it
is easy to get lost when following a link that starts and ends outside the field of view
(especially in dense graphs). Unintended head movements aggravate this issue, as
they can easily change the field of view. Thus techniques need to be robust to head
movements and changes in the field of view, reinforcing the visual connection between
shared and personal view. We vary how this connection is reinforced, either providing
simple visual links to the shared view, or a deformed re-rendering of a small part of
the shared view to render visible information that may be outside the field of view.

We note that existing AR technology superimposes a semi-transparent overlay on
the real world. As such, it is still technically hard to "overwrite" the view of the real
world – in our case the shared display. Thus, the additional visual aids we bring to
the personal view cannot consist of independent renderings, nor of a large amount of
additional information, as the underlying visualization will continue to be visible. We
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thus avoided variations that require rendering large quantities of content in the field
of view (e.g., remote nodes [216] or off-screen content [74, 145]), or that contradict
the shared display (e.g., curving links [236] or removing them [89, 194, 216] since they
will still be visible on the shared display).

3.3.1 Personal Navigation

When considering the motivation of having personal views on a network, we notice
that path following priorities may differ depending on users’ expertise and preferences.
For example when looking at a public metro map, different travelers have personal
route preferences (different destinations, speed, scenic routes, etc.). Thus one aspect
that can be personal in network navigation is the notion of weights that different paths
can have, depending on viewer preferences. These weights can be indicated visually
in the AR headset (in our case as link widths), and can be taken into account in the
interaction. Our techniques to aid path following and navigation, take into account
personal path weights.

We expect that users have added their general preferences (scenic routes, high
bandwidth, close to hospitals) in an initial setup phase of the system (e.g., when using
it for the first time). Our techniques do not require the user to input specific/intended
paths, only general preferences that many possible paths in the network can fulfill. It is
then up to the user to choose and follow a specific/intended path, including ones that
do not follow their general preferences. Thus our techniques do not assign weights,
but make use of them.

3.4 Techniques

Our designs work without external devices, other than the head mounted display. In
our setup the center of the personal view (referred to as gaze-cursor) acts as a virtual
cursor. To navigate the graph the viewer moves their head, and thus their personal
field of view, the way they would normally do when standing in front of a large shared
display. Our designs do not alter the context graph visualization seen on the shared
screen.

To facilitate the connection between the personal view and shared context view
(G1) we explore two variations to aid path following: a persistent connection that
snaps onto paths of the network permanently (Sliding), and a transient variation that
attaches to the network temporarily (Magnetic). From now on, a subpath is a path
made of links (or a link) connecting two nodes of degree 1 or > 2, where all the
intermediate nodes, if any, are of degree 2, i.e., have a single ingoing and outgoing link
(the degree of a node is the number of links that are incident to the node).
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3.4.1 Persistent connection: Sliding Metaphor

In these variations, when a viewer is following a path on the network (i.e., one or more
links), a ring gets attached to the subpath. When they change their field of view by
moving their head, the ring remains attached to the subpath (that exists in the shared
display), but slides along it, thus maintaining a persistent connection with the selected
subpath (G1). Sliding is inspired by Link Sliding [149] developed for desktops, that
moves the viewport of the user to follow the selected path. In our case the viewport
is controlled by the viewer’s head (that in turn controls their gaze-cursor), while the
graph is anchored on the shared display. So we cannot force the headset viewport to
follow the path. Instead, we use the metaphor of the sliding ring that gets attached
to the selected subpath, and add a visual cue in the viewer’s personal field of view
(G2). This visual connection can be a simple visual link (SlidingRing), or a deformed
re-rendering of a small part of the shared context visualization (SlidingElastic).

Sliding Ring can be seen in Fig. 3.3 and 3.4. We draw a dashed trail from the
center of the personal view, to the ring that slides on a path. This ring is the projection
of the gaze-cursor on the path and it slides along it as the user moves their gaze. The
trail guides the viewer’s eye back to their selected subpath, even if that subpath is
outside their AR field of view (G2).

Sliding Elastic can be seen in Figure 3.5. In this variation, the subpath in the
personal view turns into a curve, pulled like an elastic towards the center of view of
the user. The ring now slides on this curve. The curve can incorporate more than
one node (and links). With this variation, the ring is always on the viewer’s gaze-
cursor (not simply attached to it via a trail), due to the deformed path curve that
remains within the personal view. The end-points of the elastic curve remain tethered
to the context graph (G1) when the viewer moves their head (G2), while the curve
is a deformed copy of the subpath from that graph that follows the user’s view. All
nodes on the deformed (copied) subpath on the personal view are connected visually
with dashed trails to the original nodes on the graph on the shared display. This sliding
variation is more complex visually, nevertheless, as it copies the subpath, it maintains
information about the local structure of the subpath in the personal view.

3.4.1.1 Interactive Behavior

For the sliding techniques we use the notion of subpaths, groups of one or more links
where there are no branches and thus it is clear where the ring needs to slide to next.
The ring slides on the selected subpath until it reaches the node at the end. At this
point it gets attached to a new link (that may be the beginning of a longer path),
depending on the direction of movement of the viewer’s gaze-cursor.

At first we considered simply selecting the link closest to the center of the user’s
field of view. However, we found it often challenging to select between two links that
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Figure 3.3: Example of a technique (SlidingRing) and its rendering. (Top-left) part
of the shared wall display. (Bottom-left) Holographic content added by the HoloLens.
(Right) Combined view seen by the user with the HoloLens on. Red border indicates
the HoloLens field of view.

Figure 3.4: Close-up of SlidingRing (combined view). From left to right: as the user
moves its field of view away from the link the ring is attached to, the trail (dashed
line) guides the viewer back to the link, even when the ring is no longer in the AR view
(right).

Figure 3.5: Close-up of SlidingElastic (combined view). From left to right: when
moving away from the selected subpath, a curved copy of the path follows the user,
even if the path is no longer in the HoloLens view. Again the view is the combination
of the shared wall display view (graph) and the head-mounted display (elastic path and
it’s connections only).
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Figure 3.6: Choosing the link to slide into when the gaze-cursor is inside a node (cyan
circle). From left to right: proxies (colored dots) are created for each link; proxies
spaced equally; proxies rotated to minimize distances between proxies and original
links (Procrustes analysis); slices of influence assigned to each link based on their
proxies. The slice that the gaze-cursor exits on determines the link that the ring will
slide to.

are close together (like top and left link in Figure 3.6). We thus provided wider zones
of influence around the links, inspired by the interactive link-fanning approach of Henry
Riche et al. [184] seen in Figure 3.6. We consider proxies of all the links around the
node, that are then equally spaced around a circle. The circle is then rotated in order
to minimize the distance between the proxies to the original link positions (Procrustes
analysis5). The final proxy positions define zones (slices) of influence around them.
These slices follow the relative direction of the original links, but are as wide as possible
to ease gaze selection. When a link has higher personal weight for the viewer, it is
assigned more proxies around the circle (equal to their weight), and thus wider slices.

While this algorithm determines the choice of the next link to follow, it does not
alter the visual representation of links or nodes. We observed that this approach
works well even when multiple links exit towards the same direction, as viewers tend to
exaggerate their head movement in a way that differentiates the links (e.g., go higher
for the top link). The performance of this approach will degrade for nodes of high
degree (many links) – but in these situations any technique based on head tracking,
that is hard to control precisely, will be challenged.

In the case of the SlidingRing, the viewer’s gaze-cursor can be either inside the
node at the end of the subpath (as above), or further away maintaining the connection
through the trail6. If the gaze-cursor is outside the node at the end of the subpath,
we assume the viewer wants to quickly slide to the next link by roughly following with
their gaze the direction of the path. We thus attach the ring to the link closer to the
gaze-cursor, ignoring the fanning calculations mentioned above. This approach works

5https://en.wikipedia.org/wiki/Procrustes_analysis
6This does not happen in SlidingElastic because in the personal view the subpath curves to follow

the gaze-cursor, thus the ring arrives to the node at the end of the subpath only when the gaze-cursor
does.

https://en.wikipedia.org/wiki/Procrustes_analysis
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well when the graph is homogeneous in terms of weights. Nevertheless, when the
personal weights of the viewer are not uniform, we want to give priority to high-weight
paths. These two goals (preferring the link with minimum distance and preferring
one of high weight) can be conflicting, for example if a low-weight link is closer to the
gaze-cursor. We assign each potential link around the node a value that thus combines
their distance from the gaze-cursor and their weight. More specifically, we define two
distances for each link pi with weight wi. The first distance dgcpi is the (Euclidean)
distance from the gaze-cursor (gc) to link pi. The second distance dwmax

wi
is defined as

dwmax
wi

= (wmax + 1−wi). In this term, wmax is the highest weight in the graph, thus
dwmax
wi

becomes smaller the higher the weight wi of the link. We refer to this distance
as distance from max weight. The value 1 is added to our calculation of distance from
max weight in order to avoid the ring always sliding to the highest weight link (where
wi = wmax), disregarding the distance of the gaze-cursor. To make our final choice of
path, we combine both distances in vi = dgcpi × dwmax

wi
(to be seen as the inverse of link

attraction/influence) and chose the link with smallest vi.

3.4.1.2 Sliding Metaphor Summary

The sliding techniques anchor the personal view to a subpath on the shared display,
maintaining a consistent visual link with that path (G1). They are thus well suited for
following a path closely during navigation. Due to their persistent display coupling to
paths, they are robust to changes in the field of view due to head movements (G2).
SlidingRing consists of a simple dashed trail connecting the path and the viewer’s field
of view. SlidingElastic is more visually complex, providing a deformed copy of the path
and its local structure, that is stretched to remains in the user’s view, while the nodes
at the ends remain anchored to the context graph.

3.4.2 Transient connection: Magnet Metaphor

In the magnet metaphor, the gaze-cursor gets "magnetically" attached to links and
maintains a connection in case the user accidentally moves their head (G2). Only one
link is attached to the magnet at a time. When the gaze-cursor moves, the attached
link can change if a better candidate is found within the magnet’s area of influence,
thus this connection to the links on the graph of the context display is transient (G1).
The visual connection can be again simple visual links (MagneticArea) or a deformed
re-rendering of a small part of the shared context visualization (MagneticElastic).
The magnet metaphor is inspired by area cursors [105] and bubble cursors [77]. As the
area of influence moves, candidate links inside the area attract the magnet. Contrary to
the bubble cursor, the magnet resists detachment from the selected link to deal with
small accidental head movements (G2), but eventually detaches in order to attach
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to a new candidate. The area of influence can be customized.7 The final aspect
of the magnetic techniques is providing a feed-forward mechanism to indicate risk of
detachment from the current link due to nearby links. We consider attraction in an
area twice the size of the area of influence to identify detachment candidates.

Magnetic Area is seen in Figure 3.7. Similarly to the Rope Cursor [81], we draw
lines from the gaze-cursor to the link that the magnet is attracted to. This simple
link connects visually the gaze-cursor to the original graph on the shared display. If no
links are in the area of influence, no line is drawn. The notion of a subpath is not used
here, since this technique can detach from the graph. We show the attraction of other
links using semi-transparent rays that fade as they move away from the gaze-cursor.
The bigger the attraction the more visible the attraction rays become, acting as a
feed-forward mechanism to warn the viewer that they risk detaching from the current
link. To avoid visual clutter, we limit the attraction rays to the top 5 candidates.

Magnetic Elastic is seen in Figure 3.8. Similarly to SlidingElastic, an elastic
copy of the selected subpath is pulled into the personal view. Contrary to the sliding
variation it is not permanently attached to the path and can be detached if other
candidate link attract it. We communicate this attraction from other links by fading
out the elastic copy when it risks getting detached from the current path and attached
to another. We experimented with adding gradient attraction lines in this variation as
well, but decided against them due to the visual clutter of the design. We note that
for the MagneticElastic the notion of subpath exists, nevertheless all value calculations
are done on the link of the path the viewer is on. By link we refer to the original link
on the graph (and not the elastic copy).

3.4.2.1 Interactive Behavior

When more than one link enters the area of influence of the magnet techniques, the
closest to the gaze-cursor is selected. As with the sliding techniques, when the personal
weights of the viewer are not uniform, we want to give priority to high weight links
when considering candidates. To do so, we assign a value vi to each link li inside the
area of influence. This value takes into account both the distance of the gaze-cursor
from the link dgcli and the distance from max weight dwmax

wi
(see Sliding behaviour).

Nevertheless, the simple product vi = dgcli × dwmax
wi

is not enough for techniques that
are not permanently attached to links. We want a small resistance when the magnet
is already attached to a link, preventing accidental detachments, especially from high-
weight links.

First, we reduce detachments due to crossing. As the viewer follows a link la,
their gaze may cross over another link lj resulting in a distance of zero for the crossed
link. This would result in the cursor detaching from la and attaching to lj. While

7We set it to 5 cm on our shared display, as we empirically found this distance to be a good
compromise to avoid accidental detachments when crossing over other links.
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Figure 3.7: Close-up of MagneticArea. From left to right: the magnet is attached to a
link (on the wall display); as the gaze-cursor moves other link candidates are drawn to
it and attraction lines become more visible; until the magnet detaches and reattaches
to another link.

Figure 3.8: Close-up of MagneticElastic. From left to right: an elastic copy of the
subpath is created; that follows the user even if original subpath is out of HoloLens
view, nevertheless it fades out as the other links start attracting it; until it detaches
and snaps to another subpath.

this detachment may be a desired behavior, we want to avoid it triggering too easily,
especially for high-weight link. We thus add a term c1 to our calculations of vi that
prevents the distance dgcli from causing immediate detachment. The new vi = dgcli ×
dwmax
wi

+ c1×dwmax
wi

= (dgcli + c1)×d
wmax
wi

makes high-weight links more attractive when
searching for the smallest value vi. This is how values are calculated for candidate
links inside the magnetic cursor’s area of influence.

Second, to give priority to any currently attached link (making it resistant to de-
tachments), we make a special calculation for the attached link la. We introduce the
term ca < 1 that further reduces the value of the currently attached link. The final
calculation for the attached link is va = (dgcla + c1 ∗ ca) × dwmax

wa
. The term c1 ∗ ca is

always smaller than c1 (ca < 1), thus reducing va with respect to the values of other
candidate links inside the area of influence. We found c1 = 0.1 and ca = 0.75 worked
well for our setup.

3.4.2.2 Magnet Metaphor Summary

The magnetic variations temporarily attach the gaze-cursor to a subpath of the graph
on the shared display. The attachment prevents the user from accidentally loosing
the path because of small changes in the field of view (G2). AR visuals are again
closely tied to the context graph on the shared display (G1). MagneticArea consists
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Sliding Metaphor Magnetic Metaphor

SlidingRing SlidingElastic MagneticArea MagneticElastic

Figure 3.9: Schematic representations of the two interactive metaphors and their visual
variations tested in our experiments (the BaseLine techniques is not shown). Visuals
in blue indicate content rendered inside the AR headset and black visuals indicate
content on the shared display.

of a line connecting the gaze-cursor to the selected link and rays that fade out to
provide feed-forward when the viewer risks detachment. MagneticElastic provides an
elastic copy of the path that fades when there is risk of detachment. Contrary to the
sliding techniques, the link between the gaze-cursor and subpath can be broken if the
gaze-cursor moves away from the path.

3.5 Experimental Setup

As the external large display we used a 5.91 × 1.96 m wide wall display with a resolution
of 14,400 × 4,800 pixels (60 ppi), composed of LCD displays (with 3mm bezels) and
driven by 10 workstations. To avoid participant movement, we only used the central
part of the wall display, about 2 × 1.96 m. For the AR part we used a HoloLens,
an optical see-through head mounted display. On the wall display we used a simple
program to display images on demand and on the HoloLens side we used Unity [211].
Both are controlled by a “master” program that sends UDP messages to the wall display
(e.g., change the graph to display), and to the HoloLens (e.g., change the technique
and specify the path to be followed).

We calibrated the HoloLens with the wall display, using 3 Vuforia [91] markers
rendered on the wall display. The markers are recognized by the HoloLens and used to
calculate an internal place-holder for the graph (position, orientation and scale). Once
calibrated, the gaze-cursor of the HoloLens is projected on the wall display to calculate
the distances used by the techniques.
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3.6 Experiments

Our four techniques MagneticArea, MagneticElastic, SlidingRing, and SlidingElastic,
Figure 3.9, provide personal path navigation on a graph on an external display (G1),
in particular under situations where the personal field of view may change due to head
movement (G2). We chose to evaluate them under path following tasks [127], that
are central in graph navigation and motivated their design. As the techniques aid path
following (rather than path choosing), we focus on their motor differences, i.e., how
differences in persistence and linking to the shared context visualization affect path
following performance. We thus removed noise related to path choosing, by explicitly
indicating to users the ideal path to follow. We also consider as a BaseLine the simplest
path following technique: the gaze-cursor displayed in the center of the field of view
of the headset. We note that the BaseLine is indirectly affected by path weights since
higher-weight paths are rendered as wider in the headset.

Path Following Tasks. Our techniques are also designed to support different pre-
cision – the sliding techniques are very precise once on a subpath (as it is impossible
to lose it), while magnetic ones are flexible and allow for quick corrections through
detachments. We thus tested our techniques on path following tasks of various preci-
sion. To better understand the weak and strong points of our techniques, we decided
to consider two extremes in path following w.r.t. task precision:
1. Path Selection: participants had to go through all the nodes and links of the path in
a given order. A simple attachment (or touch/hover with the gaze-cursor for BaseLine)
of nodes and links is enough to consider that part of the path selected. This is a low
precision task that consists of a sequence of simple selections that a user may want
to perform when identifying a path of interest, without necessarily being interested in
all the details of the path. An example use-case could be to quickly plan a trip on a
metro map or a bus network.
2. Path Tracing : participants traverse the entire path in detail, tracing nodes and the
entire length of the links. If the user leaves a link, they have to return to the link and
resume where they left off, until they trace the entire link. This is a high precision
task that a user may perform if they are interested in details along the path they are
following. An example use-case may include tracing a metro path on a geographical
map to look at the specific areas it goes through, or following a road to check which
parts have emergency stops or bike lanes. In real life, examples of path tracing tasks
are common when networks are part of a geographic map (e.g., roads, infrastructure
maps), where users are interested both in the details of the points of interest and
in their context, as discussed by Alvina et al. [5] (work that partially motivated our
magnetic behavior). Beyond maps, path tracing tasks are used in network evaluations
when there are concerns that the visual continuity of paths in the network may be
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Figure 3.10: Example of one path from the experiment, on the Small World graph.
Inside the red rectangle is the user’s view through the HoloLens, that includes the red
path they need to follow. The rendering outside the HoloLens view (dashed lines) are
added for illustration only.

affected, for example when they cross bezels [56, 62] or curved screens [199]. In our
case, visual continuity of the path may be affected by the limited field of view of the
AR display (design goal G2).

Together, these two tasks represent extreme cases in terms of the need for interac-
tion precision when going through a route: simple selection vs. tracing/steering along
the path.

Task Operationalization. In real use, our techniques do not know the exact path
a user would like to follow, they only know global preferences of the user such as
preference for scenic routes or speed (that are represented as weights, see Section
"Personal Navigation"). To test hypotheses in a controlled experiment, we need to
isolate/control aspects relevant to the hypotheses (operationalization of the task). In
our case, we have formed working hypotheses around navigation performance under
different precision tasks, which we will formalize later in this section. We thus chose to



3.6. EXPERIMENTS 41

remove factors that make trials incomparable, such as personal biases, preferences and
decision making. In real-life, navigation requires decisions influenced by participant
preferences, and thinking delays. To remove these confounds, we decided to show
participants a specific route to follow in a given color (red). This ensured that only
interaction time was measured (not the time to think while choosing); and avoided
participants from selecting routes of different lengths based on personal preferences
that could make trials incomparable across participants.

In our experiments, all experimental indications were shown in the personal AR
view. As mentioned above, for experimental proposes, the path to follow was shown
in red, with the starting node highlighted with a green halo (Figure 3.10). In the Path
Selection task, whenever the participant selected a node or link in the correct order,
they would turn green. In the Path Tracing task, the links were progressively filled in
green up to the point the participant had reached, tracing their progress.

We separated our evaluation into two experiments, one for each of the two tasks
(Path-Following, Path-Tracing).

Paths and Weights. As we discussed in the Personal Navigation section, link
weights are an example of personal information that may be specific to different users.
As such, weights are a fundamental aspect of the techniques we introduced. The tech-
niques favor high-weight links, and thus should perform better when following paths
with high weights. To evaluate this aspect we considered two types of paths (factor
Path). We note that in real use, multiple paths can fulfill user preferences/constraints
and could thus have high weights. For operationalization purposes we test two cases.
(i) We tested Weighted paths where the links of the path to follow have a constant
weight of 3 and all the other links have weight of 1. These simulate cases where the
path that the system has identified as having high weight (based on a-priori prefer-
ences), matches the path that the user wants to follow in practice. (ii) We also tested
Homogeneous paths where all the links of the graph have a weight of 1. With these
paths of equal weight, we simulate cases where the system has assigned multiple paths
with the same weight based on a-priori preferences. If the weights selected by the
system do not match the needs of the user, we assume the user will deactivate them
(leading them to the equal weight situation). Thus we did not consider Homogeneous
paths that cross Weighted paths (an unfavorable situation for the techniques), as in
real applications we expect that it would be possible to simply disable the weights.

In the experiment, links are visually scaled by their weights, hence a high weight
link is 3 times wider than other links.

Graphs. To be able to generalize our results, we considered two graphs with different
characteristics (Figure 3.11). The first type is a “5-quasi-planar” graph8 (the Paris

8A topological graph is k-quasi-planar if no k of its edges are pairwise crossing [204].
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Figure 3.11: Graphs used in the experiments: (Left) The Quasi-Planar graph of the
Paris metro map, 302 nodes and 369 links. (Right) the small world graph, 180 nodes
and 360 links.

metro map). None of the paths participants had to follow contained crossings for this
type of graph. The second type is a small world graph generated using NetworkX9. We
generated the small world graph to have on purpose a similar number of links to the
quasi-planar graph (369 and 360 respectively), but a higher link density. Link density
is defined as numberOfLinks/numberOfNodes. In the small world graph this ratio
was 2, almost double that of the quasi-planar graph (1.2). Consequently, the quasi-
planar graph has more nodes than the small world graph (302 and 180 respectively).
We tested graphs of different density, as this may affect our techniques (e.g., cause
accidental detachment in the magnetic techniques). The quasi-planar graph is a typical
example of networks such as roads, electricity, or water networks. Small world graphs
are typical in real phenomena, e.g., social networks.

The small world graph is more complex than the quasi-planar graph, because it has
more link crossings, more links attached to a node on average (higher degree), and
also has longer links (e.g., links between communities) that are more challenging to
trace. Our aim is to see whether the structure of the graphs impacts the differences
between the techniques.

In our experimental trials, all paths that participants had to follow consisted of 7
links (and 8 nodes) of similar difficulty for each graph and did not contain cycles. All
the paths we used for the small world graph had one long link. An example path is

9NetworkX (https://networkx.github.io/): we used the connected_watts_strogatz gener-
ator for the network structure, and the yEd Organic Layout.

https://networkx.github.io/
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Figure 3.12: (Top) Mean time to complete the path selection task per Tech for each
Graph × Path condition (the number in the bars is the mean, and the error bars
show the 95% CI for the mean over all data points). The lower the bar, the faster the
technique. (Bottom) The 95% CI for mean differences between all the Tech, for the
respective Graph × Path condition. Note: A CI that does not cross 0 shows evidence of
a difference between the two techniques - the further away from 0 and the tighter the CI, the
stronger the evidence. Not crossing 0 indicates a “significant” difference in the corresponding
paired t-test, i.e., p < 0.05. To compare two Techs X and Y for a given Graph × Path,
see first the two corresponding bars in the top figure for this condition, and then the CI that
corresponds to the pair X − Y at the bottom.

seen in Figure 3.10.

Working hypotheses. Given the design of the techniques and the nature of the
tasks, we made the following hypotheses:

(H1) For the selection task, magnetic variations are more efficient for Homogeneous
tasks, since they do not force users to follow the entire path when trying to make
simple selections.

(H2) For the tracing task sliding variations are more efficient than magnetic since
the user needs to trace the path without detaching. Magnetic ones are likely
more efficient than BaseLine as they can help keep the connection to the path,
especially for Weighted paths.

(H3) All the techniques are faster with theWeighted paths than with the Homogeneous
paths. The differences are more pronounced for the small world graph than for the



44
CHAPTER 3. PERSONAL+CONTEXT NAVIGATION: COMBINING AR AND

SHARED DISPLAYS IN NETWORK PATH-FOLLOWING

quasi-planar graph, since the larger density may cause detachments in magnetic
variations and distraction in BaseLine.

3.6.1 Path Selection Experiment

In this experiment participants conducted a low precision path following task, selecting
in order links and nodes in a path.

Participants and Apparatus. We recruited 10 participants (8 women, 2 men),
aged 25 to 42 (average 29.6, median 27.5), with normal or corrected-to-normal vision10.
Five participants had experience using an AR device, such as the HoloLens. Participants
were HCI researchers, engineers, or graduate students. As apparatus, we used the
prototype described above.

Procedure and Design. The experiment is a [5×2×2] within-participants design
with factors: (i) Tech: 5 techniques: BaseLine, MagneticArea, MagneticElastic,
SlidingRing, SlidingElastic; (ii) Path, 2 types of paths: Weighted, Homogeneous; (iii)
Graph, 2 types of graphs: Q-Planar, SmallWorld.

We blocked trials by Tech, and then, by Path. We counter-balanced Tech
order using a Latin square. We also counter balanced Path, for each order one
participant started with Weighted and another with Homogeneous. We fixed the graph
presentation order, showing the simpler Q-Planar first.

For each Tech × Path, participants started with 6 training trials, followed by 6
measured trials. After each Tech block they rested while the operator checked the
HoloLens calibration.

Participants were positioned 2m from the wall display and were instructed to avoid
walking, to maintain a consistent distance from the wall display and personal field of
view, across techniques and participants. They were asked to perform the task as
fast as possible. Our main measure is the time to complete the task, since paths
need to be completed for the trial to end (i.e., all trials are successful). Time started
when participants selected the starting node, and ended when all nodes and links were
selected in the correct order. The experiment lasted around 1 hour, concluding with
participants ranking the techniques and answered questions on fatigue and perceived
performance.

3.6.1.1 Results

We analyze, report, and interpret all inferential statistics using point and interval
estimates [54]. We report sample means for task completion time and 95% confidence

10None of our participants had red-green colorblindness, but if replicating this work other experi-
mental colors can be considered [231].
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intervals (CIs), indicating the range of plausible values for the population mean. For
our inferential analysis we use means of differences and their 95% confidence intervals
(CIs). No corrections for multiple comparisons were performed [53, 165]. We also
report subjective questionnaire responses.

Completion time. We removed one obvious outlier (a trial with a standardized
residual of 18, while all others < 4). We did not find evidence for non-normal data.
Figure 3.12 shows the mean completion time for each Tech grouped by Graph ×
Path (top) and the mean differences between Tech (bottom).

None of our techniques outperformed BaseLine. We see that BaseLine andMagnetic-
Area exhibit, overall, the best performances with very similar mean task completion
times across conditions (no evidence of difference). Both magnetic variations perform
better than sliding ones when it comes to Homogeneous graphs, with strong evidence
of this effect for the more complex SmallWorld graphs (partially confirming [H1]).
Nevertheless, for Weighted the simple sliding variation SlidingRing performs well and
even outperforms the complex elastic magnetic variation MagneticElastic.

We have evidence that MagneticArea and SlidingRing are always faster than their
elastic versions MagneticElastic and SlidingElastic respectively. This is particularly
clear for magnetic variations across the board, and for all cases except Homogeneous
SmallWorld for sliding variations.

We observe mean times for each technique tend to be faster for the Weighted
paths. However, we only have conclusive evidence they are indeed faster for Sliding-
Ring (CI [1.4, 3.9]) and SlidingElastic (CI [2.0, 6.8]) for the Q-Planar graph. And for
all the techniques except MagneticElastic for the SmallWorld graph (e.g., BaseLine
CI [0, 1.7], MagneticArea CI [0.7, 1.9], MagneticElastic CI [−1.3, 2.7], SlidingRing CI
[8.2, 15.5], SlidingElastic CI [3.2, 11.2]). This partially confirms [H3].

Questionnaire. Although in terms of time both BaseLine and MagneticArea per-
formed similarly, the best rated technique is MagneticArea (average rank: 1.6). Base-
Line is next (ar: 2.4), followed by SlidingRing (ar: 3.0), MagneticElastic (ar: 3.2),
and SlidingElastic (ar: 4.3). Participants preferred MagneticArea and SlidingRing over
their elastic counterparts.

We have very similar results when comparing responses for their perceived speed,
accuracy and the easiness of use of the techniques (Figure 3.13). MagneticArea was
always better rated than the other techniques, with BaseLine coming second.

Summary. The most preferred technique isMagneticArea, even though it objectively
performs similarly to BaseLine (not confirming [H1]). SlidingRing also exhibits good
time performance for weighted paths. There is evidence that with few exceptions,
techniques performed better in Weighted paths (partially confirming [H3]). Finally, the



46
CHAPTER 3. PERSONAL+CONTEXT NAVIGATION: COMBINING AR AND

SHARED DISPLAYS IN NETWORK PATH-FOLLOWING

Se
S
Me
M
B

Se
S
Me
M
B

Se
S
Me
M
B

Speed
Accuracy

Easy
Very Negative Negative Neutral Positive Very Positive 

Figure 3.13: Results of the questionnaire of the selection experiment for perceived
speed, accuracy and easiness of use of the techniques.

elastic versions performed worse than their non-elastic counterparts, possibly because
the elastic variations have more visual clutter, and require users to go through the
longer elastic subpath.

3.6.2 Path Tracing Experiment

In this experiment participants conducted a high precision task, tracing over each link
and node in an indicated path.

Given the results of the first experiment we excluded the elastic version of the
techniques. We thus consider only 3 techniques in this second experiment: BaseLine,
MagneticArea, SlidingRing. We follow closely the design of the first experiment and
consider the same two graphs and two types of Path.

Participants. We recruited 12 new participants that did not participate in the first
experiment (3 women, 9 men), aged 22 to 43 (median 26), with normal or corrected-
to-normal vision. They were graduate students and engineers. Most had already used
an AR or VR headset (five had used a HoloLens).

Procedure and Design. We used the same procedure and design as the previous
experiment, but with 3 techniques. The experiment lasted about 45 minutes.
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Figure 3.14: (Top) Average time to complete the path tracing task per Tech for
each Graph × Path condition. (Bottom) The 95% CI for mean differences (12
points, one by participant) between all the Tech for the respective Graph × Path
condition. See Figure 3.12 for reading CIs.

3.6.2.1 Results

Completion time. We removed two outliers (standardized residual > 4), and we
could not observe any strong evidence for non-normal data. Figure 3.14 shows the
task completion times for the task (top) and the 95%–CI for the difference in mean
for the Tech by Graph × Path conditions (bottom).

We have strong evidence that SlidingRing is always faster than MagneticArea and
BaseLine, with large differences with BaseLine overall, and with MagneticArea for Ho-
mogeneous paths. Moreover MagneticArea is clearly faster than BaseLine for Weighted
paths, but this is not the case for Homogeneous paths. Thus, hypothesis (H2) is sup-
ported for the most part. The poorer performance of MagneticArea for Homogeneous
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Figure 3.15: Results of the questionnaire of the tracing experiment for perceived
speed, accuracy and easiness of use of the techniques.

paths is probably caused by accidental detachment when the gaze-cursor came close
to a link not in the path (e.g., accidentally attaching to links that cross the path).

When comparing the performance of each Tech over the type of path, we observe
that they are always faster (clear evidence) for the Weighted paths than for the Ho-
mogeneous paths (BaseLine for Q-Planar CI [1.8,4.1] and for SmallWorld CI [7.9,17.8],
SlidingRing for Q-Planar CI [0.5,3.3] and for SmallWorld CI[3.5,8.9], MagneticArea for
Q-Planar CI [4.0,7.9] and for SmallWorld CI [17.8,32.4]). This effect is particularly strong
for MagneticArea. These results support (H3).

Questionnaire. Overall the results of the questionnaire are consistent with the re-
sults on time. When asked to rank the techniques based on preference, 9/12 partici-
pants ranked SlidingRing first, one rankedMagneticArea first, and one ranked BaseLine
first. MagneticArea was generally ranked as the second choice (for 9/12 participants).
While BaseLine was mostly ranked last (8/12).

We observe similar results for perceived speed, accuracy and ease of use of the
techniques (see Figure 3.15). SlidingRing was judged faster, and easier to use than the
other techniques. And responses for MagneticArea tended to be more positive than
BaseLine.

Summary. SlidingRing exhibits the best results (objective and subjective) for path
tracing tasks, partially confirming [H2]. The results for MagneticArea depend on the
nature of the path, and might be a good choice for Weighted paths. As expected
BaseLine exhibits poor performance. Finally, Weighted tasks were faster [H3].

3.7 Discussion and Perspectives

Our results show that depending on the goal of the users, different techniques are
appropriate. In an explanatory path-following task where precision may be less impor-
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tant, e.g., searching for a specific node or searching for the end of a link, a-priori no
specific technique is needed (BaseLine). But viewers tend to prefer a snapping mech-
anism (MagneticArea) that is more forgiving to small view changes. When precision
is important, for example when a well-determined path needs to be followed closely, a
technique that is closely display coupled to the graph like SlidingRing, and to a lesser
degree a snapping technique like MagneticArea, are clearly better. This is particularly
true for personal paths that have higher weight, as sliding variations can follow them
without risk of detaching (for instance, SlidingRing can be three times faster than
BaseLine).

The elastic technique variations performed poorly. However, they can potentially
be interesting when the viewer has identified a path of interest and needs to keep
its local structure in their field of view. For example, in a situation where they may
want to see parts of that path together with other locations on the graph. In the
future we will perform a longitudinal study to observe the long-term situational use
of our techniques. As new generation AR headsets are equipped with eye-tracking
capabilities, we can utilize eye-tracking analysis as a means to better understand the
true focus of participants when using our techniques in practice (as has been done in
the past for understanding differences in graph visualization techniques [155]).

One implication of our work is that in a real system users will need to fluidly switch
between techniques depending on their goal. More generally, we expect detailed tasks
will require close display coupling between private and shared views, whereas in more
coarse exploratory tasks this display coupling can be transient. We plan to investigate
this technique transition in the future.

We expect that since our techniques address accidental head-movements (G2),
they can also be applicable in newer AR headsets that use eye-gaze instead of head-
tracking (eye-tracking being considerably more noisy and prone to small movements
[70, 97]). Nevertheless, this requires empirical validation.

Although path following is a common task in graphs [127], in the future we plan
to explore how the techniques, and their transition, fair in complex and high-level
exploration tasks in networks. For example, they may be combined with additional
interactions for graph navigation and exploration, such as filtering, relayout, etc. To
support a larger set of interactions we may need to consider combinations of alter-
native input devices (e.g., clickers or smartphones) that can provide additional input.
Moreover, we expect our findings to hold for other applications of steering-type tasks
that are common in HCI literature [1], but this needs further study.

In our work we consider that viewers may have their own preferences for traversing
certain paths. We model these personal link preferences with a simple weighting of
each link. As the AR headset used is stereoscopic, it is tempting to use 3D to show such
link weights (e.g., height above the display surface [238]). Indeed, graph visualization
(such as node-link diagrams) in stereoscopic immersive environments has been proven
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useful under certain conditions [4, 16, 119, 232]. Nevertheless, using depth or other
3D cues to indicate weight is not straightforward in our case, where the personal view
is very closely coupled semantically to the context graph in the external display. In
our early attempts we saw that the 3D copies of subpaths with high weight may get
rendered further away from their original paths on the shared display, or artificially
overlap other paths. This creates a discontinuity between the personal and shared
view and requires further consideration.

In light of our promising results, as technology improves more techniques could be
adapted for Personal+Context navigation in node-link diagrams. Obvious candidates
are magic lenses [29], fanning [184], and Bring-and-Go [149]. For instance, when over
a node, the user can trigger an adapted bring-and-go that brings neighbours into the
AR field of view (rather than on screen [149]). Then the user can select a neighbour,
resulting in an indication in the HoloLens that points towards the direction where the
selected node can be found (since the viewport cannot be forced).

Our results show that having personal views tied to a shared external visualization
can aid graph navigation. The fact that these personal views are always tied to the
shared display, means they can be directly applied to a multi-user environment [205].
The shared graph remains visible to all users, and their personal preferences and views
are private to their headset, not impeding the view of others. We next plan to inves-
tigate collaborative analysis settings, where colleagues may manipulate the graph on
the shared display from their private view (e.g., scale it, move nodes, etc.). This may
have several implications, such as change blindness [26] when one’s AR view overlaps,
but is out-of-sync, with these changes.

This raises the more general question of mismatch between reality and augmenta-
tion. Our techniques have been designed to add simple visuals, that are closely display
coupled to the graph on the large display. Our decision is in part based on technological
limitations of AR headsets (that can still not completely overwrite reality). Neverthe-
less, we feel this limited augmentation of reality, and limited movement for interactions,
is appropriate in public settings (for example use in navigating public metro maps),
given the recent discussions on isolation, acceptability and ethical concerns of using
head-mounted displays in social settings [80].

3.8 Conclusion

We present two empirical studies on using personal views in augmented reality, that
are tightly coupled semantically to a shared visualization on an external display. We
consider a node-link network as the shared context visualization, and use the AR view
to display personal weights and to provide feedback to aid navigation. This approach
could allow several users to navigate the shared graph, receiving personalized feedback,
without visually cluttering the shared visualization.



3.8. CONCLUSION 51

Our hands-free techniques are designed to help viewers maintain their connection
to the shared network visualization, even when their personal field of view changes
due to small head movements. Results show that our adaptation of the link sliding
technique, that is closely display coupled to the shared graph, can bring a substantial
performance improvement when precisely following a path. And that a technique using
a magnetic metaphor performs well and is preferred over a standard gaze-cursor for a
simpler path selection task.

More globally, our work shows that Personal+Context navigation, that ties personal
AR views with external shared network visualizations, is feasible; but that the nature
of interaction and visual support needed to maintain this connection depends on task
precision.
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Evaluating the Extension of Wall

Displays with AR for
Collaborative Work

This chapter is based on a paper done with Anastasia Bezerianos and Olivier Chapuis,
and accepted at CHI 2023: "Evaluating the Extension of Wall Displays with AR for
Collaborative Work" [101]. Additional material is available online at https://ilda.
gitlabpages.inria.fr/arviz/. It includes the companion video, the source code
of the prototype, documentation, as well as a web application allowing to replay the
sessions of the experiment.

In the previous chapter, we saw we can add information to a large display, closely
coupled in display space to it and tightly semantically coupled to its content. Large
displays, and particularly wall displays due to their size, need space around them to be
constructed and setup; a space that is not used to display information. In this chapter,
we investigate a virtual display space far from its primary display, by adding display
space in AR around a wall display. We study the impact of this far coupled display
space and loose semantic coupling of content on the users behaviour in front of a wall
display.

4.1 Introduction

Wall displays are well suited for collaborative work as they can accommodate multiple
people simultaneously [17, 99, 112]. They are nonetheless heavy physical displays that
are hard to move and expensive to reconfigure and extend. But, they are often placed
in rooms with ample space in front of them to allow multiple users to move, space that
remains largely unused. So while wall displays are not easy to physically reconfigure or
extend, the physical space available in front of them provides a unique opportunity to
extend them virtually, for example, through augmented reality.

Existing work on multi-display environments has looked at extending wall displays in

53
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Figure 4.1: Photo-edited view of collaborators using our Wall+AR prototype displaying
image cards, a setup similar to our study. The wall display is seen on the right, and
shared virtual surfaces on the left and center of the image. The user on the right is
looking at their personal space that moves with them, and is not visible to others. The
virtual surfaces and personal space are shown only in Augmented Reality, while the
wall display is a physical display in the room.

terms of input and output. Traditional multi-display environments, such as command-
and-control rooms, combine various displays (wall displays, desktops, and digital table-
tops) that each serves a particular purpose: wall displays and tabletops are commonly
used for group awareness and collaboration, and tablets or desktops for personal work
[45, 146, 169, 228]. Other work combines wall displays with portable devices, such
as smartwatches, mobile phones, or tablets, that can act as private displays or input
devices when users are further away from the wall display, and direct touch is not
possible [43, 87, 218].

Recent work has started to combine wall displays with augmented reality (AR)
headsets for visual exploration. Here wall displays show publicly core data visualizations,
whereas AR headsets add personal information virtually, either on top or around the
wall display content, in the form of additional visualizations [181], information [205],
or highlights [102]. This work points to the potential benefits of adding AR head-
mounted displays (HMD) to wall display environments, especially in the use-case of
displaying private information. Some of this work, e.g., [125, 181], considers cases
where virtual content is also publicly shared across all users with a headset. This
opens a new research avenue: using AR to increase the shared workspace available to
collaborators by utilizing the physical space in front and around the wall display.

This past work proposes but does not study the impact of using AR to extend the
shared space around the wall display during collaboration. Is this extended space truly
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used in practice, or do collaborators choose to work on the physical surface instead?
Does the extended AR space affect how users collaborate and perform their tasks?

To answer these questions, we set out to empirically study the impact of extending
wall displays with AR in collaborative contexts. In particular, we focus on fundamental
questions regarding differences in the use of space (physical and virtual) and the impact
on collaboration before and after adding AR. As a first step, we implement a prototype
that allows users to use the virtual space around a wall display (see Figure 4.1). This
Wall+AR system adds virtual space in the form of surfaces, and combines several
techniques for users to organize, manipulate and move content between the wall display
and the virtual space. We then use this system to run a comparative study with pairs
of participants conducting collaborative tasks, using only the wall display or the wall
display extended with AR headsets. Our contribution is thus two-fold: a system that
extends a wall display using AR in terms of visual space and interaction support; and
an empirical study that compares this extension with a wall display alone.

Results from our comparison highlight that with the Wall+AR system, participants
extensively used the physical space in front of the wall display. Virtual surfaces are
used for storing, discarding, and presenting data. Surprisingly, participants often use
the virtual surfaces as their main interactive workspace, abandoning the wall display.
We observed that adding AR to a wall display creates interaction overhead, such as
physical and mental demand. Nevertheless, it also brings a real benefit over using the
wall alone: the Wall+AR system is preferred and found more enjoyable and efficient
than the wall display alone, and we did not measure any loss in performance despite
the interaction overhead.

4.2 Related Work

Wall displays are extremely useful collaborative work environments. They have been
found to improve performance [21], content organization [135], sensemaking activities
[6], and have been shown to increase discovery and improve data analysis both in
laboratory conditions [178] and real work settings [174]. These displays have a high
resolution that allows them to render a very large amount of information [23, 65], as
well as a field of view that surpasses what AR headsets alone can achieve today [40].
And, of course, multiple people can see and use a wall display together [17, 99, 112]
without requiring them to wear specialized equipment such as AR headsets. They are
thus not going to be replaced any time soon. Nevertheless, they are heavy, hard to
move, and expensive to reconfigure and extend. In our work, we focus on extending
them using augmented reality and on studying the impact of such an extension. We
already covered in Chapter 2 approaches that use AR to augment physical displays. In
this section, we examine studies on collaborative interaction for data manipulation or
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sensemaking, focusing, in particular, on space use and vertical surfaces such as wall
displays.

4.2.1 Studies on Co-located Collaborative Interaction

There is a large amount of work on collaborative interaction with tabletops. This work
includes work on collaborative strategies [95, 209] from tightly-coupled collaboration
(e.g., using sequential strategies) to loose collaboration (e.g., using parallel strategies);
and territoriality [196], where three main space territories have been identified during
collaborative work: personal, group and storage. Nevertheless, this previous work on
tabletops does not apply directly to wall displays, AR and VR. In such use-contexts,
users move around to take advantage of the environment, which is not the case with
tabletops. In particular, because users move, there are not always clear territories
[12, 31], and such environments need to support fluid transitions between loose and
tight collaboration [99, 134].

In the last few years, there has been work studying wall displays, in particular, and
more recently, AR and VR environments. We review next relevant work that considers
collaborative studies close to our study, conducted either with wall displays or with AR
or VR headsets. These studies consist of manipulating "data" (images, documents,
virtual post-it notes, etc.) in classification tasks, puzzle tasks, sensemaking tasks, and
storytelling tasks.

Most studies have been conducted on a single wall display. Azad et al. [12] per-
formed an observational field study of the behavior of groups on and around public
wall displays. They combined it with a lab study over a puzzle task to investigate
concurrent behavior between individuals and groups, focusing on interaction on wall
displays. They found that wall displays, like tabletops, should support public, personal,
and storage territories, but that personal space must be refined. The results differ in
Jakobsen and Hornbæk [99]’s study of how pairs of users collaborate, navigate and
interact with a multitouch wall display during a problem-solving task. Their study
suggests that "multitouch wall displays can support different collaboration styles and
fluid transitions in group work". As a consequence, participants did not divide the
wall display into territories. Liu et al. [133] considered a classification task on a wall
display, where different strategies were enforced on pairs of participants. They found
that the strategies, from tightly-coupled to parallel work, influence the space usage in
front of the wall and the relative position of the partners. They also found that with
appropriate interaction techniques, partners can collaborate closely, even at a distance.
A similar result is obtained in a storytelling task [134], where participants can use
cooperative gestures. Finally, Sigitov et al. [200] studied pairs in two tasks, observing
collaboration coupling and territoriality. Their system uses a curved wall display with
smartphone-supported interaction. They suggest more types of territories than in pre-
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vious works, on and in front of the wall display. They also observe participants dividing
the task spatially among themselves, working in parallel.

With VR HMDs, Lee et al. [126] studied how groups of 3 participants solve visual
analytic problems in a room fully simulated in a VR headset. They particularly examined
the role and use of surfaces in this environment, with a first task restricting the system
to 2D visualizations and virtual walls acting as wall displays to pin the visualizations as
support. Then in a second task, they introduced 3D visualization and a virtual table
at the center of the room. They found that territories were defined by initial individual
workspace placement, were never negotiated, and that "participants never entered a
territory of another unless for tightly-coupled work".

Finally, in the case of Augmented Reality in a room that is either empty or contains
furniture, Luo et al. [138] studied a collaborative task involving document layout for
sensemaking. They found that users place virtual items around a room by grouping
them on the physical walls or the surrounding furniture.

The above works suggest that the situation is complex and that the space usage
on the (virtual) displays and in the room depends on the collaborative strategies, the
task, and the setup (e.g., tabletop vs. wall). Our setup is unique, we go beyond
physical walls [12, 99, 133, 200] and consider situations where AR is added not only in
physical rooms [126, 138], but in rooms where a large physical display is also present.
Given the rich results seen in previous setups, we expect our configuration will provide
additional insights to the use of space on and around wall displays. Nevertheless, we
rely on this past work to motivate the tasks used in our study, a classification task that,
a priori, can be solved using a parallel strategy (loose collaboration) and a storytelling
task where participants have to collaborate closely.

4.3 Prototype

In this section, we present our prototype that combines a wall display with several
synchronized AR Headsets. The prototype includes several interaction techniques for
users to organize, manipulate and move content between the wall display and the space
around it. It also contains functionality to record and play-back interactions to help us
with our experimental analysis.

Our prototype renders content inside a 7 by 4.5 meters room. On one of the larger
sides of the room is our physical wall display of 5.91 × 1.96 metres, with a resolution of
14,400 × 4,800 pixels (60 ppi), composed of 75 LCD displays (with 3mm bezels) and
driven by 10 workstations. The AR is rendered through HoloLenses (version 1). For the
software, we used Unity 3D with identical scenes between the HoloLenses. A "master"
program controls the HoloLenses and the wall, and we used the Unity UNet Multiplayer
and Networking framework to synchronize the content between all the devices and to
send input commands from the HoloLenses’ to the rest of the system (other HoloLenses
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and wall display via the master). We calibrated the wall in the HoloLenses scenes using
a Vuforia marker rendered on the wall. The marker is recognized by the HoloLens and
used to calculate the position of the wearer in the scene, relatively to the wall. The
source code is available at https://gitlab.inria.fr/ilda/arviz/ and could be
adapted to other setups.

We followed an iterative design process for our system, testing techniques both
among the authors and two other users before reaching the final prototype. We ex-
plain next the details and motivation behind the design of the displayed content, our
interaction techniques, and replay functionality.

4.3.1 Virtual Elements

Our prototype contains three main types of virtual objects: Boundaries, surfaces
and Cards (seen together in Figure 4.1). As we are studying collaboration, all objects
are visible by every user with an AR headset, with the exception of Personal Space
discussed later.

Cards. In real-world usage, we would expect the wall display and the extended
virtual space to be able to render documents, images, visualizations, or more complex
objects such as application windows. Motivated by previous work investigating space
use on tabletops [196], physical walls [12], and furniture using AR [138], our prototype
displays basic content in the form of Cards. Our prototype can display Cards of any
shape and size, and their content can include images or text. However, for experimental
purposes (see Sect. 4.4), we kept their size fixed and deactivated the possibility to
add, remove, or resize Cards. We initially allowed Cards to be placed anywhere in
the space within the AR environment. Nevertheless, early tests showed us that depth
placement is not easy and makes card organization and layout challenging. We thus
decided to restrict their layout in the virtual space on planes that we call surfaces.

surfaces. These are virtual workspaces where users can place and organize
Cards (see Figure 4.2-left). This allows users to group Cards and perform op-
erations on them (detailed in Sect. 4.3.2). We chose to render these virtual surfaces in
a way that resembles the physical wall display to convey to users the impression that
these surfaces can act as extensions to the wall display. Thus their height matches
that of our physical wall (1.96m). By default, their width is 2m, smaller than the
wall, to allow two of them to be placed side-by-side along the shorter side of our room.
Nevertheless, their width can be increased if they contain many items.

Users can create as many surfaces as they want and reposition them (and their
content) in the environment. Empty surfaces can also be deleted. At any time, users
can re-arrange the content inside a surface using a re-layout function that cleanly
organizes content in a grid and resizes the surface appropriately to contain all content.
We first allowed users to position Surfaces freely in the 3D space, but in our tests, we
noticed it was difficult for users to position them accurately and lay them out in space.

https://gitlab.inria.fr/ilda/arviz/
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Figure 4.2: Different virtual surfaces. On the left, an image of a typical virtual Surface
with cards. On the middle and right, views of the Personal Space: first, a view from
the user’s headset, with cards organized in a belt configuration that follows the user;
and next, a rendering that highlights the relative position and size of the belt with
respect to the user (created for illustration purposes).

Due to their size, this led to a lot of clutter in the virtual space and some occlusion
of other elements of the scene. Thus for surfaces, similar to Cards, we decided
to constrain their position and movement on magnetic planes around the room, which
we call Boundaries.

We introduced one type of surface that is special, the Personal Space. By default,
surfaces are visible to all users, but the Personal Space is a virtual surface only visible
to the user who owns it. This virtual zone resembles a belt made of the items stored
inside (see Figure 4.2-middle and right). Elements in the Personal Space are placed
in a circle around the user like a semi-cockpit [67], always facing the user and moving
with them. This personal workspace allows users to bring cards around them for closer
inspection. But, it also acts as a storage space, easily accessible, where the user knows
they can quickly access stored documents [196] and move them around the space.

Boundary. These are magnetic guides for constraining the placement of sur-
faces around the physical space. We set up the Boundaries as a rectangular area
of 7 by 4.5 meters to match the size of our wall room (excluding the wall side). We
initially considered Boundaries on the floor and ceiling. However, tests showed that
due to the headset’s weight, it was tiring for users to tilt their heads for long periods
to interact with content on the ceiling. We also do not allow placing surfaces on the
floor as the Personal Space occludes it.

Objects in our prototype have a hierarchy: Boundaries are static and defined be-
fore the start of the application, surfaces can move and must be placed on Bound-
aries. Cards can move and are placed on surfaces. Every object is visible to every
user by default, with the exception of Personal Spaces and the content contained within
them.
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Figure 4.3: Visual feedback on the cards and menus, all rendered either on the wall or
in AR. On the left: the focus highlight that is added in AR to the card when the user
gazes at it (personal content not seen by others). In the middle, the Card selection
states, visible by all users: the card in its initial unselected state; the card selected by a
user who is assigned the green color; and by the user who is assigned yellow. The last
image shows our contextual menu, only visible to the user that invokes it. In this case,
the contextual menu has been invoked on a card that exists on a virtual surface, so we
see the available options to move the card to the Personal Space, to move all content
of the surface towards another surface, or all content towards the Personal Space.

4.3.2 Interaction

Our system was designed to create a visual and interaction continuum between the wall
display and the augmented environment. We thus introduced a set of techniques to
allow fluid content movements and content organization between the wall display and
the virtual space represented by surfaces. This section describes how input functions
in our prototype, as well as our techniques for selecting and organizing content within
the continuum between virtual space and physical wall display.

4.3.2.1 Input

Interaction in our prototype is carried out through the AR headset. We use a combi-
nation of head-cursor and clicker provided by default by the HoloLens I headset. Users
can "point" at an item of interest by looking at them and use the clicker to select or
manipulate it. Even-though the Hololens I hand-gesture recognition is supported
by our prototype, in our experiment, we choose to use a clicker because using hand-
gestures in front of the head is particularly tiring [32, 85]. To improve awareness of
others’ actions, we represent all user cursors as telepointers [83] in the shape of a cross,
color-coded to be unique for each user. The color assigned to the user is used both
for their cursor and their selections (see Sect. 4.3.2.2).
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4.3.2.2 Card Selection & Movement.

To support content organization, users can select and move content, which in our case
is represented by Cards (see Figure 4.3 for visual feedback provided by the prototype).
A click on a Card selects it, and a second de-selects it. A click on an empty space
de-selects all Cards selected by the user. Selected cards are highlighted in the color
of the user who selected them. To avoid continuous clicking, Cards can also be
selected using crossing selection [2, 7]: while holding the clicker button, every card
that is crossed by the user’s cursor will be selected and become part of the selected
group. A Card or a selection group can be dragged along with the head cursor, until
the clicker button is released. If a drag is not released on a surface (including the
Personal Space) or on the wall, the selected content goes back to its initial position.
We rely on social protocol to deal with interaction conflicts [148], enforcing a simple
coordination mechanism: if multiple users select the same card, the last person to
select it has ownership.

4.3.2.3 Surface Creation & Movement.

A user can create a virtual surface by clicking on a virtual button that is always
following each user, placed high up so as not to interfere with other virtual content.
Once the button is clicked, a new surface is created, following the user’s cursor, until
the user releases it. A surface can be moved by dragging the bar at the top, similar
to how application windows are moved on a desktop. The movement of surfaces is
constrained by the Boundaries defined around the room, and when they are released,
they snap to the closest boundary.

4.3.2.4 Advanced Content Management

Apart from single or multiple Card selection and movement, we also provide advanced
content management options to help users reorganize their virtual space more effi-
ciently. They can be accessed with a long clicker press that brings up a contextual
pie menu (Figure 4.3). We describe these options next.

Move the content. When the menu is invoked on a surface (including the wall)
or a group of cards, it allows, respectively, to start moving all the cards of the surface

even, if they are not selected, or just the grouped selection , towards another
surface. This allows users to quickly re-arrange the content of shared virtual surfaces
(and the content of the wall display).

Move a Card or groups of Cards to the Personal Space. Depending on whether
the menu is invoked on an unselected card or on cards that form a grouped selection,
the menu provides the option to move the single Card , or the entire group of
selected cards , towards the Personal Space. If the menu is invoked on a surface,
there is also the option to move the content of the entire surface onto the Personal
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Figure 4.4: View for the Replay tool. In the middle, we see a schematic of the entire
scene, where the viewer can chose to adapt their view of the scene with a Camera
placed in the scene (see red 1, added for annotation purposes). On the top right
(Inspector), the viewer can change parameters for the playback, pause/play the scene,
and chose the type of progress bar to use. On the bottom right, the camera view, with
a progress bar of the processed messages. The camera view can be changed through
the Gameview target display (see red 2, added for annotation purposes). Here we see
a third-person view from the camera positioned in the schematic, but we can adopt a
first-person view that follows one of the cameras attached to the participants.

Space . Once on, their Personal Space cards are only seen by the user and follow
them around the space.

Expand the Personal Space. When the menu is invoked on the Personal Space, it
activates the inverse operation. Users can drag individual cards out of the personal
space or chose to extract all cards through a menu option. These cards get attached
as a group to their cursor and can then be placed on any virtual surface or the wall.
Finally, the Personal Space can be expanded to a new shared surface that contains
all the content from the Personal Space.

4.3.3 Replay Sessions

To study how users move and use space, we needed to keep a record of their inter-
actions. A camera can record the physical room and wall display, but not the virtual
space. We thus include a tool to record and replay user sessions, as seen in Figure 4.4.
This tool, a script for Unity 3D, can record and replay the log of messages sent be-
tween the wall display and the AR HoloLenses. By opening the dedicated scene and
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selecting the generated log file, the entire session will be replayed, showing changes in
user position and their cursor movements, as well as any surface creations, selections
and card movements. Finally, the replay tool can show either a bird’s eye view or take
the point of view of one of the users inside the replayed session following the camera
attached to them.

4.4 User Study

Our study aims to understand if and when it is helpful to extend a wall display with
virtual spaces in the collaboration context. And what is the impact, and potential cost,
of this extension on the use of space and collaborative work. For example, we assume
that the added virtual space will be appreciated when the wall display real-estate is too
cluttered. However, it is unclear how this additional space will be used, under which
tasks these virtual surfaces are needed, how many are helpful, and if some surface
configurations are preferable. Furthermore, the additional virtual space may come at a
cost in terms of interaction, as content needs to be moved across larger AR distances;
or in terms of collaboration quality, if participants find it harder to coordinate across
multiple virtual surfaces.

4.4.1 System Conditions

To answer these questions, we built a system that increases the space available for
users in front of the wall through the use of AR headsets (see Sect. 4.3). We study
pairs of users working either on the wall display alone, our baseline condition (condition
Wall); or on a setup using our prototype that combines the wall with AR surfaces
(condition Wall+AR). An image of our setup can be seen in Figure 4.1.

We used the same basic input functionality, relying on the Hololens head-cursor
and clicker, for both conditions Wall and Wall+AR (see Sect. 4.3.2). In the
Wall condition the techniques related to AR surfaces are obviously disabled. We
made this choice of consistent input to ensure we observe effects related to space
use and collaboration, without introducing a bias that may stem from different input
capabilities and/or discomfort in wearing the headset in some conditions only. This
choice is driven by our desire to ensure experimental consistency, but it is also justified
by research trends. First, in our situation, one can imagine hand ray-casting as an
interaction alternative, nonetheless using the head-cursor and the clicker is a less tiring
and is an efficient technique when no high precision pointing is needed [114, 153],
which is the case in our tasks. Second, when it comes to wearing a headset to interact
with a physical display, AR HMD are becoming increasingly lighter and similar to vision
glasses worn everyday, see, e.g., [42, 96, 128].
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4.4.2 Tasks

In each condition, we asked pair of participants to conduct two different tasks inspired
by previous work (see Sect. 4.2.1): A classification task that could be performed using
loose collaboration and a storytelling task that enforce tightly-coupled collaboration.

In the classification task, participants have to make grouping decisions and select,
move and sort picture cards, a task similar to past studies investigating space use
[134, 138, 196]. We requested pairs to group 54 image cards from the popular game
Dixit1, that has been used in the past in wall display studies [134]. Each Dixit card
contains many colors and usually presents an abstract scene. We requested that they
group all cards in three groups of colors (red, blue, and green). The classification task
operationalizes and simulates a collaborative situation where pairs need to coordinate
and make decisions because the cards contain many colors. However, it remains a
simple task simulating loose collaboration, as the work can be parallelized and each
participant could work on a single group category.

Bradel et al. [31] discuss how users can engage in two different kinds of collabora-
tion: independent workspace collaboration with large personal working spaces (terri-
tories), also referred to as loose collaboration; and integrated workspace collaboration
with large shared territories, often referred to as close or tight collaboration. The
classification task described above falls under the loose collaboration category, as it
is highly parallelized, and participants could, if desired, divide the work and the space
between them. To try and stimulate both types of collaboration, we thus introduced a
second task, a storytelling task. Here we ask participants to start from the collection
of 54 cards, and create and tell a story using only 10 of them. In this more open-
ended task, participants are required to make decisions about images and build a story
together. This task encourages close collaboration, discussions between the partners,
and the use of shared workspaces.

Images and Layout: We selected 2 datasets of 54 cards from the Dixit card game
(one per System condition). They are (i) colorful cards that prevent a straightforward
classification based on color (in the classification task); and (ii) have abstract picture
content that can promote discussion within the pair (in the storytelling task). For both
tasks, participants are presented with the wall display covered by cards (Figure 4.5).
The number of cards (54) was chosen so that all cards were fully visible, but so that
the wall display was purposely crowded. This was to simulate situations where the
available wall display real-estate is at its limit. In other words, situations where we
expect the use of the virtual space may be of interest. This will provide insights into
if and how participants choose to use the virtual space (when it is available) and allow

1libellud.com/nos-jeux/dixit/
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Figure 4.5: Wall display at the start of the experiment, showing one of the image
datasets.

observing their strategies when dealing with a crowded display when only the wall
display is available.

4.4.3 Hypotheses and Measures

As we set out to understand the impact of extending a wall display environment with
AR and studying the use of space, our study is largely observational [134, 138, 196].
We, nevertheless, form some high-level research questions and our hypothesis about
them. We next explain the measures we used to answer these questions.

RQ1 Is the extension of a wall display environment useful? When is it used? We
hypothesize that participants will naturally move content in the AR space as
the wall display real-estate is cluttered. We hypothesize that the AR space and
surfaces will serve secondary purposes (e.g., storage areas) and that the wall
display will remain the central working surface for two reasons: (i) the content
is on the wall display when the tasks start, so it is natural to continue working
on it; and (ii) because the wall display is such a central landmark in the physical
room.

RQ2 How is the AR space used? We aim to observe more specific uses of the virtual
space, for example, where surfaces are placed, how many, if they are moved, if
the personal space is useful, etc., and identify differences in space use between
the wall display alone and the extended virtual environment.

RQ3 Does the addition of AR affect collaboration? We hypothesize that the working
strategies and practices will remain largely unchanged across the setups, given
that the tasks are fairly simple in nature.
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RQ4 What is the cost of adding AR? Extending the working area virtually around
the wall display creates a bigger interaction area. We hypothesize that this
will require more and longer interaction sequences, thus slowing down the pairs’
performance and may fatigue participants.

We collect a variety of subjective and objective measures to access and compare
the two setups (Wall and Wall+AR): Observed pair strategy in solving the task;
in-pair distance between participants when solving a task (in meters) as a measure
of tight / loose collaboration; Measured virtual surface use in terms of frequency
and placement; Number of interactions, and interaction Distance traveled (e.g., card
movement), as a measure of interaction cost; total Distance traveled by participants,
as a measure of fatigue; Time to complete the task, as a measure of cost. Finally, we
elicited Subjective feedback in the form of a Likert scale questionnaire on: efficiency,
ease of use, mental and physical fatigue, etc., that were in part inspired by NASA-TLX
and adapted to our research questions.

4.4.4 Participants & Apparatus

Participants Participants. We recruited 24 participants, in 12 pairs: 10 women, 13
men and 1 unspecified. Participants were aged 21 to 46 (average 25.8, median 24),
with normal or corrected-to-normal vision. Sixteen participants had experience using
an AR device, such as the HoloLens. Participants were HCI researchers, engineers,
or graduate students in Computer Science. All pairs of participants were recruited
together (volunteered in pairs), and were familiar with each other, either being friends,
colleagues or students in the same class.

Apparatus. We used the protoype described in the previous section with three
HoloLenses, one per participant, and one for the experimenter.

4.4.5 Experiment Design & Procedure

Design: The experiment is a within participants design with one factor, the system
condition, with two values: Wall and Wall+AR. The presentation order for the
system conditions was counterbalanced across pairs. We fixed the task order: pairs of
participants always start with the classification task and then run the storytelling task.
As our second task requires users to study the content of the pictures, we used the
same datasets between the two tasks. Nevertheless, we ensured that, for each pair,
the datasets were different across conditions (we counterbalanced the system condition
and our two Dixit datasets across pairs).

Procedure: Participants work in pairs in two sessions (in different days), one session
per system condition. When participants arrive for the first session, they sign a consent
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form and a demographics questionnaire. At the end of each session (system condition)
participants fill out a questionnaire, and at the end of the second session they fill-in a
global preference questionnaire. For the full duration of the experiment, the operator
wears a headset too, and informs the participants prior to the study that the operator
can also see the full Augmented Reality scene. This is to help in the training phase
and ensure participants understand they can use any surface (virtual or physical) to
display their work to the operator.

At the beginning of each system session, the pairs trained until both participants
were comfortable using the system (this lasted 10 to 15 minutes). The operator
explained the different interaction techniques and instructed each participant to try all
the interaction techniques at least twice.

The system is restarted after the training and after each task, all virtual surfaces
are removed and all cards are placed back to their original position. Each system
session lasted about 1 hour, including the training and answering the questionnaires.

4.5 Results

We first discuss the general collaboration and space use strategies adopted by pairs,
then we report on the usage of different techniques, quantitative measures (e.g., trav-
eled distance, distance between partners, time), and finally, the questionnaires. All
statistical analyses reported are paired t-tests unless otherwise specified. Due to a
technical issue with data for pair G8 in the Wall+AR condition, some analyses re-
garding Wall+AR use and comparisons between Wall and Wall+AR do not
take into account G8.

4.5.1 Collaboration Strategies and Workspace Usage

To analyze the collaborative strategies, we used the replay tool and notes taken by
the operator during the experimental sessions. The supplementary material (Section
1 of Appendix A) shows the virtual screenshots of the final results for each task and
pair.

4.5.1.1 Wall - Classification

We observed four main strategies. In parallel, the pair worked with all the colors
simultaneously (5 pairs: G0, G3, G5, G6, G11). In divide, the pair assigned a color
to each of them and then handled the remaining color together (3 pairs: G1, G2,
G4). In mix, pairs adopted a mix of the two previous strategies, they started out by
assigning one color to each of them, and then after a few cards had been placed, the
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Figure 4.6: Examples of final results for the classification task. (top) Wall condi-
tion, using a strategy of placing cards in lines (G0) and in blocks (G7). (bottom)
Wall+AR condition, with a strategy that uses both the wall display and virtual
spaces for classification (G0), and a pure virtual space classification strategy that does
not use the wall display at all (G4).

pair handled all the colors together (3 pairs: G8, G9, G10). And in sequential, the pair
worked together on each color, proceeding color by color (one pair G7).

Interestingly, the pairs that used the parallel strategy placed the images into lines,
one for each color, and the other pairs used arbitrary-shaped blocks to organize images
(see Figure 4.6-top). Indeed, the parallel pairs decided where to place each color before
even starting moving the cards, and it seems that using the same linear organization as
the original placement of the cards was a natural decision. In fact, these pairs started
the task by swapping cards between different lines, and we even observed two pairs
(G0, G11) exchanging cards synchronously between the lines. Another parallel pair
(G5) fully divided the work by splitting the wall display in half, and each partner then
sorted the colors into lines on their side of the wall.

The non-parallel pairs split the wall display in blocks, as each partner decided to
group their color in front of them. We noted that one of these groups (G8), used a
particular strategy, they built a heap of cards at the center of the wall display to create
space on the sides and then started building the color groups.

4.5.1.2 Wall+AR - Classification

All pairs created surfaces to put the cards of a given color. The pairs either used three
surfaces (6 pairs: G2, G4, G6, G7, G8, G10), one for each color, or two surfaces (6
pairs: G0, G1, G3, G5, G9, G11) the wall display being used for the remaining colors.
See Figure 4.6-bottom.

All pairs (except G10, see below) started the task by creating two surfaces and
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Figure 4.7: Examples of a final result in story task for the Wall condition (G1, left),
and the Wall+AR condition (G3, right)

putting them on each side of the wall. Then, each partner used his/her surface (the
one closest to them) to classify a color. The pairs that created three surfaces either
created this third surface at the beginning of the task (G2, G4, G6, G8), or later when
the first two colors were classified (G7). In both cases, this third surface was used to
classify the remaining color and was placed at the back of the room (opposite of the
wall display). For all those pairs, both partners used this third surface to handle the
last color.

The partners of the G10 pair started by using their personal space: after choosing
a color each, they put the cards of the corresponding color in their personal space.
Then, they transformed their personal space into surfaces on each side of the wall and
adjusted the content of these surfaces.

4.5.1.3 Summary Classification.

When comparing the results with the Wall condition, we can observe that adding
AR affects the collaborative strategies. In AR, all pairs divided the work (at least at
the beginning of the task), each using one surface close to their location, showing
loose collaboration coupling. In contrast, only half of the pairs in the Wall condition
divided the work, while others worked in a tightly coupled manner. Pairs created
virtual surfaces to overcome the lack of free space on the wall display, and even half
of the pairs removed everything from the wall to organize the three colors in 3 virtual
surfaces (typically on the left, right and facing the wall). This third surface might not
be optimal in terms of interactions, but we believe that this strategy allowed the pairs
to (i) make an explicit choice for every single card and validate their grouping; and (ii)
visually organize and present all color groups consistently.

4.5.1.4 Wall - Story

As expected, in this task, all pairs worked in close collaboration. Ten pairs chose
together the cards for their story. However, two pairs, G9 and G10, decided that they
would choose five cards each independently. Nevertheless, all pairs build the story
together (this was enforced by the task).
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The chosen cards were then moved to a specific part of the wall display (10 pairs,
G1, G2, G3, G4, G5, G6, G8, G9, G10, G11) or selected using the selection feature
of the prototype (2 pairs, G0 and G7). All pairs (except G5) created free space on
the wall display to make room to create and present the story (recall that the task
starts with the wall display covered by cards). Some pairs (G4, G9, G11) even started
the task by freeing space before choosing their cards. The other seven pairs either
made free space just after they chose the cards to build the story, or created the story
and freed the space more or less at the same time. G5 created the story over the
initial cards’ layout (i.e., overlapped other cards) without taking care to make room to
present their resulting story. Figure 4.7-left shows an example of a resulting story.

4.5.1.5 Wall+AR - Story

All pairs worked in close collaboration (same as in the Wall condition). Most pairs
chose the cards for the story together (11 pairs), except G1, G4, and G9. For these
three pairs, the partners selected the cards they preferred each to create a pool of
cards for the story (in a "pool" surface, see below).

All pairs created one or more surfaces to create their story. Six pairs (G0, G3, G5,
G6, G7, G11) created one surface and picked cards from the wall display to place them
on the surface to create the story and present it to the operator (see Figure 4.7-right).
One pair, G10, used the same strategy, but after the story was completed, the partners
moved all the (unused) cards that had remained on the wall display towards a newly
created "trashcan" surface and then moved their story onto the wall display to present
it. Note that all these pairs placed the surfaces on the left or right of the wall.

G2 used a somehow different strategy than the other pairs. After using a surface
to select the cards for the story, they moved the cards remaining on the wall display to
a "trashcan" surface (using their personal space) and moved back the story-selected
cards to the wall display to create and present their story.

The three pairs that selected the cards independently created a first surface to
place the cards they selected as a pool of cards. Then, two pairs (G1, G9) created a
second surface on the side of the first one to create the story with the elements from
the first surface (G1 discarded it when empty). G4 used a similar strategy but created
three other surfaces to be able to present the story in a line.

4.5.1.6 Summary Story.

Compared to the Wall alone, we observe that adding AR did not affect the collab-
orative strategies: all pairs worked closely together, in a tightly coupled manner, and
adopted similar strategies to select and work on images. For example, in both cases, the
most common strategy is to select images together, and only 3 pairs selected candidate
images individually. However, AR did affect the use of space. In the Wall condition,
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pairs had to adopt strategies to make space, moving items to the side, sometimes even
before they started considering the story. Whereas in the Wall+AR condition, all
pairs immediately created at least one virtual surface to create their story, on the left
or right of the wall. Surprisingly, in almost all cases the AR surface(s) were used as
both the working area and final presentation area of the story. We observed only a few
instances where virtual surfaces were used only as storage of unused cards.

4.5.2 Interactions and AR Technique Use

From our interaction logs, we analyzed all elementary actions (move a card, select
a card, move a selection) for both conditions, and for Wall+AR, we also counted
surface and personal space related actions that the partners of each pair performed.
We use these counts to analyze different aspects.

4.5.2.1 Number of Interactions.

For Wall, we recorded an average of 52.5±7.6 elemental actions for the classification
task and an average of 60.9±12.4 for the story task. For Wall+AR, we recorded an
average of 52.37± 7.7 elemental actions for the classification task and 37.3± 11.0 for
the story task. The number of actions is very similar between Wall and Wall+AR
for the classification task. However, there is an important and significant difference
between Wall and Wall+AR for the story task (p = 0.003, d = 0.91). This smaller
number of actions in the Wall+AR can be explained by the fact that in the story
task with Wall+AR, most pairs just interacted with the story’s cards (10 cards or a
little more). At the same time, with Wall, the pairs had to interact with the story’s
cards, but also many other cards to make room for laying out their story. This does
not happen with the classification task because pairs had to move more or less all the
cards in both conditions.

4.5.2.2 Interaction Types.

Without surprise, the most used elemental actions were moving a card (58.5%±7.2 of
the actions for Wall, 38.9%±7.0 for Wall+AR), then selecting a card (31.6%±5.4
for Wall and 38.5% ± 6.6 for Wall+AR) and moving a selection (9.8% ± 2.2
for Wall, 8.5% ± 2.2 for Wall+AR). These three elemental actions represent, of
course, 100% of the action for the Wall condition, and 85.9%±2.8 of the actions for
Wall+AR (81.0%±3.5 for the classification task and 90.1%±3.5 for the story task).
However, we can notice some disparities between pairs, and even between partners of
a pair, in the usage of the above actions. Some participants mainly moved individual
cards, while others tended to select cards and move these selections.

We now focus on the actions that specifically concern the Wall+AR condition.
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As described in the previous section, all pairs created surfaces, with about 2 or
3 surfaces for the classification task and about 1 or 2 surfaces for the story task.
Most operations consisted of moving cards from the wall display to the surfaces or
moving cards on the surfaces (and in a few cases moving cards from a surface to the
wall). Pairs rarely moved surfaces after they positioned them at creation time, with
an average of about one surface move by task. Surface deletion was used sparsely (9
surface deletions across all pairs), and moving all the content of a surface was used
only once. However, all pairs but one (G7) used the surface re-layout feature. In total,
all the surface operations represent 14.9% ± 3.0 of the actions for the classification
task and 8.9%± 0.8 for the story task.

The personal space was used by 8 pairs (9 participants for 3.3%±2.2 of the actions
for the classification task and 4 participants and 0.8%±0.9 of the actions for the story
task). Thus the personal space was used moderately, but some participants still found
it helpful. The most interesting examples were described in the previous subsection,
but it seems that the possibility to transform the content of the personal space into a
surface was appreciated by some participants.

4.5.2.3 Summary of Interactions.

Participants made, on average, the same number of actions in the Wall+AR and
Wall conditions for the classification task, but surprisingly fewer actions in Wall+AR
for the story task. All Wall actions, and the majority of the Wall+AR actions,
involve card moves, either one-by-one or as a group. When considering Wall+AR,
most actions were movements of cards from the wall display towards one of the created
virtual surfaces, followed by movements to rearrange content on the virtual surfaces,
and a few actions to move content back to the wall. Virtual surfaces were generally
placed in a position and rarely moved or deleted afterward, but their content was often
reorganized. Only a few groups used the personal space to move content around.

4.5.3 Additional Objective Measures: Partners and Cards
Traveling, Position, and Task Time

We report next a set of objective measures: distance, position, and time.

4.5.3.1 Participant Position and Distance Traveled.

At the beginning of the tasks, the partners positioned themselves side-by-side in front
of the wall display close to the center, one slightly on the left and the other slightly
on the right, at a distance of about 3m of the wall. In the classification task, the
pairs kept this position during all the task with minimal crossing and only little trav-
eling, especially in the Wall condition. In the story task, they moved around more
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Figure 4.8: Average of (a) the traveled distance by both partners, (b) the traveled
distance by cards, (c) the task time, and (d) the average distance between the partners
(by condition and task). Error bars show the 95% CI.

and occasionally inverted their relative position in front of the wall, especially in the
Wall+AR condition. (Section 2 of Appendix A).

Figure 4.8-(a) shows the traveled distance by pair by task and condition (we
used the headset’s position to compute this measure). Pairs traveled far more with
Wall+AR than with Wall, and the differences are significant (p = 0.007, d = 1.05
for the classification task, and p = 0.008, d = 0.68 for the story task). This difference
can be easily explained as the pairs interacted with a larger workspace with Wall+AR
than with Wall.

4.5.3.2 Card / Interaction Distance Traveled.

However, an interesting phenomenon occurs when we measure the total distance trav-
eled by cards (the most common interaction). As expected, we can observe in Fig-
ure 4.8-(b), that the distance is far higher for Wall+AR than for Wall in the
classification task (p = 0.002, d = 1.18), but for the story task, the difference is
small, and not significant (p = 0.850, d = 0.07). These contrasting results can be
explained by the number of interactions in the story task across conditions (discussed
in the previous subsection). In the story task with Wall+AR, the pairs performed
fewer actions, just interacting with the story cards, while with Wall the pairs had to
interact with many more cards to make room for the story. Indeed, on average, with
Wall+AR, the pairs performed less than 2/3 of the number of actions than with
Wall for the story task, leading to smaller total distances. In contrast, this number
of elementary actions was similar for both conditions in the classification task, which
led to larger total traveled distances in Wall+AR.
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4.5.3.3 Time.

We hypothesized that interacting with a larger workspace that needs more traveling
and additional operations, such as creating surfaces, has a cost on the task time,
especially in a loose collaboration task such as the classification task. We were sur-
prised to observe very similar task times (Figure 4.8-c) and no significant difference
(p = 0.516, d = 0.22) between Wall and Wall+AR for the classification task.
The difference for the story task is not significant either, but this task requires more
analysis and reflection, which dominates the task time, so the lack of difference is less
surprising. Overall, it seems that extending a wall display with AR does not necessarily
impact performance.

4.5.3.4 Distance between Participants.

As a measure for loose and close collaboration, we measured the average distance
between the partners of a pair during the tasks, similarly to [99], for instance. Fig-
ure 4.8-d shows the results. We found no significant difference between Wall and
Wall+AR for the classification task (p = 0.320, d = 0.29), and a significant differ-
ence with a small effect size for the story task (p = 0.048, d = 0.32, 13 cm difference).
However, we found a significant difference with a large effect size when comparing
the classification and the story tasks irrespective of condition (p = 0.002, d = 1.11,
a difference of 42 cm). This suggests a correspondence between the distance between
the partners and the proximity of the collaboration expressed by our two tasks (tight
for story and loose for classification).

4.5.3.5 Summary of Additional Objective Measures.

Even though participants clearly moved more around the room in the Wall+AR
condition, this did not affect their time as we found no evidence of a difference in
time to complete the tasks between conditions. Due to the large virtual room, their
total interaction distance (card moving distance) was higher with Wall+AR in the
classification task. However, this was not the case in the story task, where interaction
distance was smaller in Wall+AR since the virtual surface allowed them to focus
on the cards of interest (in Wall they had to constantly move cards around to make
space). Finally, the distance between partners was similar for the classification task
across conditions, but a bit higher in the story task for Wall+AR.

4.5.4 Subjective results: Questionnaires

At the end of each condition session, we asked the participants to rate on 7 points
Likert scale: their mental demand; their physical demand; how successful they were
in accomplishing the task; how hard the tasks were; how irritated they were when
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Figure 4.9: Results of (a) the standard questionnaire, (b) the space usage question-
naire, and (c) the ranking questionnaire. For easy reading we put the "positive" answer
on the right (in green).

performing the task; how aware they were about what their partner did; the quality of
the communication with their partner; and whether they had enough space to perform
the task. Results are shown in Figure 4.9-(a).

Overall, participants were positive about both conditions. However, paired Wilcoxon
signed-rank tests2 show that the Wall+AR condition received better scores than
Wall regarding success (p = 0.002, although the difference is small) and available
space (p < 0.001). On the other hand, participants found Wall+AR more physically
tiring than Wall (p < 0.001). This last result is consistent with participants’ traveled
distance in the tasks, which were clearly higher with Wall+AR than with Wall.

At the end of each condition session, we also asked questions related to space
usage (i.e., territory): did you use a specific area to present the results; did you use a
specific area to store cards; did you use a specific area to discard cards; did you work
on specific areas with your partner; did you use all the space available on the wall.
Results are shown in Figure 4.9-(b). Results slightly suggest that some specific areas
have been used for discarding and storing cards and co-working (having no clear results
here is not surprising given the nature of the classification tasks). On the other hand,
the results suggest that a specific area has been used for presenting the results of the
story task (but the areas, indeed, differ among the pairs - as discussed in the strategy

2we comment on all the significant results but only them.
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section). When comparing the two conditions, the only significant result concerns the
wall display space usage (p < 0.001), where, as expected, pairs said they use all the
space available on the wall display with the Wall condition, but not for Wall+AR.

Finally, we asked participants to rank the two conditions (with possible ties) overall
and relatively to: efficiency, enjoyment, frustration, mental and physical load, and ease
of use. Results are shown in Figure 4.9-(c). Overall participants preferred Wall+AR
(p = 0.011), and found Wall+AR more efficient (p < 0.001) and more enjoyable
(p < 0.001). On the other hand, participants found Wall less tiring (p = 0.008)
and less mentally demanding (p = 0.041). Results on physical demand align with
our findings on movement around the wall display that was higher for Wall+AR.
However, they do not explain the result on mental demand, here it is likely that the
Wall+AR condition is more complex, e.g., with many more interaction possibilities,
and thus created more mental demand.

Summary of Subjective Results. Participants overall preferred the Wall+AR
condition, and found it more enjoyable and efficient. They also found it provided them
with more appropriate amount of space for their tasks. Nevertheless, as expected, it
is more physically and mentally tiring than the Wall only condition.

4.6 Discussion and Limitations

We next revisit how our results answer our original research questions on combining
physical wall display environments with augmented reality. We highlight limitations of
our work and discuss remaining open questions and future directions.

RQ1. Is the extension of a wall display environment useful? When is it used?
We observed that, indeed, the additional space provided by the Wall+AR interface is
beneficial when the wall display is cluttered and at its limit regarding available space.
The subjective responses from participants confirmed this. They reported that the
wall display was not enough for their task, and they overall preferred the extended AR
environment. Moreover, we measured that the additional virtual space, in some cases,
can even reduce the number of elements users have to manipulate.

We had hypothesized that virtual surfaces would be used mainly for secondary pur-
poses, such as storage, and that the wall display would serve as the primary workspace
surface. While we did observe virtual surfaces used as secondary storage (pool of im-
ages) and trashcans, such usage was in fact marginal. In fact, in most cases, virtual
surfaces took the central stage in the pair’s work. For example, in the classification
task, where participants created 3 groups, they were used systematically as the main
grouping containers, probably because they have the advantage of explicitly separating
the space. Sometimes pairs went as far as creating three virtual containers and leaving
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the wall display empty. Furthermore, in the story task, all groups immediately moved
the main cards they wanted to use off the wall display and onto a surface and kept
working there. – very few decided to bring the cards back to the wall after their
work was done. This indicates that for our participants, virtual surfaces acted as flex-
ible containers that could be created on-the-fly, and easily took the role of the main
working area. Our pairs promoted virtual surfaces to first-class interactive surfaces.
It would be interesting to investigate if this behavior persists when the wall display is
less crowded – we suspect that due to the grouping flexibility of virtual surfaces these
findings may also transfer to situations where the wall display is not as crowded.

This also raises a question for future investigation: are the observed effects due
to the nature of AR, or could a fully instrumented space (e.g., a room surrounded by
wall displays) lead to similar findings? Even if we discard the cost of building such
rooms, we do feel some of our findings are unique to AR surfaces, because participants
treated surfaces as containers to divide items and easily move them around. This easy
division and movement cannot be accommodated by fixed physical walls. Such actions
in physical walls would be more challenging as they create an interaction overhead
for re-selecting groups of objects, and they lack visual feedback of the items moving
around the room. Of course, other observations will likely hold in a purely physical
setup. For example, participants tending to start their work in the surface closest to
their side. Future work could test these assumptions.

RQ2. How is the AR space used? Most virtual surfaces were placed just di-
rectly on the left and right of the wall, enforcing the metaphor of an extended virtual
space – surfaces on the back of the room were more rare. In the story creation task,
participants largely interacted together on all surfaces indicating close collaboration
coupling. Thus, in this case, virtual surfaces can be considered as group territories.
In the parallelizable task (classification), users adopted loose collaboration coupling:
they tended to create surfaces close to their location (e.g., participants starting on the
left side of the wall display tended to create a surface on the left), and largely kept
ownership of these surfaces. Thus, in this case, surfaces could be considered personal
territories. Nevertheless, this was not always the case. For example, in several in-
stances, they created a third surface that was then clearly shared by both participants.
This is consistent with past work studying territoriality in wall displays [31, 99]: the
notion of the territory is fairly fluid and their nature is hard to predict, as participants
transitioned from periods where they created and worked on surfaces together and
alone. We expect this is partly due to the flexible nature of surfaces that participants
could easily appropriate for parallel or group work, and the fact that participants can
move freely in the room. Thus there is no one optimal or fixed position (and thus
surface) they have easy access to. We note, however, that our parallelizable task was
fairly simple, requiring frequent content movement and manipulation. It is possible
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that in situations where pairs need to spend more time on specific types of information
(document reading, visualization analysis), they may remain stationary for longer pe-
riods of time, thus creating a feeling of ownership of specific physical locations around
the room, and virtual surfaces placed there.

The personal virtual space (a private surface that moves with the user) was only
used by a few participants. They did not use them to store "personal" data (as the
tasks did not include them). In our tasks, it was mainly used as a carrier bag to collect
and move elements. We expect these surfaces may be of interest in situations requiring
detailed personal work, particularly if the user needs to move a lot around the space
(thus carrying their personal workspace).

RQ3. Does the addition of AR affect collaboration? In the story task, we
did not observe differences in the collaboration strategies between Wall+AR and
Wall, apart from the fact that all pairs used a virtual surface as their main working
area. Nevertheless, in the classification task, we notice differences. The Wall+AR
setup led to more uniform strategies between participants, mainly focused around
creating discrete surfaces and parallelizing and working independently for parts of the
task. While with the Wall we observed various classification strategies, ranging from
entirely parallel to tightly coordinated and sequential. In addition, we measured that
the distance between participants tended to be larger in the Wall+AR condition,
as they were able to interact with content around the room (beyond the wall display).
These two results may indicate that the reduced available space in the Wall may
encourage tighter collaboration and coordination, as space is at a premium and pairs
need to carefully negotiate their actions and space use. A similar effect was observed
in past work on wall displays used for network analysis, where interactions that created
clutter led to tighter collaboration and coordination [167]. More work is required to
understand the impact of available space on coordination and collaboration.

RQ4. What is the cost of adding AR? Our results suggest the existence of a
trade-off. On the one hand, the perceived efficiency of the Wall+AR interface and
the importance of the space it provides, and on the other hand, the lower physical
and mental demand of the Wall interface. Trade-offs were also seen in the case of
measured interactions: fewer actions in Wall+AR when dealing with few objects, but
smaller interaction distances with the Wall. We note, however, that the Wall+AR
setup was found more enjoyable, although we cannot exclude a novelty effect or an
impact of our participants that come from a university and that are familiar with
technology. Nevertheless, we feel our participants are representative of the target
audiences of immersive technology for groupwork. More importantly, we found no
measurable difference in time performance across the setups. Collectively, we deem
that the cost of introducing AR to extend a wall display environment is not as high as
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we expected (interaction time, interaction cost), given the clear benefit in terms of
available working space and user satisfaction.

Limitation and Future Work

For experimental purposes, participants used the AR headset to use the same basic
input (default head-cursor and clicker) irrespective of condition. While this allows us
to remove any bias related to technical differences across input modalities (e.g., head
pointing vs. ray-casting) and perceived fatigue due to wearing or not the headset, it is
an artificial requirement. In real-world situations, we expect colleagues to use the wall
display alone until additional surface space is needed, for example, to flexibly organize
content (as we saw in our study) or just to make space. It is thus possible that such
factors may affect performance and preference during real-world use. Nevertheless, our
study presents evidence that such an addition is not only feasible but also has a low
cost given its benefits. And it would be interesting to evaluate in depth the cost of
"putting on the headset", in other words studying when it is worth it for colleagues to
decide to pass from a purely physical setup to one where headsets are required.

For this initial investigation, we created a setup that uses basic input (gaze-
pointer + clicker) and interaction techniques for content selection and movement.
Nevertheless, more advanced interactions such as zoom, pan, and resize may affect
the results reported here. For example, global view manipulations may prevent parallel
work on virtual surfaces as colleagues may refrain from interacting without coordinating
first; or may, on the contrary, encourage using more personal virtual surfaces to avoid
disturbing their partners. This requires further investigation.

As most of the work on collaboration with wall displays, we only consider pairs
of users in our investigation. Although we believe some observations might be gener-
alized for collaborative work with more than two users (e.g., one surface by user for
a classification task), future work should study the case of groups of three or more
users. Moreover, our work focuses on manipulating images, similar to the abstract
family of tasks used in previous work on wall displays (e.g., [99, 134]). It is difficult
to generalize our results in terms of space use and collaborative strategy to interfaces
that are (i) hard to "split", such as large visualization dashboards, maps, and more
generally geolocated data; or that (ii) have a lot of visual details (that high-resolution
walls can render). It remains future work to consider an AR+Wall prototype for such
use-case, for example, in the form of a focus + context display, given that AR headsets
still cannot match the high resolution of wall displays.
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4.7 Conclusion

Wall displays are extremely useful collaborative working environments that can be seen
and used by multiple users and show a large amount of information. Nevertheless, they
are hard to adapt or extend. It seems natural to use a readily available technology,
AR headsets, to extend wall displays when their real-estate is no longer sufficient.
However, the benefits and drawbacks of such an addition are not clear. To answer this
question, we first introduce a set of techniques for extending the wall virtually in the
form of additional surfaces and appropriate interactions to organize, manipulate and
move content between the wall display and the AR virtual space. We next use this
setup to study the differences in how pairs of users collaborate and use space in a wall
display environment alone and in a wall display extended by AR headsets, with two
collaborative tasks.

Our results highlight that such an extension is useful, and participants used the
physical space in front and around the wall display extensively to place virtual content.
Virtual surfaces were occasionally used as expected for storing and discarding data.
More surprisingly, virtual surfaces were most often used as the primary interactive
workspace, with participants abandoning the wall display. Adding AR to a wall display
brings a real benefit over using the wall display alone, and this extended setup was
preferred, and found more enjoyable and efficient than the wall display alone. But
it does create interaction overhead, and increases physical and mental demand. We
note, however, that we did not measure any loss in performance, despite this interaction
overhead.

These findings provide empirically measured benefits of extending wall displays
with AR, and insights into how they influence collaboration and space use. We discuss
in our work open questions that remain when it comes to applying such extensions
in practice. However, our work demonstrates how such an extension is feasible and
beneficial.
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Can a Head Mounted Display

Emulate an Ultra-wall?
In the previous chapter, we could observe that users do not hesitate to leave the
wall and promote virtual surfaces to “first-class” interactive surfaces. Thus, why not
abandon the wall, an expensive and heavy infrastructure, and work only in Augmented
or Virtual Reality? That said, a physical wall has, a priori, several advantages. It is
a physical shared surface and can have a very high pixel density. In this chapter, we,
thus, compare an ultra-high resolution wall-sized display (ultra-wall) and a virtual wall
of the same size rendered in virtual reality in an HMD from the point of view of their
resolution.

5.1 Introduction

Ultra-high resolution wall-sized displays (ultra-walls) are large wall displays with a
pixel density similar to the screen of a workstation (typically 100dpi). They allow
to display a considerable amount of pixels and are appropriate platforms for visualizing
and manipulating a large amount of data [21, 98, 135, 174, 178].

However, ultra-walls are expensive, need large rooms, and are complex devices. For
instance, the cost of the wall used in Liu et al. [135] to compare a desktop and an
ultra-wall can be estimated to at least 100ke (we used an upgraded version of this
wall for the pilot experiment of this chapter Figure 5.3-WILD), and the wall used in the
two previous chapters had a cost of 300ke (with its touch-sensitive system and mid-
air tracking Figure 5.3-WILDER. In addition, ultra-walls need large rooms, and given
the number of pixels to be rendered, they should be driven by a cluster of high-end
workstations (at least for now). For these reasons, these platforms, although powerful,
can be very power-consuming and complex to maintain and program.

In comparison, head-mounted displays (HMDs) are not too expensive, do not need
large rooms, are easy to maintain, and are relatively easy to program as several en-
vironments exist for such platforms (e.g., Unity3D). Moreover, work in the recent
Immersive Analytics trend [41, 183] suggests using HMD for visualization and data

81
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Figure 5.1: Virtual wall: A user moving a disc while performing the classification task
of Liu et al. [135] o a 5.5m × 1.8m virtual wall display that is rendered in a HMD
(Large letters: low information density condition).

analytics [49, 115, 225]. And although 3D visualization for abstract data has some
drawbacks [64, 152], it is nevertheless possible to visualize abstract data in 2D in an
HMD, by displaying them on 2D surfaces.

Thus, a natural research problem is to compare the performance of an HMD with
an ultra-wall when visualizing and manipulating a large amount of data. This chapter
explores this problem in a particular case where we emulate a wall in an HMD Figure 5.1.

The size and the pixel density of an ultra-wall determine the quantity of information
that can be displayed. Both characteristics have been shown to be fundamental in the
study of ultra-walls [65, 135, 239]. The big size of an ultra-wall allows to display a large
number of elements of a dataset concurrently, as its high pixel density allows to display
these elements (e.g., images, plots, or text descriptions) in high enough resolution to
be easily distinguishable and readable.

Because of the qualities mentioned earlier, HMDs can potentially emulate a wall
display of arbitrary size. In this chapter, we start by analyzing, in a theoretical way,
the pixel density of an emulated wall for one of the current customer-ready HMD (the
HTC Vive Pro) and one of the highest-resolution commercially available HMD (the
Varjo XR-1). As we will see, both headsets’ pixel density is sub-optimal and does not
allow us to emulate the pixel density of an ultra-wall.

Then, to empirically validate the above computational approach, we use the classi-
fication task that has been proposed by Liu et al. [135] to compare an ultra-wall and a
desktop. This task has been used in several other works to compare interaction tech-
niques or paradigms [11, 100, 133, 160]. The advantage of this task is that it involves
both interaction (pick-and-drop) and navigation (virtual or physical pan & zoom).

More importantly, the task operationalizes information density (and thus the quan-
tity of information the device can render). Liu et al. [135] operationalizes this infor-
mation density by simply considering classes represented by letters of different sizes.
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Large letters operationalize low information density (see Figure 5.1), and small letters
operationalize high information density.

The Liu et al. [135] task is abstract and formal and can be used as a benchmark.
This allowed us to run the same classification tasks with an ultra-wall, a standard HMD,
the Vive Pro, a commercial grade HMD, the Varjo XR-1, and a tentative emulation of
a perfect HMD (using a Vive Pro).

5.2 Related Work

To better understand the differences between HMDs and wall displays, our related
work focuses on the effects of the size and resolution of displays and previous findings
of comparisons between HMDs and large displays.

5.2.1 Screen Size and Resolution

There is a long history in HCI about comparing screens and in particular their size
and resolution. Pioneer work mainly compares standard monitor with larger screens
(e.g., multi-monitor setting) in high level “desktop tasks” [28, 55, 90, 187]. Most of
the results suggest that users are more efficient with larger screens as they have more
space (pixels) to manage information.

Other works, under similar setup, suggest that large screens can bring a benefit in
spatial orientation tasks just because of their size [207] or their wider field of view [206]
and their larger number of pixels [156, 239].

All the above works consider users seated in front of the display, and thus physically
static (beside eyes and head movement). However, with very large screens of high
resolution, ultra-walls, it is not possible for the users to see (distinguish) all the pixels
at a fixed position, and thus users should physically travel the wall room to take
advantage of both the size and the high resolution, or should use virtual navigation
(e.g., pan & zoom) to bring information closer to them.

Interestingly, it has been shown that, for an ultra-wall (2.7m wide, 96 dpi), physical
navigation is more efficient than virtual navigation for simple search and pattern finding
tasks [21]. Several subsequent works studied the cause of this effect. Ball and North
[20] suggests that the field of view is not a key factor, Ragan et al. [173] suggests
that the constant positioning of information is important, Jansen et al. [104] studies
spatial memory, and Liu et al. [135] advocates that the main cause is the power of
head movements to reach information (i.e. immersion when close to the wall).

Moreover, Liu et al. [135] insist that such results depend on the “density of infor-
mation” and the full use of the high resolution of ultra-walls, a simple desktop being
faster otherwise (see “The Classification Task” section below for more details).
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5.2.2 HMD versus Other Displays

There are a lot of works that compare HMDs with desktops and room-scale immersive
environments. Santos et al. [189] provides a good overview of such works done before
2009. Most of this work concerns tasks in a 3D virtual world (e.g. navigation in a maze
or buildings, volume, visualization, etc). Results are mixed regarding performance, but
HMDs are often preferred and some results suggest a better mental model of the
environment with HMDs. Early on, Patrick et al. [162] suggests to replace a HMD by
a "large" projected display, because at that time (2002), HMDs were very expensive
(while there is no significant results in the comparison). This remark shows that fast
change in technology can have a strong impact when comparing displays.

However, subsequent works are in the same lines: 3D tasks where resolution is
secondary, have very few results on performance differences, but find some perceptual
advantage for HMDs. For instance, Lhemedu-Steinke et al. [130] suggests a better
concentration, involvement and enjoyment with a HMD than with a large display. Also,
[213] suggests a better perceived spatial presence of the virtual environment with an
HMD than with a desktop. On the other hand, some works report cybersickness issues
with HMDs that do not occur with standard displays [34, 202].

5.2.3 HMD in Immersive Analytics

The interest around immersive visual analytics [41, 183] in the visualization and HCI
community has increased in the recent years. In particular, HMDs have become very
popular for visualizing abstract data with no obvious 3D representation. Although the
use of 3D in this context is disputable [64, 152], some works have been conducted
to take advantage of the immersion and the 3rd dimension to visualize multivariate
data [22, 48], scatterplots [115, 170, 225], networks [49, 232], small multiples [136],
etc.

Surprisingly, there are very few works that compare HMD with other types of
displays in the context of immersive analytics. Cordeil et al. [49] compares an HMD
and CAVE2, a 9m × 1.7m horseshoe shaped wall display at 34 dpi with stereo 3D
rendering for collaborative analysis of connectivity of simple networks. Results suggest
that the HMD is more efficient than the room-scale environment , but collaboration
is out of the scope of this chapter. To evaluate the possible advantage of immersive
space-time cube geovisualization, Wagner Filho et al. [226] compares an HMD and a
desktop, but there is no decisive results in term of performance.

5.2.4 Emulating Walls in VR HMDs

Recent work uses virtual reality HMDs to simulate various types of “physical” environ-
ments, in particular walls, to evaluate them without the need to build or deploy the
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Figure 5.2: Simplified scheme for the optic of an eye looking at a physical screen.
Angular size α needed to view a circle of width pv on a screen at a distance d from
the eye.

full physical environment. A pioneer work in this area is the work of Ville et al. [140]
where they suggest conducting field studies on public displays in virtual reality. They
observed similar phenomena in real-world and virtual public display setups, such as
engagement with the displays. Similar types of work have been conducted to emulate
AR [82], real-world authentication prototypes [144], cross-reality systems [79], etc.

However, to our knowledge, the only work that focuses on emulating a wall display
is the work by Ville et al. [140]. Moreover, our goal is different, Ville et al. focus on
field studies and high-level user engagement, as we want to compare an ultra-wall and
HMDs with a focus on their resolution.

5.3 Background and Geometrical Models of
Vision

The goal of this section is to describe the well-known geometrical model of vision. We
examine through it the possibility of emulating a wall display in an HMD through the
spectrum of pixel density.

5.3.1 Principle of the monocular eye for a physical screen

The relation between the diameter w of a circle (C) on a flat surface in front of a
human at a distance d from this surface and the angular size µ of (C) in the “cyclopean”
eye of a human (Figure 5.2) is given by the following formula:

w = 2 · d · tan(µ
2
) (5.1)
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Figure 5.3: Different devices, because of their screen size, are used at different dis-
tances. A smartwatch’s screen needs to be viewed closer than a smartphone, while a
laptop can be placed farther than this smartphone. And wall displays allow a distance
range on again another scale.

Device dpi pixel size
optimal visual

distance
Smartwatch (Apple watch series 8) 330 0.0769mm 26.4cm
Smartphone (OnePlus 10T) 394 0.0640mm 22.0cm
Tablet (IPad) 264 0.0960mm 33.0cm
Laptop (15", FullHD) 145 0.1750mm 60.2cm
Wilder 62.85 0.4040mm 138.9cm
Wild(8K desktop screens) 280 0.0900mm 30.9cm

Figure 5.4: Different devices: resolution, corresponding pixel size and optimal viewing
distance. A closer distance will result in pixelization; a farther distance will result in
details not being perceived.
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A human that does not need a visual correction through glasses is commonly defined
as having 20/20 normal vision. Under this circumstance, a human can distinguish a
circle among several side-by-side circles1 (e.g., a series of 3 pixels black-white-black) if
this circle is no smaller than α = 1′ (i.e. one minute of arc) = 1

60

◦. This means that if
this circle was a screen’s pixel, the human vision optimal resolution would be about 60
pixels per degree (ppd). From this, we can determine with Equation 5.1 the smallest
size of such a circle:

2 · d · tan( 1

2

′
) ∼ 0.00029 · d (5.2)

By abuse of language, we call this smallest entity a visual pixel.
Conversely, we can compute the “ideal” visual distance from a computer screen

given the size p of its pixels, i.e., the distance where the pixel size is equal to the size
of a visual pixel, by just inverting Equation 5.2:

p

2 · tan( 1
2

′
)

(5.3)

Within this distance, we have a pixelization effect, i.e. users can see the pixels, and
beyond it, users might lose information rendered on screen.

Figure 5.3 and Figure 5.4 provide examples for standard devices, from a smartwatch
to high-resolution wall displays. We can observe that, overall, current screen tech-
nology for smartwatches, smartphones, laptops, and ultra-walls has reached
human visual capacity and beyond.

5.3.2 Principle of the monocular eye for a VR headset

We now turn our attention to HMDs. One particularity of HMDs is that the screens
are (and must be) very close to the eyes. They are so close to the eyes that the human
eyes cannot accommodate an image rendered on the screen. Common HMDs (Google
cardboard, HCT Vive, Occulus Rift, Varjo RX-1 and RX-3, etc.) use convex lenses
to create a virtual image of the screens at a far distance from the eyes (e.g. 1.5m),
avoiding any need for the eyes to perform an accommodation. Because of this, we can
say that the VR HMDs’ optical systems act as “simple magnifiers” .

Concretely, let us consider an HMD using convex lenses with focal f (and width
and height wl and hl) located between the eyes and the screen (of width and height
ws and hs) at a distance dl of the screen (Figure 5.5). As stated by Wetzstein et al.
[233] during their SIGGRAPH class, the Gaussian thin lens formulas tell us that the
distance from the lens to the virtual image equals to:

dv =

∣∣∣∣ 1
1

f
− 1

dl

∣∣∣∣ (5.4)

1this is bigger than the smallest entity that a human with normal vision can see
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Figure 5.5: Simplified scheme for optics of a VR headset, f represents the focal distance
of the lens, de the distance to the screen, di the distance between the lens and the
virtual image.

with dl the distance from the lens to the screen, and f the focal distance of the lens
(Figure 5.5). From this, we can infer that the distance D from the eye to the virtual
image is:

D =

∣∣∣∣ 1
1

f
− 1

dl

+ de

∣∣∣∣ (5.5)

Moreover, the size in the virtual image of an object in the display is magnified by the
following factor:

M =
f

f − dl
(5.6)

Note that if f = dl, no virtual image is created and that if f < dl, the virtual
image is closer to the eyes than the screen (or even behind the eyes). Thus, f should
be greater than dl so that the virtual image is further away than the screen from the
eyes. Indeed, we should have f > dl, and dl should be close enough to f so that the
virtual image is at a distance where the eyes do not need accommodation.

To be concrete, let us take f = 40mm, dl = 39mm, and de = 18mm (expected
value for a google cardboard for a smartphone). Then, the virtual image is at D =
1578mm from the eyes and the magnification factor M is equal to 40 (e.g., an object
of 1mm in the display has a size of 40mm in the virtual image).
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If p is the pixel size of the screen, the size of this pixel in the virtual image is of
M · p and its angular size is of:

A = 2 · arctanM · p
2 ·D

. (5.7)

With this same formula, we can compute the (horizontal or vertical) field of view for
one eye by taking for p the (horizontal or vertical) display size.

Conversely, we can compute the ideal size of the pixel on the display, i.e. the size
so that the pixel in the virtual image has an angular size of 1 arc minute:

P =
2 ·D · tan 1′

2
M

(5.8)

If we continue with our example and use a pixel size of 0.0695mm (400 dpi, pixel
size of a typical high-end smartphone), we obtain an angular size of 0.10◦, or a pixel
density of 10 ppd. However, the ideal pixel size (to obtain 60 ppd) is of 0.0115mm
(2205 dpi).

Table 5.1 provides additional examples. Note that AR headsets such as Hololenses
use a different technology than convex lenses, but the optic of such headsets has the
same goal: build using the projected images on the glasses, a virtual image at a large
distance from the eyes. Unfortunately, this table shows our lack of information, because
manufacturers do not disclose the technical characteristics of their HMDs. For most
commercial HMDs, we have no information on the focal distance and the distance
from the lens to the screens (we provide our own estimations for the Vive Pro).

However, we can observe that current VR headsets are far from being op-
timal regarding human visual capacity in their full field of view. Indeed,
the bests AR headsets reach 30 ppd (Varjo XR-3, Vive Pro 2), half of what would
be needed. However, the Varjo’s use an interesting technology using an additional
1920×1920 pixels display (one per eye and a semi-transparent mirror system) that is
“projected” and concentrated in the center of the field of view (we call this display a
"focus display", FD in Table 5.1). Varjo claims that this technology allows reaching
the optimal resolution of 60 ppd, and even more, on a part of the field of view (e.g.,
27x27 degree).

However, covering the entire field of view with a resolution of 60 ppd would require
screens with a resolution of about 5600×5600 pixels (more or less, depending on the
field of view) or focus displays that can move to follow the users’ gaze (and in particular
eyes saccades, which seems unlikely, see Kim et al. [108], however).

5.3.3 Emulating a Wall

The emulation of a wall display in VR is obvious: we use a rectangle of the same size
as the wall (the virtual wall) where we render the same scene that is rendered in the
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model f dl M/D display
(pixels) resolution PPD ideal

resolution FoV

phone vr 40 39 40/1.55m 75×75mm
0.0635mm
16 ppmm
400 dpi

15
0.0115mm
87 ppmm
2213 dpi

80◦

Vive Pro 33 32 33/1.06m 1440×1600
0.0395mm
25 ppmm
640 dpi

17
0.0095mm
105 ppmm
2668 dpi

107◦ (both
eyes)*

Vive Pro2 33x 32x 33/1.06mx 2448x2448
0.0286mm
35 ppmm
890 dpi

25
0.0095mm
105 ppmm
2668 dpi

116◦H, 96◦V
(both eyes)

Varjo-XR1 ? ? ? 1440x1600 ?
18
(esti-
mated)

? 87◦ (both
eyes)

Varjo-XR1 FD ? ? ? 1920x1080 ? >60 ? 28◦H, 16◦V

Varjo-XR3 ? ? ? 2880x2720 ? 30 ? 115◦H, 90◦V
(both eyes)

Varjo-XR3 FD ? ? ? 1920x1920 ? 70 ? 27◦

HoloLens ? ? ? 1268x720 ? 41§ ? 30◦H, 17◦V*

HoloLens 2 ? ? ? 1440x936 ? 20§ ? 43◦H, 29◦V*

x Values infered from the Vive Pro values.
* Values obtained from website VR Compare , accessed on 17 Nov 2022.
§ Values demonstrated by the blog post "Hololens 2 Display Evaluation" by Karl Guttag accessed on 10 Nov 2022

Table 5.1: Specification for the focal distance, lens-to-screen distance, FoV (H: hori-
zontal, V: vertical), and resolution of various VR HMDs (ppmm: pixels per millimeter;
dpi (or ppi): pixels per inch; ppd: pixels by degree). All specifications given are for
one eye only. Technical characteristics are most of the time not disclosed by the man-
ufacturer, and are either retrieved from 3rd party analysis (see table notes) or marked
in the table by a question mark when the values are not known.

physical wall using physical dimensions in the VR space. Then, we are interested under
which circumstances the users can see details rendered on this virtual wall.

For this purpose, we can use the ppd of the HMD (that is, in general, provided by
the manufacturers) to compute the size of a pixel when the virtual wall is at a distance
dv of the user camera (UC):

2 · dv · tan(1
◦

2
)

ppd
(5.9)

and in turn, compute the dpi of the virtual wall at a given distance of the (UC). It
should be noted that this size and dpi depend on the distance from the (UC) to the
emulated wall.

For instance, the dpi of a virtual wall at 1m of the (UC), a comfortable distance to
work with a wall, is of 24 dpi with the Vive Pro, 26 dpi with the Varjo XR-1 (standard

https://www.vr-compare.com/
https://kguttag.com/2020/07/08/hololens-2-display-evaluation-part-2-comparison-to-hololens-1/
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display), of 36 dpi with the Vive Pro 2, of 44 dpi with the Vajo XR-3 (standard display),
and should have, a priori, an “optimal” dpi of 87 with the Varjo XR-1 and Varjo XR-3
focus displays.

5.4 The Classification Task

Liu et al. [135] compared an ultra-wall (5.5m × 1.8m at 100 dpi) with a desktop
(30” display at 100 dpi) in a classification task that abstracts various concrete clas-
sification and scheduling tasks (such as classifying brain scans and schedule the CHI
2013 conference). The scene has the size of the ultra-wall and is constituted by 32
containers that can contain (at most 6) discs with a letter, see Figure 5.1. The task
consists of moving the discs so that all the containers contain discs with the same
letter. The task starts with a partially classified scene where, in each container, there
is a majority of discs with the same letter, that are shown in green, and the participants
should move miss-classified discs, shown in red, so that at the end all discs are green
(correctly classified).

The difficulty of the task is controlled by the number of different letters (the
classes). Liu et al. [135] consider an Easy task with two letters (two classes: “C” and
“D”) and a Hard task with four letters (four classes: “H”, “K”, “N” and “R”). However,
in the experiment below we will consider only the Hard tasks because it forces, a priori,
stronger effects.

The most important factor in Liu et al. [135] is the size of the letters (factor
LetterSize) that represents information density. Small letters correspond to a large
amount of information (e.g., a lot of text can be displayed), and large letters represent
a low amount of information. Liu et al. use 3 sizes.

• A large size, LargeLetter , 15.5 × 20 mm letters, that has been chosen so that
(i) no virtual navigation is need with the desktop: when the scene is scaled to
be fully contained in the desktop screen the letters are easily readable; and (ii)
no physical navigation is needed for tha wall either: all the letters can be easily
scene when the user stand in front of the wall at a distance of about 2m.

• A small size, SmallLetter , 1.8 × 2.3 mm letters (usual desktop 12pts font). In
this case, to perform the task, the participants had to navigate in the scene either
virtually using panning and zooming with the desktop, or physically by moving
in front of the ultra-wall.

• A medium size, Medium, twice the small size, that we will not consider in our
experiment.

The main result of Liu et al. is that for large letters, where almost no navigation is
needed, the desktop is faster than the ultra-wall, and that for small letters, where a
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Figure 5.6: Pixelisation of the letter N for a screen A of 5x5 pixels on top row, and
a screen B 3x3 pixels on the bottom row, both of size 1. We see that as the bottom
row does not have enough resolution, we cannot tell appart the letter N for the letter
H. By increasing the size of the rendered letter, we can display it on more pixels, and
reach a point where the shape of the letter is as readable in screen B as in screen A.

lot of virtual or physical navigation is needed, the ultra-wall is faster than the desktop
(35% faster for the hard task).

5.4.1 The classification Task in VR

To “replicate” the classification task in an HMD, we emulate a wall in virtual reality:
we use a rectangle of the same physical size as the wall (the virtual wall) where we
render the same scene using physical dimensions (see Figure 5.1).

For the LargeLetter letter size condition, letters are large enough to be easily seen
when the user camera is at 2m of the virtual wall, and, a priori, a participant can per-
form the task without moving from their starting position. We consider this condition
for testing whether the basic interactions could impact the results: we expected no
differences between the different Device: Vive Pro, Varjo XR-1, and the wall (and the
emulated condition, see below).

The SmallLetter letter size condition is more interesting. Indeed, a letter starts to
be readable when it is rendered in a box with a width of at least 4 pixels and clearly
readable when rendered in a 5 pixels wide box (Figure 5.6). The width of a letter is
1.8mm, and thus we need to have pixels of at least 1.8

4
= 0.45mm, which correspond

to a wall at 56 dpi and an optimal distance of 1.55m.
With the Vive Pro, Equation 5.9 shows that the user camera (UC) should be at a

distance of about 44 cm of the virtual wall so that a user can see the letters (with a
Vive Pro 2 we estimate this distance to 64 cm and a little bit more with the standard
display of the Vajo XR-3).

With the Varjo XR-1 and its focus display, this distance can be estimated to 1.55m
(60 ppd). However, this is true only on a small part of the field of view, and for the
rest of the field of view, a letter will be seen when the user camera is about 46 cm of
the virtual wall.
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Thus, we considered a special condition Emulated where we try to emulate an
optimal VR HMD at 60 ppd. We scale the size of the letters by a factor of 3.5, allowing
a user to see the letters at a distance of 1.55m in the Vive Pro. Unfortunately, we
made a mistake, and we scaled the letters by a factor of 4.2, making the
classification task too easy. However, as we will see, this led to an interesting
result.

So with Emulated, we need to have pixels of at least 4.2 · 0.45 = 1.89mm, which
corresponds to a 13 dpi wall. With the Vive Pro, the users should be able to see the
letters at a (virtual) distance of about 2mm (and not 1.55m as was our intention).

5.5 Pilot User Study

The goal of our study is to evaluate if a difference in resolution has an impact on
the performance of users. We explained previously the simplified optical model for
the vision of a screen and for the vision inside a VR headset. Now that we know the
difference in the models, we want to verify if the differences in the devices can hinder
or advantage users during a work session.

5.5.1 Device conditions and apparatus

For the wall display (Wall), we used a 5.50 × 1.80 m display with a resolution of
61 440 × 17 280, composed of 32 8K LCD displays and driven by 8 workstations
(280 dpi, see Figure 5.3-WILD). For the VR headsets, we used two different headsets:
the Vive Pro 2 (Vive) and the Varjo XR-1 3 (Varjo). The Varjo XR-1 was, when we
did the experiment, the best quality headset available, promising a resolution reaching
human eye perceivable resolution with its focus display. We chose the Vive Pro as it
is a standard, consumer-grade headset, with a good resolution. As explained in the
previous section we also added an emulated condition by scaling the letters of the
SmallLetter condition (Emulated , but we indeed scaled by 4.2 and not by 3.5 that is
a priori the good scaling).

Thus, our primary factor is Device with four values: Wall , Vive, Varjo, and
Emulated .

5.5.2 Task

We used the classification task described in the previous section with four classes: “H”,
“K”, “N” and “R”. For the letter size (factor LetterSize) we consider only two sizes,
the LargeLetter and the SmallLetter .

2https://www.vive.com/us/product/vive-pro/
3https://web.archive.org/web/20200929212842/https://varjo.com/products/xr-1/

https://www.vive.com/us/product/vive-pro/
https://web.archive.org/web/20200929212842/https://varjo.com/products/xr-1/
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We used physical navigation for all conditions, with the cable for the VR headsets
suspended so the participants would not trip on it. For the interaction, every condition
uses a Vive controller. Participants would point at an item then click on the trigger to
pick it, then point at the target position and drop it with the same action.

Our secondary factor is LetterSize with two values LargeLetter and SmallLetter
(see previous the section). In fact, as we are studying the effect of resolution we are
mainly interested by the SmallLetter size condition. The LargeLetter size is useful to
see whether the different Devices perform equally well for the basic interactions (e.g.,
pick-and-drop): we expected very similar performance for the different Devices in the
LargeLetter condition.

5.5.3 Participants

We recruited 6 participants with normal or corrected-to-normal vision over the 12 par-
ticipants originally planned. Participants were HCI researchers, engineers or graduate
students in Computer Science. We stopped the experiment after 6 participants once
we noticed our error in the Emulated condition. Nevertheless, we report the results of
the 6 participants here, as they present interesting tendencies.

5.5.4 Experiment Design & Procedure

Design. The experiment is a full factorial Device×LetterSize within participants
design. We blocked by Device, and fixed the LetterSize presentation order to
LargeLetter first, SmallLetter then. In the initial 12 participants design, we counter-
balanced the device condition using a latin square. For each device, participants had 6
trials: 2 training trials with each LetterSize condition in the order defined above, then
2 × 2 experiment trials in the same order. We used the same initial wall disposition
as Liu et al. [135].

Procedure. Each participant worked in two sessions, on two separate days, with one
session holding 2 device conditions. A break was enforced in-between conditions inside
one session. At the end of each condition, participants filled a questionnaire about the
condition they completed.

At the beginning of each VR condition, we did a calibration phase with the partic-
ipant to align the virtual world with the room space.

Then, a vision test was performed: the operator asked the participant to look
at a letter on the wall and to move back until they hit the limit where they cannot tell
the letter anymore (at each step we changed the letter, among “H”, “K”, “N” and “R”).
The resulting distance was recorded. The operator then explained the interactions and
the goal of the task, and ensured the participant felt comfortable.
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Figure 5.7: Result of the vision test: maximal distance to the (virtual) wall to see the
small letters of the experiment (in meters).

Before each trial, the participant were placed at a 2m distance from either the
physical wall in the Wall condition, or the virtual wall in the VR conditions. And then
moved to the classification task.

5.5.5 Results

Vision test. Figure 5.7 shows the result of the vision test. Participants were able
to see the SmallLetter at 50 cm with the Vive, which is slightly more from what we
predicted (45 cm). For the Varjo, the participants needed to be at 1.20m from the
letters to see them, which is 35 cm less than predicted. This suggests that the focus
display of the Varjo XR-1 does not reach the claimed 60 ppd (it is closer to 50 ppd).

The result for Wall is of about 1.9m distance, 35 cm more than the expected value
of 1.55m. We have no explanation, but we will see that in practice the participants
performed the classification task for the small letters at about 1m from the screen.

For Emulated (condition run in Vive Pro), the distance is of about 2.2m, more
than our expectation of 2m. This result and the result for Vive suggest that we may
have underestimated the ppd of the Vive Pro.

Task Time. Figure 5.8 shows the task time by Device×LetterSize. For LargeLet-
ter condition we can observe, as expected, that the task times are very similar. This
suggests that the input system worked similarly well for all Device. For the SmallLetter
condition we can observe that:

• The task time is similar for Vive and Varjo. This suggests that for a task
where users have to move in front of a (virtual) wall and move their heads in all
directions to see small details, the focus display of the Varjo is not really useful.

• As expected, the Wall was faster than the Vive, but also faster than the Varjo
(this was the case uniformly for the 6 participants with clear differences). This
suggests again than the focus display of the Varjo is not enough.
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Figure 5.8: Task time by Device×LetterSize.
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Figure 5.9: (a) Average distance of the participant to the (virtual) wall in the small
letters condition (in meters). (b) Mean of the total distance traveled by the participants
for the small letters trial (in meters).

• Emulated was faster than the Wall (clearly for 5 participants, but one participant
was 2 s faster with Wall). This confirms that we choose letters that were too
big for Emulated .

We compared the task time for the Wall with the one from Liu et al. and we found
very similar results (for the corresponding condition). Moreover, interestingly, the task
time for the Vive and Varjo are very close to the time for the desktop condition of Liu
et al.

Distance to the Wall and Traveled Distance. Figure 5.9 shows, for the Small-
Letter condition: (a) the average distance of the participant to the (virtual) wall during
a trial; and (b) the traveled distance by the participant during a trial. (In LargeLetter
condition, participants did not need to come close to the wall and did not need to
travel too much).
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The results confirm the results on the task time: task time is “positively correlated”
with the distance to the wall to perform the task (far away is better), and the traveled
distance during the task (shorter is better).

Note that (i) the distance to the wall for Wall was of about 1m (far smaller than
the 1.9m of the vision test and very close to the results of Liu et al. ); (ii) this is also
true for Emulated , but the difference is not as strong; (iii) in contrast, this distance
is close to the vision test distance for the Vive; and (iv) despite its focus display this
distance for the Varjo is close to the one of the Vive.

Regarding the traveled distance, we could note that this distance is half for Emu-
lated than for Wall , and that this holds for all the participants.

Subjective. Regarding preferences, the six participants ranked the Wall condition
1st and the Emulated condition 2nd (4 participants ranked the Vive 3rd, and 3 par-
ticipants ranked the Varjo 3rd, ex-aequo were allowed). Given the quantitative results
above, it is not surprising that the participants preferred the Wall and the Emulated
conditions. However, it is surprising, and interesting, that the six participants uniformly
preferred the Wall condition over the Emulated condition, as ex-aequo were allowed
and Emulated exhibits better quantitative performance than Wall (uniformly: for the
six participants). This suggests that the participants appreciated the physical aspect
of the wall display relatively to the virtuality of a headset.

5.6 Discussion and Future Work

Our results suggest that, as expected, current “standard” HMDs do not have the needed
resolution to compete with an ultra-wall in a 2D task consisting of manipulation of
“data of high information density” (although they might be in par with a standard
desktop computer). They also suggest that the Varjo technology, which consists of
adding a focus display with a very high resolution in the center of the field of view, is
of limited utility in a search task involving small details on a large surface.

Our results also suggest that even with a possible VR HMD with perfect resolution
(that will likely, allow reaching the performance of an ultra-wall), it is possible that the
users would prefer the ultra-wall against the HMD. Indeed, the participants were faster
and traveled less distance with the Emulated condition than with the Wall condition,
but all participants preferred the Wall condition to the Emulated condition.

Of course, the above results should be confirmed with a 12 participants experiment.
We plan to rerun our experiment in the near future, but with more recent headsets:
the Vive Pro 2 and the Varjo XR-3 (and a correct emulated condition). However, our
results suggest that an ultra-wall will still outperform these VR HMDs. Indeed, the
Vive Pro 2 and the standard screens of the Varjo XR-3 are still far from being optimal
(about 30 ppd), and our results suggest that the focus display of the Varjo XR-3 is not
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enough for a task where many head movements are needed to observe small details on
the wall.

It would also be interesting to test other types of headsets, in particular AR headsets
(Hololens or VR HMDs with video see-through), to see whether having a view on the
reality in addition to the emulated virtual wall is preferred by the participants to a
purely virtual environment. Moreover, in a collaborative context, we hypothesize that
AR HMDs will be better suited than VR HMDs with avatars.

Another aspect that we want to investigate is virtual navigation in front of a virtual
wall (or several virtual walls, as in the previous chapter). Indeed, we used physical
navigation with VR headsets in the experiment; thus, to emulate a wall display, we
needed a large room. However, with VR headsets, we can use virtual navigation and
then emulate a wall in a small space. We would like to know whether we can design
virtual navigation techniques that reach walking performance in front of a wall. Of
course, there is a considerable amount of work on virtual navigation techniques for VR
headsets, but we did not find a simple answer to this question.
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Discussion, Future Work and

Conclusion
In this manuscript, I presented how adding Augmented Reality to support interaction
on wall displays is feasible and bears advantages to compensate for wall displays’
weaknesses. I also investigated the possibility of replacing a wall display by a VR
HMD. The goal of this chapter will be to summarize the work done in the previous
chapters and discuss the directions our work opened for future research.

6.1 Summary

We started this thesis by noting that wall displays are public displays, where all infor-
mation is accessible to the whole audience. Thus, changes to the wall’s content will
impact every user, from cluttering the view to changing the entire content. To remove
this potential clutter, we need personal views to display information so that users can
work independently or preview changes to apply to the wall.

Networks and, more specifically, transportation networks are a frequent visualization
on wall displays, either in the public space to inform users of buses or metro routes or
in work spaces like control rooms to monitor and reroute road traffic. In both cases,
users need to browse the content on the wall privately, in parallel with other users
who do not share the same goal. Thus they would benefit from a private view. This
observation led us to the first question:

RQ1: How can AR assist exploration and navigation of a network on a wall
display, through personal view and navigation?

Through Chapter 3, I answer this question by creating four techniques to aid the
visual navigation of networks presented on large vertical displays. We show these
techniques exclusively in the user’s headset. By doing this, we provide a personal view
to the user, which preserves the public view shared with all the users. The techniques

99
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displayed in AR add visual aids to the gaze cursor to provide personalized feedback.
As we are dealing with networks, this AR view shows personalized weights on the links
of the node-link network. The four AR techniques present different variations of close
display coupling with the context visualization seen on the large display. We empirically
studied those techniques on two path-following tasks and found that techniques with
very close and persistent display coupling to the content on the wall are preferred and
more performant for tracing a path. In contrast, techniques that present more distant
display coupling, ensure that the connection to the large display is visible even if the
user moves away from a selected link; these techniques were preferred for following
a path. Overall, participants prefer using visual AR cursors to assist navigation over
using a simple gaze cursor.

More importantly, this study showed how an AR personal view semantically cou-
pled with a public context on a large display could render personal preferences (in the
form of weights) without cluttering the shared view on the public display. This work
showed the possibility of adding an interactive personal layer to a non-interactive public
visualization without altering the context visualization seen by external viewers. The
proposed solution displays its content inside a headset. This can offer more privacy
compared to alternative ways to provide a personal view, for example, by using a mobile
phone [63], a smartwatch, or mobile AR [19] which can be subject to shoulder surfing.
Furthermore, these techniques can be displayed on any screen with dynamic or static
content and can even be shown on content laid on paper.

After studying the addition of AR to offer a personal view and navigation on a
shared physical display, we looked at AR to add shared content around such a display.
The limitation of a physical screen and the high cost of physically extending a wall
display lead us to extend virtually a wall display using AR. However, we do not know
how this virtual extension will be considered or exploited by users. This led to our
second question:

RQ2 : How does extending the screen space of a wall display using AR changes
users’ space exploitation during a collaborative session?

For this question, we created in chapter 4 a system to consider the surrounding area
around a wall display as an extension of its workspace. This extension is made using
AR around the physical wall. This setup allows collaborators to work on and outside
a wall display seamlessly, virtually breaking down the physical limits of the big screen.
We studied what this new space (wall display + AR) changes for collaborative work
and space usage compared to a wall display alone. More specifically, we studied pairs
of participants over two tasks chosen to induce two different collaboration strategies:
one that promotes close work and the other that allows parallel work. We observed
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first if AR extension is beneficial when working with the wall display, then in which
space users interacted, and finally whether it impacts their collaboration strategies.

To our surprise, we observed participants transitioning from the physical to the
virtual space and back with no noticeable interaction cost. Even though the content
was initially on the wall display, most pairs transferred the content to the virtual
surfaces. They used the virtual space exclusively as a place to interact with the content
and display their final result. While we did not see noticeable changes in strategies
for the close collaboration task, participants synchronized their efforts when using the
wall display alone, worked more independently, and used fewer actions when the AR
was present. The addition of AR was found beneficial, as users reported more comfort
using Wall+AR when the wall display was not enough for them to complete their task.

In the end, we showed that we could use a Wall+AR system with no performance
loss over a wall display system. Nevertheless, the Wall+AR system increased physical
load, which the weight of the headset can explain, and also increased the mental de-
mand and interaction overhead. Regardless, it did not affect performance compared
to the wall display system and improved the user experience.

The good reception of the virtual space in AR from our participants in the previous
system made us consider how a VR headset could work instead of a wall display
and an AR headset. VR headsets are cheaper than a standard wall display and allow
navigating a virtual wall of the same size as a physical ones. However, emulated virtual
walls cannot offer the physicality of wall displays and there is no guarantee that they
can display as many elements on screen as a high-resolution wall display. That is why
we ask:

RQ3 : Can we emulate a wall display inside a VR headset?

The capacity to emulate a wall display relies on multiple factors, such as the chosen
interaction medium in VR or the way to navigate in this virtual space. We decided
to investigate the visual aspect of the emulation by studying whether the current VR
HMDs’ resolution is enough to emulate a physical wall display or not. First, we analyzed
this problem from a theoretical point of view. This analyze shows that the resolution of
current HMDs is not yet good enough to match the pixel density of a high-resolution
wall display.

Then we conducted a pilot experiment with 6 participants to validate the above
analysis empirically. We compared a high-resolution wall display with a customer-
grade VR HMD: the Vive Pro, a high-end commercial-grade VR HMD: the Varjo
XR-1, and a tentative emulation of a perfect VR HMD inside a Vive Pro. We used
a classification task with varying information density combined with a vision test to
evaluate our different conditions. The results of our pilot study also suggest that the
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resolution of current VR HMDs is not enough to emulate a high-resolution wall display.
Participants performed the task closer to the virtual wall then the resolution lowered.
Also, the farther participants were during the task, the faster they were to complete
this task. Moreover, the questionnaire suggests that even with a possibly perfect VR
HMD, participants prefer to use an ultra-wall display.

Of course, as this was a pilot study run with 6 participants, a complete study based
on 12 participants is needed. We plan to run such a study using modern HMD and a
corrected emulation of a perfect VR HMD to verify our insights.

6.2 Discussion and Futur work

Our research studies low-level questions concerning hybrid Wall+ AR systems, and
we must now continue to elaborate on this work. That is, to continue to study how
augmented reality and wall displays can complement each other, support each other’s
strengths and compensate for their weaknesses. Subsequently, our results open the
door to adding AR to the workflow of existing wall display systems.

To continue the work we presented in the previous chapter, we consider different
topics we can directly work on after this thesis.

6.2.1 Personal AR Views on Shared Displays

Our Chapter 3 shows the possibility of adding AR on public displays to add interactivity
to them. This case of using AR privately can be extended outside of the node-link
diagram case. It is already used to interact inside museums like Ding et al. [58] point
out with the ArtLens2.0 application1, or the Skin and Bones application2 which displays
on a mobile device a private view of the original content. Our research explores the
technological aspect of adding AR on top of a public display and shows how it can
be beneficial for performance and user preference. To go further, we should study the
acceptance of using such AR techniques in public and how these techniques perform
in situ. Meaning studying if acceptability differs in different situations, for example, in
control room situations against in front of a public display in a train station.

We suspect that context is key. AR HMDs have already started being used and
accepted in work situations [30, 60, 157, 175]. But acceptance for public use is still
far from clear [177]. Nevertheless, we believe that in our work, we are looking at a
particular public use-context: brief interactions in front of a shared public screen (e.g.,
to plot a metro trip). We think that as our scenario of use focuses on interacting for
a short period and in a designated area, AR could be more accepted in this case than
in other public spaces.

1https://www.clevelandart.org/artlens-gallery/artlens-app
2https://naturalhistory.si.edu/exhibits/bone-hall

https://www.clevelandart.org/artlens-gallery/artlens-app
https://naturalhistory.si.edu/exhibits/bone-hall
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6.2.2 Combining AR and Walls in Collaboration

In our Chapter 4 we compare the wall display alone and the Wall+AR system in our
study. The results of this study can inspire further work to study the effect of a hybrid
Wall+AR platform. During each task, the initial wall display was crowded to observe
the impact of the extended AR space available to the participants. As we saw, the
participants used the AR space as the primary interaction space. However, what would
happen if the initial wall display contained fewer elements? Another experiment with
an initial condition containing less content on the wall display would be interesting
to observe if the virtual space would be used as much. We could also ask another
question about where content is originally placed: if the content is placed initially
in the extended AR space, would participants prefer to stay in the virtual space, or
would they use the physical screen? Those experiments would help further understand
if users left the wall display for the AR space only because it was the closest extra
space available for the task or if another factor is at play. Some of our findings will
likely change, for example, how often people move content in the AR space or if they
come back to the physical wall. From the findings on the groups’ positions during the
classification task, we could expect users to group items close to them again, on the
border of the initial surface, irrespective of setup.

Also, our study provided pairs with collaborative tasks to induce different collabo-
ration strategies. We would be interested in extending our territoriality study on the
Wall+AR system and a wall display system to explore the impact of the AR extension
on more complex scenarios. We would like to test our system against a wall display
alone on a competitive task and see how it impacts the pair dynamics and the use of
public/personal spaces. Also, observing a composite task could help us understand the
AR’s impact more. Using a layout task, for example, the composition of a magazine
cover, the creation of a website, or the design of a car, could lead to more diverse use
of the space and maybe more creative use of the extended space. One other aspect
that may have influenced our results is the data participants had to work with, images
that are common in territoriality studies[12, 227]. Nevertheless, it is possible that other
types of data, such as long text documents, will require users to stay stationary for
more extended periods of time. This may result in them claiming "ownership" of areas
in the room and forming personal territories often. Studying these aspects remains
future work.

6.2.3 Replacing wall displays with AR or VR?

In their paper, Endert et al. [66] state "Powerwalls are seldom used to complete every-
day work-related tasks. They are difficult to "boot" and require custom applications.".
Indeed wall displays are expensive devices that require heavy hardware and software
setup and a large space to be placed in. All those constraints legitimate the question
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of replacing this complex device with a much simpler one, like a VR HMD. VR HMD
technology is now democratized and ranges from highly performant headsets that need
to be plugged into a computer to less powerful standalone versions. They do not need
a vast space to be used, are way cheaper than wall displays, and can display simulated
VR environments that resemble physical wall displays [132, 192].

In Chapter 5, we compare a wall display against VR HMD to explore if VR HMDs
can be an alternative to high-resolution wall displays. More precisely, we observe if the
difference between two systems, a screen fixed in space (the wall display) and a screen
relative to the user (the VR HMD), makes a difference in the users’ performance in
a classification task. Our early insight points out that replacing a wall display with a
VR HMD significantly impacts the classification task, mainly because of a difference
in resolution between both devices. This impact is enough to say that VR headsets do
not come to the level of wall displays, possibly because of resolution.

However, the simple technological argument is not the only one to consider in the
question of whether we can replace the screen with HMDs. For clarity, I’ll refer to AR
and VR HMDs as only HMDs. First, we can not force everyone to wear a headset.
Despite advances in the field to reduce potential cybersickness, some users still suffer
from it when using a VR HMD [38]. Second, wall displays are powerful for collaboration,
and a VR headset setup will need to work on multiple issues to emulate a wall display
on that part. For example, aside from requiring a robust network infrastructure to
support collaboration, one big issue is seeing collaborators’ social cues. Indeed HMDs
cover a big part of the face, hiding facial expressions, which provide essential non-verbal
cues during communication for information transmission. If we consider AR HMDs like
the HoloLens2 that is transparent, we can see the other people’s faces more, but we
trade this against a less opaque screen that results in a less crisp and inferior rendering
quality of the virtual content.

Nevertheless, there is apparent interest in emulating a wall display with HMDs.
They allow for greater mobility, less setup cost, and need less real estate than a wall
display. Indeed, recent advancements in hardware allowed for affordable consumer-
grade standalone devices, which do not require a wired connection to a computing unit.
This implies scenarios where users can work on a virtually rendered wall display outside
their usual office environment, such as researchers refining their CHI presentations on
their way to the conference. HMDs could also allow experts to join a collaboration
session on a physical wall display when they can not be on-site, from their office or
home. In this case, we could think on the physical wall display side of using either
an AR headset or telepresence robots to show the remote user’s presence. We have
seen during the COVID pandemic that it is essential to have a remote alternative to
our usual work practice. Even if this has yet to replace a co-located collaboration
session, this grants the possibility to use the wall display more frequently by reducing
both the financial cost of a wall display through emulation and the organization cost



6.2. DISCUSSION AND FUTUR WORK 105

of gathering a team around a device in a room.

6.2.4 Including wall displays in workflows

As we mentioned before, Endert et al. [66] says there is a setup issue with wall displays.
I believe that to solve the setup issue, instead of replacing walls with HMDs, we should
consider the integration of wall displays inside the workplace workflow. Indeed those
systems often require engineers to create the content that will be displayed beforehand.
And while tools like SAGE [141] can display content made for desktop screens, this
content is not necessarily suited to be on a wall display. In our work, we explore a way
to address the physical setup limitation of the wall display using AR; now, what needs
to be addressed is a way to create content for the wall display without the need to
go back and forth between our desktop and the physical wall. AR could help in that
regard by offering a low-resolution view of what the result could be by either extending
the desktop screen or projecting the wall display directly (see Figure 6.1). For better
fidelity, we can also consider a view of the result inside a VR HMD. This solution can
offer a way for an average user to edit content for the wall display while seeing the
result with higher fidelity than on the small desktop screen.

When we have explored this possibility, we can think of the following scenario shown
in Figure 6.1 to integrate the wall display as a simple tool in an analyst’s workflow.
A researcher prepares an analysis session on their laptop, processing visualizations
from the data of their last experiment. They switch from laptop configuration to
wall display configuration and put an AR headset on. The prepared visualizations
appear all over a curved representation of a wall, and our analyst starts organizing the
workspace grouping visualizations. They switch to a focus+context mode where the
curved wall display now surrounds the laptop, and our analyst annotates precise data
points. Now is the time for the collaborative session. They take off their headset and
bring their laptop to the physical wall display where their colleague is. The prepared
environment appears on the wall display by connecting their laptop to the wall display,
and the analysts start sharing their interpretation of the data. A third analyst comes
in with their data related to our case study. However, the space provided by the wall
is not enough to contain and organize all the visualization. They grab a headset,
which extends the physical wall display with new virtual spaces, for example, a second
virtual wall, where the additional visualizations can now appear. After this, multiple
possibilities are available. We can envision an expert in another field related to the
study joining in the session from abroad, wearing a VR headset and having their avatar
rendered in AR in the room. Alternatively, the analysts could manipulate the groups
of visualizations with a tangible token that they bring back to their office once the
session ends, containing the information from this collaboration session.
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Figure 6.1: Scenario of a user working with wall display setup workflow. All physical
devices have a purple border. On top, the user works on his own and can switch
between a curved wall display in AR set up at a distance to have the most comfortable
view of the content (A), a focus+context setup to access detail with high precision
on the laptop surrounded by the context in AR (B), or a VR headset setup to see
the result with the highest fidelity (C). Then they transition to the wall display to
continue working, but this time on the physical wall display for a collaborative session
(E). Another user comes and brings their data with them. The group put on their
headset to extend the space on the wall(F), and maybe access other functionalities
available from the use of AR, such as personal notifications
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6.3 Conclusion

This thesis explored different ways to augment a wall display through Augmented Re-
ality with Headsets. First, we created techniques to offer private views and interaction
on a public wall display. Then we built a system to study the impact of extending with
AR a wall display compared to using a wall display alone. After, we started investigat-
ing the possibility of replacing a wall display with a VR headset to study the trade-off
between platforms.

We often think of using one device at a time, and this thesis goes in the direction
of studying the synergy between physical screens and AR. I hope my work inspires
researchers to further study the different configurations to combine AR with Large
Displays or other physical displays.
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1 View of the final results

1.1 Wall Classification

(a) Pair 0 Wall Classification (b) Pair 1 Wall Classification (c) Pair 2 Wall Classification

(d) Pair 3 Wall Classification (e) Pair 4 Wall Classification (f) Pair 5 Wall Classification

(g) Pair 6 Wall Classification (h) Pair 7 Wall Classification (i) Pair 8 Wall Classification

(j) Pair 9 Wall Classification (k) Pair 10 Wall Classification (l) Pair 11 Wall Classification
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1.2 Wall+AR Classification

(a) Pair 0 Wall+AR Classification (b) Pair 1 Wall+AR Classification (c) Pair 2 Wall+AR Classification

(d) Pair 3 Wall+AR Classification (e) Pair 4 Wall+AR Classification (f) Pair 5 Wall+AR Classification

(g) Pair 6 Wall+AR Classification

(h) Pair 7 Wall+AR Classification
(i) Pair 8 Wall+AR Classification

(j) Pair 9 Wall+AR Classification
(k) Pair 10 Wall+AR Classification (l) Pair 11 Wall+AR Classification
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1.3 Bird View Wall+AR Classification

(a) Pair 0 Wall+AR Classification (b) Pair 1 Wall+AR Classification (c) Pair 2 Wall+AR Classification

(d) Pair 3 Wall+AR Classification (e) Pair 4 Wall+AR Classification (f) Pair 5 Wall+AR Classification

(g) Pair 6 Wall+AR Classification (h) Pair 7 Wall+AR Classification (i) Pair 8 Wall+AR Classification

(j) Pair 9 Wall+AR Classification (k) Pair 10 Wall+AR Classification (l) Pair 11 Wall+AR Classification
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1.4 Wall Story

(a) Pair 0 Wall Story (b) Pair 1 Wall Story (c) Pair 2 Wall Story

(d) Pair 3 Wall Story (e) Pair 4 Wall Story (f) Pair 5 Wall Story

(g) Pair 6 Wall Story (h) Pair 7 Wall Story (i) Pair 8 Wall Story

(j) Pair 9 Wall Story (k) Pair 10 Wall Story (l) Pair 11 Wall Story
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1.5 Wall+AR Story

(a) Pair 0 Wall+AR Story (b) Pair 1 Wall+AR Story
(c) Pair 2 Wall+AR Story

(d) Pair 3 Wall+AR Story
(e) Pair 4 Wall+AR Story

(f) Pair 5 Wall+AR Story

(g) Pair 6 Wall+AR Story
(h) Pair 7 Wall+AR Story

(i) Pair 8 Wall+AR Story

(j) Pair 9 Wall+AR Story (k) Pair 10 Wall+AR Story (l) Pair 11 Wall+AR Story
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1.6 Bird View Wall+AR Story

(a) Pair 0 Wall+AR Story (b) Pair 1 Wall+AR Story (c) Pair 2 Wall+AR Story

(d) Pair 3 Wall+AR Story (e) Pair 4 Wall+AR Story (f) Pair 5 Wall+AR Story

(g) Pair 6 Wall+AR Story (h) Pair 7 Wall+AR Story (i) Pair 8 Wall+AR Story

(j) Pair 9 Wall+AR Story
(k) Pair 10 Wall+AR Story

(l) Pair 11 Wall+AR Story
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2 Heatmap of participants and Surfaces

2.1 Classification Wall
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2.2 Classification Wall+AR
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2.3 Story Wall
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2.4 Story Wall+AR
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Titre: Environnements de Réalité Physique et Augmentée utilisés pour l’analyse visuelle collaborative
Mots clés: Interaction homme-ordinateur ; Réalité augmentée ; Data visualisation ; Travail collaboratif
; Coopération (psychologie) ; Systèmes d’affichage
Résumé:

La quantité de données produite chaque
jour est en croissance constante. Cette masse
d’information demande de trouver des solutions
pour les analyser et les visualiser. Les murs
d’écrans sont de bon candidat pour résoudre ce
problème, car ils permettent d’afficher une grande
quantité de données. Cependant, ce sont des
écrans partagés, conçus pour plusieurs personnes,
ce qui ne permet pas d’avoir des espaces de tra-
vail privés. De plus, un mur d’écran reste un pé-
riphérique d’affichage physique qui est coûteux à
agrandir lorsque la quantité de contenu à afficher
devient trop grande.

Dans ce manuscrit, j’explore la combinai-
son de la Réalité Augmentée (RA) et d’un mur
d’écrans, pour premièrement, ajouter un affichage
d’informations personnalisées; et deuxièmement,
étendre virtuellement l’espace de rendu. Nous con-
centrons nos efforts sur l’étude de la synergie de
ces deux dispositifs à travers deux questions de
recherche :

QR1 - Comment la RA peut-elle aider à
l’exploration et la navigation d’un réseau sur un
mur d’écrans, en ayant un visuel et une navigation
personnelle ?

QR2 - Comment l’extension du mur d’écran
avec la RA change-t-elle l’exploitation de l’espace
par les utilisateurs durant une session de collabo-
ration ?

Pour RQ1, j’étudie le cas de l’utilisation de la
RA avec un mur d’écrans pour la navigation de
réseaux. Nous présentons 4 techniques, proposant
différents mécanismes d’aide visuelle à la naviga-
tion. Nous évaluons ensuite ces 4 techniques lors
de deux expériences, une de parcours de chemin de
faible précision (sélection de chemin) et une autre
de parcours de chemin de haute précision (tracé
de chemin). Pour la tâche de sélection de chemin,
une connexion persistante entre le curseur en RA
et le réseau sur le mur permet de meilleur résultat.
Dans le cas du tracé de chemin, nous observons

qu’une connexion plus légère offre une meilleure
performance. De plus, nous montrons la viabilité
d’un système où l’interaction se fait en RA, pour
la navigation de réseau sur des écrans partagés.

Pour RQ2, je porte mon attention sur l’espace
disponible devant le mur d’écrans, et envisage
l’utilisation de cet espace pour étendre le mur
d’écran avec de la RA. Je présente un système,
étendant le mur d’écrans grâce à la RA en util-
isant les dimensions de l’espace disponible devant
le Mur. Nous comparons notre système avec un
mur d’écran seul avec deux tâches collaboratives.
Nous observons qu’avec notre système, les utilisa-
teurs utilisent principalement l’espace virtuel. Bien
que cela crée un surcoût pour l’interaction, nous
n’observons aucune différence de performance avec
le mur d’écran seul, et nous observons un vrai
bénéfice à cet espace supplémentaire.

La complexité de mise en place des systèmes
précédemment étudiés nous a amené à étudier une
manière moins coûteuse d’utiliser un mur d’écran:

QR3 - Peut-on émuler un mur d’écran avec un
casque de RV ?

Cette question ayant plusieurs facettes, je me
concentre sur la capacité des casques de RV
d’atteindre la résolution nécessaire à répliquer
l’expérience d’utilisation d’un mur haute résolu-
tion. Pour ce faire, nous étudions le modèle op-
tique des casques de RV et le comparons au mod-
èle de la vision humaine. Notre analyse indique
que les casques actuels n’ont pas une résolution
suffisante pour émuler un mur de haute résolution.
Nous confirmons cette analyse avec une experience
pilote qui compare un mur d’écrans, deux casques
de RV et une emulation d’un casque de RV parfait.

Je conclus ce manuscrit en discutant plus
largement des différentes manières pour les murs
d’écran d’être complétés par les casques d’AR et
des implications de leur remplacement par des
casques de VR/AR, et j’élabore sur les directions
de recherches qu’ouvre cette thèse.



Title: Augmented and Physical reality environments used in collaborative visual analysis
Keywords: Human-Computer Interaction; Augmented Reality; Data Visualization; Collaboration; Co-
operation(Psychology); Displays
Summary:

The amount of data produced every day is con-
stantly growing. This mass of raw information re-
quires finding solutions to analyze and visualize it.
Wall displays are a good candidate to solve this
issue, allowing to display a large amount of data.
However, they are shared devices made to accom-
modate several people, which does not allow for
the existence of a private workspace. Moreover,
wall displays are still physical devices that can not
be easily extended when the content to display be-
comes too large.

In this manuscript, I explore the combination
of Augmented Reality (AR) and a wall display to:
first, add a personalized information space onto
a wall display; and second, extend the rendering
space. We focus on using an augmented real-
ity headset (AR-HMD) to display content comple-
mentary to the context offered by the wall. We
study the synergy of these two devices through two
research questions:

RQ1 - How can AR assist exploration and nav-
igation of a network on a wall display, through per-
sonal view and navigation?

RQ2 - How does extending the screen space
of a wall display using AR changes users’ space
exploitation during a collaborative session?

For RQ1, I study the case of using AR with a
wall display for navigating networks. I present four
techniques, proposing different visual aid mecha-
nisms for navigation. I then evaluate these four
techniques in two experiments, one for low accu-
racy path following in the network (path selection)
and one for high accuracy path following (path
tracing). We report that for the path selection
task, a persistent connection between the cursor
in AR and the network on the wall obtained bet-
ter results. In the case of path tracing, we ob-

serve that a lighter connection offered better per-
formance. Moreover, we show the feasibility of a
system where the interaction is done privately in
AR for network navigation on shared screens.

For RQ2, I focus on the space available in front
of the wall display and consider using AR to ex-
tend the wall display. I present a system extending
a wall display with AR, taking advantage of the
space in front of the wall. We compare our sys-
tem that combines a wall display with AR with
a wall display alone using two collaborative tasks.
We observe that users extensively use the available
virtual space with our system. Although this cre-
ates an additional cost of interaction, we observe
no performance difference and a real benefit of this
extra space.

The complexity of setting up the previously
studied systems led us to study a cheaper way to
use a wall display:

RQ3 - Can we emulate a wall display inside a
VR headset?

This question has many aspects, and I focus
on the capacity for VR headsets to reach the nec-
essary resolution to replicate the user experience of
a high-resolution wall display. For this, we study
the optic model of VR headsets and compare it
to the human vision model. Our analysis indicates
that current headsets need a higher resolution to
emulate a wall display. We confirm our analysis
by running a pilot study comparing a wall display,
two VR headsets, and an emulation of a perfect
VR headset.

I conclude this manuscript by discussing the
different ways for a wall display to be combined
with AR headsets, the requirements for replacing
wall displays by VR/AR headsets, and by elabo-
rating on the future work this thesis opens.


	Acknowledgements
	Abstract
	Synthèse
	Contents
	List of Figures
	Introduction
	Design dimensions
	A wall shared by all
	A wall limited in size
	A wall in Virtual Reality
	Thesis outline and contributions

	Related Work
	Working with large displays
	Large display use-context & applications
	A large vertical display or horizontal display?
	Large displays advantages and drawbacks
	Enhancing wall displays with devices
	Summary

	Screen combined with AR
	Early work
	Extending a display
	Superimposing on a display
	Alternative to a display
	Summary

	Placement of this thesis

	Personal+Context navigation: combining AR and shared displays in Network Path-following
	Introduction
	Related Work
	Navigating Paths in Graphs
	Interacting with Graphs on shared large displays

	Design Goals
	Personal Navigation

	Techniques
	Persistent connection: Sliding Metaphor
	Transient connection: Magnet Metaphor

	Experimental Setup
	Experiments
	Path Selection Experiment
	Path Tracing Experiment

	Discussion and Perspectives
	Conclusion

	Extending Wall Displays with AR
	Introduction
	Related Work
	Studies on Co-located Collaborative Interaction

	Prototype
	Virtual Elements
	Interaction
	Replay Sessions

	User Study
	System Conditions
	Tasks
	Hypotheses and Measures
	Participants & Apparatus
	Experiment Design & Procedure

	Results
	Collaboration Strategies and Workspace Usage
	Interactions and AR Technique Use
	Additional Objective Measures: Partners and Cards Traveling, Position, and Task Time
	Subjective results: Questionnaires

	Discussion and Limitations
	Conclusion

	Virtual Wall Display
	Introduction
	Related Work
	Screen Size and Resolution
	HMD versus Other Displays
	HMD in Immersive Analytics
	Emulating Walls in VR HMDs

	Background and Geometrical Models of Vision
	Principle of the monocular eye for a physical screen
	Principle of the monocular eye for a VR headset
	Emulating a Wall

	The Classification Task
	The classification Task in VR

	Pilot User Study
	Device conditions and apparatus
	Task
	Participants
	Experiment Design & Procedure
	Results

	Discussion and Future Work

	Discussion, Future Work and Conclusion
	Summary
	Discussion and Futur work
	Personal AR Views on Shared Displays
	Combining AR and Walls in Collaboration
	Replacing wall displays with AR or VR?
	Including wall displays in workflows

	Conclusion

	Bibliography
	Supplementary Material for Chapter 4
	View of the final results
	Heatmap of participants and Surfaces


