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ABSTRACT

The present thesis aims to study the effectiveness and accuracy of the numerical solvers,
foamStar and foamStarSWENSE, for wave structure interaction analysis of fixed and floating
wind turbine substructures. The initial versions of solvers are developed by Bureau Veritas and
ECN. The foamStar and foamStarSWENSE are OpenFOAM-based solvers which use the domain
and the functional decomposition approach, respectively. The total field in the computational
domain is divided into the incident and complementary field. The foamStar solves for the total
flow fields, and foamStarSWENSE solves for the complementary (total minus incident) flow
fields. These two solvers are independently coupled with HOS for wave generation.

The solvers are tested for three applications. The first and second applications presents the
focusing wave interaction with fixed and moving cylinders respectively. In the third application,
the foamStar and foamStarSWENSE solvers are used to simulate the interaction of regular and
irregular waves with the OC3 Hywind SPAR type substructure. In the first application, along
with non-breaking focusing wave, breaking focused wave investigations with the fixed cylinder
is also studied. The 2D parametric studies for focused wave generation are carried out for both
the solvers, and 3D wave interaction for different mesh types (coarse, medium, and fine) are
investigated to understand the convergence for such transient type problems. The case’s uncer-
tainty is quantified using cross correlation approach and Richardson extrapolation technique,
and validated with the experimental measurements. Also, the computational efficiency of both
coupling techniques is compared, and recommendations for solver improvements are made. In
the third application study, the moorings are modelled in two ways. One is by considering the
mooring lines as a linear spring with defined spring stiffness, and another is by coupling the
solvers with a lumped-mass dynamic mooring model (MoorDyn). MoorDyn, an open source
model represents mooring line behaviour subject to axial elasticity, hydrodynamic forces, and
vertical contact forces with the seabed. The intention is to develop a numerical tool to study the
survivability of floating structures in extreme sea states. The coupled model developed in this
thesis has been validated against the experiments carried out in the SOFTWIND project. The
numerical model results of free surface elevation, floating body motions, and mooring tensions
are compared with the experiments. The solvers’ efficiency and accuracy for floating structure
interaction are discussed and reported.

Keywords: Numerical modelling; CFD; OpenFOAM; Floating bodies; SPAR; focusing wave;
Richardson Extrapolation; SWENSE; Moorings; FOWT; MoorDyn; nonlinear wave structure
interactions.
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Chapter 1

INTRODUCTION

1.1 Offshore Wind Turbines (OWT)

The primary objective of the Paris agreement is to strengthen the global response to the
threat of climate change by limiting global temperature rise to well below 2oC above pre-
industrial levels and pursuing efforts to limit temperature rise even further to 1.5oC within this
centuary (UNFCCC, 2015). Burning fossil fuels to meet energy demands releases large volumes
of greenhouse gases (GHGs) such as CO2, CH4, NO2, and other noxious gases into the atmo-
sphere. GHGs absorb the heat emitted by the Earth as infrared radiation, trapping it near the
Earth’s surface and raising global temperatures. In 2018, GHGs emissions reached 58 GtCO2eq,
the most in human history (Lamb et al., 2021). Among the total emissions, the energy sector
accounted for 34%, followed by industry (24%), agriculture and forestry (21%), transportation
(14%), and building operations (6%). The industry and building sectors indirectly contributed to
emission growth by relying on energy production for power and heat, making energy production
accounts for two-thirds of global greenhouse gas emissions (Lamb et al., 2021). GHGs emissions
should be reduced by adopting renewables and other environmentally friendly energy sources
to generate electricity on-site. According to International Renewable Energy Agency (IRENA)
(IEA, 2019), renewable energy is on the rise and could contribute to 80% of world demand by
2050, up from only 25% in 2020. As seen in Figure 1.1, hydropower accounts for the largest
share of renewable energies (40%), followed by solar and wind energy, both accounting for equal
shares(27% ≈ 28%). Other renewables (5%) included bioenergy, geothermal and marine energy.
Solar power and onshore wind have already proven to generate considerable amounts of elec-
tricity, and these sources of energy are already competitive with traditional sources of energy
such as coal, gas, gasoline, and nuclear power. Solar and wind energy continued to be the most
popular renewable energy sources in 2021, accounting for 88% of all net new renewable capacity
additions.(IEA, 2019).

To meet the Paris agreements’ target (UNFCCC, 2015), there is an indisputable need to
create new technologies for green and renewable energy production. The success of this process
lies in the diversification of the sources of energy production and Offshore wind appears to be
an effective mean to help achieving these goals for several reasons. Offshore wind is a valuable
renewable resource since it competes less with other land uses and has experienced less public
opposition than onshore wind, while delivering a more consistent (less intermittent) energy
supply. Offshore farms can also achieve better power densities by using taller and larger turbines
with less size and noise pollution limits, allowing for a capacity factor of 40 − 50% (Krey and
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Figure 1.1 – Global renewable generation capacity by energy source, 2021
(IEA, 2019)

Clarke, 2011). Even though it represents only 0.3% of the global power production today, the
expansion of offshore wind energy has become inevitable (Finance, 2019). Many offshore wind
farms have been built since the first, "Windeby," was established in 1991, culminating in a
total net installed capacity of 35.3 GW by the end of 2020, out of total wind energy capacity
of 743 GW (GWEC, 2021). The United Kingdom, Germany, the Netherlands, Belgium, and
Denmark are the top contributors, with 2.9 GW of offshore wind gross power capacity installed
by 2020 as shown in Figure 1.2 (WindEurope, 2020). Furthermore, while nations with shallow
sea depths have dominated the offshore wind market to date, lowering costs and increasing
decarbonisation demands have prompted several governments to investigate the possibilities of
floating offshore wind turbines. Full-scale prototypes of floating platforms for wind turbines are
now being built, however they are still in the early stages of development. The International
Energy Agency (NetZero, 2021) estimates that offshore wind has the potential to meet world’s
electricity demand 11 times over by 2040..

1.1.1 India in global energy market

India has the fourth-largest global energy consumption, after China, United States, and
European Union. The IEA Stated Policies Scenario (STEPS) anticipates that India will surpass
the European Union in 2030 to take third place in global consumption. In the STEPS, India
will account for about a quarter of global energy demand growth from 2019 to 2040, making it
the top country. But India is also the second-highest in the world in terms of renewable energy
growth, after China. India’s power system will be larger than the European Union’s by 2040,
and it will be the world’s third largest in terms of electricity output; it will also have 30% more
installed renewables capacity than the US by 2040 (India Energy Outlook, 2021).

India’s total energy demand will steadily increase, reaching 2.8 times its current level by 2040
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Figure 1.2 – Evolution of the total installed capacity of offshore wind in Europe for the past
decade (WindEurope, 2020)

Figure 1.3 – India’s market size and global share in clean energy technologies today and in the
STEPS, 2040 (India Energy Outlook, 2021)
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(414 GW). Coal, oil, and biomass supplied regularly more than 80% of India’s overall energy
needs. Coal has played a significant role in India’s economic development while also contributing
to air pollution and growing GHG emissions. Oil demand has more than doubled since 2000 as a
result of growing vehicle ownership and road transport use. A lack of domestic resources means
that India’s dependence on crude oil imports has been steadily rising, reaching around 75% in
2019. Traditional biomass (predominantly fuelwood, but also animal waste and charcoal) was
India’s second largest energy source in 2000, accounting for roughly one-fourth of the primary
energy mix. Overall, coal has an energetic share of 56% of today’s generation (235 GW), natural
gas and nuclear have an energetic share of less than 35 GW, and renewables are responsible
for 137 GW. Among the renewables, Hydropower has a capacity of 49 GW, solar PV and wind
has a capacity of 38 GW each, and other renewables have a capacity of 12 GW (India Energy
Outlook, 2021).

The growing number of countries and organisations pledging to achieve net zero emissions
reflects the growing feeling of urgency and escalating momentum surrounding clean energy tran-
sitions. By 2040, for each renewable sector, India will hold a significant portion of the worldwide
market - roughly 10% for lithium-ion batteries, 15% for wind turbines, and 30% for solar PV (In-
dia Energy Outlook, 2021). STEPS predicts that by 2040, India’s total capacity demand will be
1552 GW, with 1066 GW coming from renewables, according to the country’s clean energy mis-
sion. By 2040, solar PV and wind will contribute for 88% of overall development. Furthermore,
it is expected that the demand for wind energy will increase five fold above current available
resources. Offshore wind has yet to take off in India, despite a potential of 10 GW to 20 GW,
due to high capital costs, supply chain and infrastructure impediments. However, in the IVC
(Indian Vision Case), with the industry gaining traction, offshore wind development will eventu-
ally increase, reaching 30 GW in 2040 (India Energy Outlook, 2021). As a result, academic and
industrial research are essential for this clean energy mission, particularly in India’s untapped
offshore wind energy sector.

1.1.2 Offshore Wind Turbine substructures

Offshore windfarm support structures/foundations are typically more complex than onshore
wind farms, posing more technical issues in design requirements to withstand the severe marine
environment and persistent impact under large wave loads. Many offshore wind energy substruc-
ture ideas come from the decades-long development of the oil and gas industries. In general, the
support structure of offshore wind turbines is used to classify them as, fixed OWT refers to a
support structure that is bottom-mounted to the seabed and whose stability is controlled by a
bottom fixed structure (monopile, jacket) and Floating OWT (FOWT) refers to a support struc-
ture that has no rigid connection with the seabed and whose stability is controlled by buoyancy
and mooring (SPAR, TLP, Semi-Submersible). Some of the most popular offshore wind turbine
foundations are given in Figure 1.4 and the brief descriptions of each type is discussed in this
section. In Figure 1.5, the overall proportion of different substructure types for grid connected
wind turbines until 2018 are presented.
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Figure 1.4 – Typical overview of offshore wind turbine substructures in industry (Focus, 2020)

1.1.2.1 Bottom-mounted offshore wind turbine

The bottom-mounted wind turbine farms have been developed mainly in northern Europe
and Asia (80% of the global market) and have increased by 30% per year over the last 10
years (IPCC). More than 80% of the grid connected offshore wind turbines are installed on
monopiles (Figure 1.5). The monopile is the most widely adopted bottom fixed OWT because
of its ease of production and installation. They consist of a steel tube section with a diameter
of 4–6 m and a mass of up to 1000 tons that transfers the applied vertical and lateral loads
into the seabed foundation. Horizontal earth pressures developed in the surrounding soil along
the monopile immersed length resist cyclic lateral and moment loading arising from the waves
and wind (Musial and Ram, 2010). It has the disadvantage of limited structural rigidity and
damping due to its narrow shape hence limited to a shallow water depth of less than 30m.

The braced support structures (i.e. tripod and jacket/truss) are an alternatives to the
monopile at deeper water because of their considerable structural stiffness. Tripods (Hildebrandt
et al., 2013a) consist of a large-diameter central steel tubular section supported over its lower
length by three braces. Jacket structures are lattice frames that are better suited to water depth
of 20m-50m. Because the strut components offer less resistance to prevailing ocean waves and
current flow than monopile, braced frame structures are particularly suitable for severe marine
conditions. On the other hand, jackets are more expensive and require more maintenance than
monopiles. Gravity-based structures (GBS), which can also be used to support offshore fixed
turbines, are limited to moderate wave loads, while the manufacturing cost stays low due to the
usage of concrete. But these bottom fixed structures have a limitation of water depth. As a result,
the areas where these turbines can be installed are placed extremely close to the shorelines.

1.1.2.2 Floating Offshore Wind Turbine (FOWT)

Moving from fixed foundations to floating structures is the option for taking advantage of
the vast wind resource of seas in greater water depth. Ballasting, mooring, and buoyancy are
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Figure 1.5 – Quantity share between substructure types for grid-connected wind turbines (Eu-
rope, 2018)

used to achieve floating stability in any FOWT structure. Floating wind turbines have clear
advantages over their fixed equivalents like they are less sensitive to water depth, which expands
the number of possible installation locations and the wind is more consistent, allowing for more
precise control of energy generation. Finally, compared to bottom-fixed offshore wind turbines,
the turbine can be constructed at the quayside and then towed to the location with conventional
vessels, reducing installation time. This FOWT concept is based on a floating platform anchored
to the ocean floor by mooring and connected to the land through an undersea cable. The major
components of the FOWT are the wind turbine, floater and mooring. Only a few pilot projects
have been deployed in the FOWT industry so far, although many advanced concepts have been
reported in the literature. In any case, it has its drawbacks, including questionable engineering
in the development (not enough FOWT to provide a clear picture of the optimum platform),
interconnecting cables or chains that might disturb offshore ecosystems, and the need for extra
heavy-duty cables to anchor floating platforms and to withstand the effects of wind and waves.
A brief overview of some of the well-known floating substructures, including SPAR, Tension-Leg
Platform, Semi-submersible, and Barge, is discussed in this subsection.

— SPAR : The vertical cylinder column with a large draft is regarded as SPAR. Ballasting is
used to place a substantial mass at the bottom of the structure to lower the COG as much
as possible. The buoyancy and mooring lines provide lateral stability. A Hywind design
SPAR (Skaare et al., 2015) wind farm of five wind turbines (6 MW) has been installed
and operational in Scotland since 2017.

— Barge : The barge has an extremely shallow draft, and its large waterplane area provides
greater buoyancy and stability. FLOATGEN (Alexandre et al., 2018), a first 2MW proto-
type that has been deployed and is currently in service off the coast of France, is based on
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the barge method.

— TLP : The TLP has excellent stability because of taut mooring lines that resist motions.
Compared to other methods, this one offers the distinct benefit of being compact and
having a lower structural mass. On the other hand, the platform installation can be complex
due to the difficulty of installing high tension mooring lines to the bottom and the fact
that it is naturally unstable when removed from its mooring system.

— Semi-Submersible : The buoyancy of semi-submersibles acts as a source of their stability.
These platforms have the benefit of being relatively simple to set up. The floater can be
towed to its destination or brought back to shore for repair or decommissioning, and the
turbine can be placed on the quayside. It requires catenary mooring lines, which are less
expensive than TLP platforms taut lines. Its most significant limitation is its complicated
geometry, making fabrication more challenging.

All upcoming innovation (SpiderFLOAT (Dinius et al., 2022), OrthoSpar (Büttner et al.,
2022), Hexafloat technology (Delahaye et al., 2019) and more) are now being investigated in
order to make the offshore floating wind sector much more efficient in the future; nonetheless,
these innovations will more or less fit into the above-listed floating categories. For a full overview
of current technology in the FOWT, Castro-Santos and Diaz-Casas (2016) can be referred.

1.2 Current modeling techniques of OWT in Industry

For any concept of OWT, the engineering team has to design these structures to withstand
metocean conditions throughout its lifetime. Finding an optimum solution that will provide
survivability and efficiency at the lowest possible cost is crucial. Several engineering tools are
developed based on simplified assumptions to study the multi-physics involved with OWT in a
reasonable amount of time. This section briefs some of the techniques in modelling fixed and
floating OWT.

1.2.1 Fixed OWT

Fixed offshore wind turbine substructure are frequently subjected to highly non-linear hy-
drodynamic loads from intermediate and shallow ocean conditions, including breaking waves.
Extreme waves over the monopiles are inevitable during severe storms, when the strongest wave
forces are expected. The IEC 61400-3 (2009) design code, among other handbooks, describes
the current industry standard methodology for wave loads prediction on offshore wind sup-
port structures. Because the substructure environments are so similar in both instances, SACS
(Bentley, 2018), SESAM (DNVGL, 2018) or any other oil and gas industry software tools can
be used directly to design the substructure of OWT. But extreme or breaking waves are not
represented in these similified model. As a result, more advanced approaches like CFD and re-
liability methodologies should be used and to understand the influence of extreme waves that
cause the most damage to structures.
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1.2.2 Floating OWT

For FOWT, aero-hydro-servo elastic solvers are often used to simulate the coupled behaviour
of the turbine subject to wind and the floater motion due to waves and the elasticity of the
overall structure. Thousands of design load cases (DLC) must be undertaken to test the FOWT’s
behaviour under various normal and extreme conditions. The system’s design is thus validated
or modified based on modelling results to verify design criteria such as motion, acceleration,
mooring line tension, structural forces and moments, etc.

OpenFAST (Jonkman, 2013) is an aero-servo-hydro-elastic solver that optimises wind turbine
design and lowers costs by simulating it in their environment. It is a partly nonlinear, multi-
physics open-source tool for modelling the coupled dynamic response of wind turbines with
modules like ElastoDyn, InflowWind, AeroDyn, ServoDyn, HydroDyn, and SubDyn.

— The structural dynamics module ElastoDyn is used to model the tower, platform, and
rotor-nacelle assembly.

— The structural dynamics module SubDyn is used to model multi-member, bottom-supported
substructures. Jackets, tripods, monopiles, and other non-floating lattice-type substruc-
tures for offshore wind turbines are supported by this module.

— The hydrodynamics module, HydroDyn, is used to calculate linear hydrodynamic forces
on multi-member substructures. Regular waves, irregular waves from a JONSWAP or
Pierson-Moskowitz spectrum, and irregular waves from a white noise spectrum may all
be computed by HydroDyn. The hydrodynamic coefficients from linear diffraction and
radiation problems computed with WAMIT or comparable programs must be provided to
Hydrodyn.

— AeroDyn is a time-domain aerodynamics module that evaluates the aerodynamic loads on
the blades and tower (lift, drag, and pitching moments).

— ServoDyn is OpenFAST’s control and electrical drive dynamics module.

— InflowWind is an OpenFAST module for processing TurbSim’s wind-inflow data. TurbSim
is a turbulent-wind simulator that numerically simulates stochastic, full-field time series
of three-component wind-speed vectors using a statistical model.

Other engineering tools capable of simulating the coupled dynamic response of wind tur-
bines are HAWC2 (Horizontal Axis Wind turbine simulation Code 2nd generation, (Larsen
and Hansen, 2007)) or DeepLines Wind (Le Cunff et al., 2013). They are primarily built on
OpenFAST-like components. In simulations, aerodynamic loads, turbine and floater structural
dynamics, active controller, hydrodynamic loads, and mooring line dynamics can all be included.
The floating supports are defined using a hydrodynamic database generated by a diffraction/ra-
diation code like WAMIT from the Massachusetts Institute of Technology (Lee and Newman,
2006) or ANSYS-AQWA (Ansys, 2013), which includes added mass and radiation damping ma-
trices and first and second order wave loads. The empirical formulation of Morison can also be
used to calculate wave loads (Morison et al., 1950).
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1.2.3 Necessity for a CFD

Two theories widely used in offshore Oil and Gas sectors are applied in design solvers to esti-
mate hydrodynamic load and behaviour of OWT based on the system’s diameter to wavelength
ratio (D/λ) and Keulegan–Carpenter (KC) number (Keulegan et al., 1958). One is the potential
flow theory (D/λ > 0.2, KC < 2.0), which is applied when the oscillatory flow is too slow to
allow the boundary layer to detach. The second is Morison empirical formula (D/λ < 0.05, KC 2
- 90), which is used when the oscillating flow is separated from the body’s surface. The potential
flow theory usually applied considers the solution of a boundary value problem for inviscid, in-
compressible flow about a rigid body. Using a panel method solution, this approach accounts for
Froude-Krylov forces and diffraction effects for large volume structures. The resulting solution is
frequency-dependent. Morison’s equation is semi-empirical for calculating wave loads on slender
structures. For a fixed cylindrical structure, it is equivalent to the potential flow solution when
the wavelength to diameter ratio is large and viscous effects are negligible (Faltinsen, 1993).
Morison’s equation does not, however, account for diffraction effects. Due to the quadratic drag
force and the formulation of relative velocities and accelerations, Morison’s equation is solved
in the time domain with frequency-independent coefficients. OrcaFlex software (Orcina, 2018),
which specialises in analysing moored floating structures, mainly uses the Morison theory. A
length, diameter, mass, inertia, and drag coefficient can be assigned to a line element at which
the structure’s geometry is modelled. Both these models can be efficient at a low computational
cost, depending on the needed accuracy level. They are useful for anticipating OWT behaviour
under ’operational’ situations. For weakly nonlinear circumstances and simple geometries, they
can also estimate higher-order loads. However, none of these approaches can account for violent
nonlinear cases, rotational or turbulent effects that occurs in several situation, e.g. green water
loading, breaking wave interaction, wave run up extreme wave interaction etc. To summarise
the limitations of these theories:

— The OWT design can be near the limit of these theories validity range under specified
wave characteristics and structure dimensions.

— In terms of the Morison formula, for simplicity and robustness, some assumptions or sim-
plifications are usually adopted, such as employing one set of coefficients (drag and inertia)
regardless of sea condition and identical for all members of similar diameter.

— Higher order wave loads are induced by irregular waves, which are known to be difficult
to estimate using engineering methods when compared to experimental data. When using
potential flow theory, they appear to be underestimated, while when using the Morison
formula, they appear to be overestimated (Kvittem et al., 2012).

— Other basic assumptions of potential theory, such as irrotational flow, may limit the ability
to reproduce realistic OWT behaviour in the presence of highly nonlinear waves.

— Investigation of the extreme sea state, including breaking waves, is not possible using the
existing approximate software such as Ansys Aqua or similar time domain models

This demonstrates the necessity for a more advanced method of examining OWT hydro-
dynamics, such as Computational Fluid Dynamics (CFD). CFD simulations provide extensive
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information on the pressure and velocity fields around the structure (for flow separation, Vor-
tex Induced Vibration (VIV) studies), and highly nonlinear load distributions. It also includes
viscous and turbulent effects in the fluid to replicate realistic flow behaviour like breaking and
broken wave-structure interaction phenomena. However fine mesh elements are required to avoid
excessive numerical dissipation during wave propagation and this comes at a higher computa-
tional costs than simpler models such as potential flow .

1.3 Numerical modeling using hybrid coupling approach

The numerical models for water wave applications have been generally classified based on the
physics involved such as, FNPF (Fully Nonlinear Potential Flow models), CFD model (that solves
Navier Stokes (NS)), NLSW (Nonlinear Shallow Water equations models), BT (Boussinesq-type
models) and more. CFD and FNPF models are the most robust among the models for its wide
range of applications. The scientific community has developed several FNPF-CFD coupled mod-
els over the years because of the model’s robustness to different applications. In this subsection,
each model is given a brief introduction before the coupling discussion.

1.3.1 CFD - Viscous flow models

The Reynolds-averaged Navier–Stokes equations (RANSE) is widely used in naval and off-
shore engineering applications, and it can be solved efficiently by breaking down velocities and
viscosity into time-averaged and fluctuating components. This model can be solved by conven-
tional Finite Volume Method (FVM) (Marshall et al., 1997), Finite Difference Method (FDM)
(Chorin, 1968) or meshless particle-based methods (Lind et al., 2012; Rijas et al., 2019). Because
the FVM satisfies the conservation laws even when the discretized mesh is relatively coarse, it is
widely employed. In the context of Wave-Structure Interaction (WSI), air entrapment, viscous
and turbulent effects mostly matter only in the close vicinity of the body. CFD models (Devolder
et al., 2017; Kim et al., 2005a) can accurately capture the mentioned effects. The commercial vis-
cous flow solvers using FVM used for naval applications are Simcenter STAR-CCM+ (Siemens,
2019) , FINE/Marine (NUMECA), ANSYS CFD (ANSYS, 2009). Commercial tools are robust,
simple to use, and come with professional, effective support as part of the licencing. They consist
of highly effective pre- and post-processing modules, meshing tools, and computer-aided design
(CAD) software. However, the source codes are inaccessible, immutable, and occasionally re-
ferred to as a "black box." Additionally, licences might be expensive. The popular open-source
code, Open-source Field Operation And Manipulation (OpenFOAM, OpenFOAM (2009)), is
widely applied by researchers since the source code is completely transparent and simple to
modify. Also, it has many integration strategies and solvers for a wide range of problems. In
this thesis, OpenFOAM was mainly adopted in all simulations. However, CFD tools need a
long computational domain to ensure adequate development of nonlinear wave propagation and
to avoid boundary effects caused by waves interacting with any fixed or floating structures in
the domain. Additionally, very fine mesh elements are needed to prevent excessive numerical
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dissipation during wave propagation. Due to the considerable increases in computational costs
caused by these factors, standard CFD methodologies are not practical for regular simulations
of wave-structure interactions (Vandebeek et al., 2018; Yan et al., 2019; Ransley et al., 2020).

1.3.2 Potential flow models

When wave propagation over long distances or viscous effects around the structure can be
ignored, FNPF models are routinely used to solve the problems. The FNPF models can be solved
using the boundary element method (Grilli et al. (1989)), finite element technique (Wu and Hu
(2004); Yan and Ma (2007); Sriram et al. (2006)), FDM (Engsig-Karup et al. (2009, 2012); Bihs
et al. (2020)), FVM (Lin et al. (2021)), spectral element method (Engsig-Karup et al. (2016)),
and high order spectral method (Ducrozet et al. (2012)). The commonly adopted potential flow
commercial codes published are HydroStar (Chen, 2011) from Bureau Veritas, WAMIT (Lee
and Newman, 2006), WADAM (Veritas, 1994) from DNV GL, ANSYS AQWA (Ansys, 2013).
Also, there is an open-source code NEMOH (Babarit and Delhommeau, 2015) is available. In
comparison to CFD models, these models have proved to require less computational effort at a
given level of accuracy (Nematbakhsh et al., 2015). The FNPF models has less energy loss for
long time simulations comparted to CFD. Düz et al. (2016) analyzed the capability of different
potential models to couple with viscous solvers and concluded that none of them is superior
to one other. However, when the flow separation and breaking happens, the irrotational flow
assumption of the linearized potential theory might provide numerical difficulties in reproducing
the realistic wave-structure interaction situation.

1.3.3 Coupling between the solvers

In recent years, a considerable effort has gone into developing near- and far-field coupled
hybrid models that effectively cope with the shortcomings of both the CFD and the FNPF
models. The goal is to use the CFD wave models near the body and the FNPF wave models far
away from the body where viscous effects are minimal (indeed, the main objective of the FNPF
model is wave generation). The scientific community has developed both meshless (Sriram et al.,
2014b; Fourtakas et al., 2018; Yan and Ma, 2017) and mesh-based NS models (Campana and
Lalli, 1992; Colicchio et al., 2006; Jacobsen et al., 2012) coupled with FNPF over the years.
Refer to (Di Paolo et al., 2020; Sriram and Ma, 2021) for a detailed discussion of multiple
hybrid coupled models developed for WSI problems. These FNPF-CFD coupling models can be
classified as domain decomposition (DD) and functional decomposition (FD) strategies.

1.3.3.1 Domain decomposition

The DD strategy divides the computational domain into parts and applies different math-
ematical models in each part. In most DD-based WSI problems, the computational domain is
decomposed into a viscous inner sub-domain and a potential outer sub-domain. The information
(velocity, pressure and surface elevation) will be transferred through either relaxation zones or
a sharp interface. Jacobsen et al. (2012) introduced relaxation zones on coupling boundaries
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Figure 1.6 – Schematic representation of DD (top figure) and FD (bottom figure) coupling meth-
ods in numerical wave tank(NWT). u, p, η represents velocity, pressure and surface elevation,
respectively and subscript ’c’ represents the complementary field variables

to gradually blend the information between the two models. In these zones, the weight func-
tion is applied for the smooth transition of flow quantities. Higuera et al. (2013) proposed a
sharp interface instead of relaxation zones, which benefits the reduction in the computational
domain, but there is a high chance of reflection reported. Also, based on how the information
between the solvers is being transferred, it can be either one-way coupling (weak coupling) or
two-way coupling (strong coupling). In one way coupling (for literature review, see Table 1.1),
information is transferred only from the potential solver into the viscous solver, but in two way
coupling (for literature review, see Table 1.1), the information is transferred in both ways, from
potential to viscous and from viscous to potential solvers.The two-way coupling is advantageous
since it allows for a significantly smaller computational region for the viscous solver. However,
it necessitates an iterative process or an implicit approach between the two models on a shared
interface, which might increase the computational costs. The advantage of one-way coupling is
that no such iterations are needed, but it needs a longer viscous domain to avoid the reflection
from outer boundaries. This approach is applicable only to the transient wave problems. foam-
Star (Choi et al., 2020), a DD-based one-way coupled solver developed by Bureau Veritas and
Ecole Centrale Nantes with the background of interDymFoam from the OpenFOAM package,
is one of the solvers used for the present investigation. Choi et al. (2018c); Kim (2021a) can be
referred for developments and validations of the solver.

1.3.3.2 Functional decomposition

The fundamental concept for the FD is Dommermuth (Dommermuth, 1993) proposal to use
the Helmholtz decomposition to separate the velocity field into the rotational and irrotational
parts to investigate the free surface flow. There are two categories under this decomposition,
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based on whether the structure is considered in the potential solver or not. In the first category,
the WSI problem is split into a potential component and a viscous part. The complete problem
is initially solved by a potential solver, and then rectified by adding the viscous correction (Kim
et al., 2005a,b; Edmund et al., 2013; Rosemurgy et al., 2016; Robaux and Benoit, 2021). One
drawback of this strategy is that the potential solver must first solve the entire problem before
applying viscosity correction. As a result, challenges such as higher-order waves, stability issues
in the steep waves and breaking induced by presence of structure with complex interactions are
still constraints in this classification. Recently, Robaux (2020) recently published a thorough
description of nonlinear waves interactions with a horizontal cylinder with a rectangular cross
section employing potential solver, CFD solver, and HPC-OpenFOAM coupled DD and FD based
solver. In comparison to the full CFD simulation, both coupling approaches, in particular the
FD-based approach, need a minimal amount of computational time while providing an accurate
representation of the loads and associated hydrodynamic coefficients. In the second category, the
total unknown (χ) is decomposed into the incident part (χI) and the complementary part (χC).
Only the incident flow is modelled in the incident part (Wave only), leaving all the interaction
with structure calculated by the viscous solver as the complementary part. The common name
among researchers for this classification is SWENSE (Spectral Wave Explicit Navier Stokes
Equations), proposed by (Ferrant et al., 2002) and actively developed by (Gentaz, 2004; Luquet
et al., 2003; Li et al., 2018; Kim, 2021a). The NS equation modified into the SWENSE is solved
to yield the complementary fields (χC). The advantage of this method is that the wave models
directly provide incident wave solutions, minimising the problem’s complexity and cost. For a
detailed derivation of single-phase and two-phase SWENSE, refer to (Luquet et al., 2007) and
(Li et al., 2018) respectively. The applications in single-phase SWENSE over the years can be
read in (Luquet et al., 2007; Monroy et al., 2010). The proposed two-phase SWENSE method (Li
et al., 2021b) is implemented on top of foamStar and is called as foamStarSWENSE, and the only
difference is that in this solver, the NS equations in foamStar are replaced by SWENSE. Recent
developments of foamStarSWENSE such as efficient regular and irregular wave generation in the
solver and higher-order forces estimation on a vertical cylinder and buoy can be read at Choi
(2019); Kim (2021b); Li et al. (2018).

1.3.4 Summary and coupling of two flows

To outline, Figure 1.6 represents the numerical wave tank (NWT) with the potential and
the CFD model along with the relaxation zones. The top figure represents the DD one way
coupling, and the bottom represents the FD approach. The potential solution is blended into
the CFD domain through the inlet relaxation zone in the DD, and the blended properties
are carried forward inside the CFD domain by solving the NS equation. The CFD solution
is blended to zero/incident wave characteristics based on one/two way coupling in the outlet
relaxation zone. In the FD, potential solutions are available across the domain; therefore, incident
potential solutions are interpolated across the SWENSE grid and processed at each instant.
Inside the computational domain, only complementary fields are solved using SWENSE, and
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waves diffracted/radiated from the body are suppressed in the relaxation zones. Table 1.1 can
be referred for summary of literature for DD and FD based solvers (inspired from Choi et al.
(2017a)).

1.3.5 Modeling of Floating structures with CFD

In general, any problem in CFD implies the use of a grid or mesh to replace a continuous
problem domain with a finite field. This model works flawlessly when the problem does not
involve any solid body motion in the computational domain. However, many offshore engineering
applications require solid body motion in the computational domain, which has a consequence
on the fluid flow. Sliding interface, overset mesh adaptation, and mesh morphing are the three
different ways dynamic mesh motion operates in OpenFOAM. A sliding interface allows one or
more internal subdomains to translate or rotate relative to a static background mesh domain,
with the interface between the domains sliding relative to each other. The main disadvantage of
sliding interfaces is that they are only appropriate for single DoF motions. A complex motion can
be simulated using a mesh overset technique, but it may prove very computationally expensive
mainly due to the mesh refinement and adaptation, the remapping, and the re-computation.
This is not necessary if the mesh is only deformed and the mesh’s topology remains unchanged.
Pinguet (2021) has extended the application of overset meshes in wave structure interaction
problems by investigating the hydrodynamic response of the NREL-designed DeepCWind semi-
submersible FOWT. Mesh morphing is the most commonly used method in CFD floating body
simulations. The method deforms meshes into new meshes by updating the node positions near
the floating body while preserving the shape of the target floating body. Because only the nodal
positions are updated, the necessary computation time is shorter than that of the sliding interface
and overset mesh methods. However, in the case of large deformations, solutions may diverge due
to the skewness of the mesh, and meshes that have been optimized for a generated wave signal
may also get impacted. Windt et al. (2018) concluded that while run time is longer, the accuracy
of the overset mesh is equivalent to that of the mesh morphing approach. When the body motion
exceeds the mesh morphing strategy’s maximum level of stability, it is advised to employ the
overset method. Assuming that the amplitude of the floating body motion is relatively small in
the studies carried out during this Ph.D, the mesh morphing deformation method is adopted.
A few recent literature on floating structures in CFD with morphing techniques are :

Benitz et al. (2014) compares results from a CFD model using OpenFOAM for the Deep-
Cwind semi-submersible concept with potential flow theory and the Morison equation using the
Hydrodyn module from FAST. The thesis employed a loosely coupled Fluid-Structure Inter-
actions (FSI) solver derived from OpenFOAM to simulate the DeepCWind floater. However,
the motion predictions were inadequate when compared to experimental data. Bruinsma et al.
(2018) worked on the DeepCWind platform’s wave-induced motions and free decay tests. For
wave generation and absorption, they employed waves2foam (Jacobsen, 2017), and they also
provided a quasi-static mooring approach that was implemented in waves2foam. The results are
compared with those of experiments and the need for a stabilizing method for FSI simulation
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Previous research Decomposition Coupling
way Numerical model

Potential NS
Guignard et al. (1999) DD One BEM FVM

Lachaume et al. (2003b),
Grilli et al. (2004) DD One BEM FVM

Christensen et al. (2009) DD One ϕI FVM
Jacobsen et al. (2012) DD One ϕI FVM

Hildebrandt et al. (2013b) DD One FEM FVM
Higuera et al. (2013) DD One ϕI FVM
Paulsen et al. (2014a) DD One FDM FVM

Düz et al. (2016) DD One FDM FVM
Monroy et al. (2016), Choi (2019)

Kim (2021b) (foamStar) DD One ϕI , HOS FVM
Agarwal et al. (2021b) DD One FEM MLPG

Robaux and Benoit (2021) DD One HPC FVM
Tahara et al. (1992) DD Two BEM FVM

Campana and Lalli (1992) DD Two BEM FVM
Campana et al. (1995) DD Two BEM FVM
Chen and Lee (1999) DD Two BEM FVM

Guillerm (2001) DD Two Poincaré FDM
Iafrati and Campana (2003) DD Two BEM FVM

Colicchio et al. (2006) DD Two BEM FVM
Hamilton and Yeung (2011) DD Two Shell func FVM

Sriram et al. (2014b) DD Two FEM IMLPG
Fredriksen (2015) DD Two HPC FVM
Lu et al. (2016) DD Two FVM FVM
Siddiqui (2017) DD Two HPC FVM

Verbrugghe et al. (2018) DD Two FDM SPH
Choi (2019) DD Two Poincaré FVM

Landesman (2022) DD Two BEM FVM
Kim et al. (2005a) FD I One BEM FVM
Kim et al. (2005b) FD I One ϕI FVM

Edmund et al. (2013) FD I Two BEM FVM
Rosemurgy et al. (2016) FD I Two BEM FVM

Robaux and Benoit (2021) FD I One HPC FVM
Ferrant et al. (2002) FD II One ϕI FDM

Gentaz (2004) FD II One ϕI FVM
Luquet et al. (2007) FD II One ϕI FVM

Vukčević et al. (2016) FD II One ϕI FVM
Li et al. (2018), Kim (2021b)

(foamStarSWENSE) FD II One HOS FVM

Table 1.1 – Summary of research on the coupling of potential/viscous flows updated from (Choi,
2019); BEM (Boundary Element Method), FVM (Finite Volume Method), HOS (Higher Or-
der Spectral method), ϕI represents incident velocity potential for potential solvers based on
analytical wave theories
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is emphasized. The simplified mooring concept showed good effectiveness. Other literature used
to investigate the DeepCWind floater using OpenFOAM can be read at Rivera Arreba (2017),
Zhou et al. (2019), Dunbar et al. (2015). Burmester et al. (2020) examined the surge motion of
the DeepCWind platform with 3 DoF using the software ReFRESCO (Vaz et al., 2009). Wang
et al. (2019b) used ReFRESCO to calculate the same floater’s pitch decay motion. Huang et al.
(2021) and Cheng et al. (2019) evaluated the same DeepCwind floater with the naoeFOAMSJTU
model (Wang et al., 2019a).

Quallen and Xing (2016) used CFD to analyse the aerodynamics of the turbine and the
hydrodynamic flow around the Spar type FOWT. They also created and used a generalised quasi-
static crowfoot mooring line model for the OC3-Hywind FOWT system (Quallen et al., 2013).
Beyer et al. (2015) used a coupling method between CFD and the Multibody software SIMPACK,
a commercial aero-servo-hydro-elastic simulation tool, to model a Spar and barge type FOWT.
In one part of the present thesis study, OC3 Hywind-based SPAR was hydrodynamically assessed
with the DD and FD coupling (Section 1.3.3) and validated the models using the experimental
results.

1.3.5.1 Mooring

Taut Taut

spread Multi-Catenary

Crow foot or 

Delta type 

Figure 1.7 – Typical Mooring line configurations

Some of the typical offshore mooring configurations for station keeping of floating bodies
in various sea states are shown in Figure 1.7. According to whether the line is pretensioned,
stretched tightly, or hangs loosely, they are often categorised as taut or slack/catenary. In a
catenary line, the horizontal restoring force for the floating structure is provided by the weight
of the chain links or clump weights. Wire or synthetic ropes make up a taut-line system, which
is typically quite pretensioned and as a result they are highly rigid in both the horizontal and
vertical directions. If the taut mooring is directly attached to the sea floor, they can greatly
reduce the vertical motions of the floating structure. Multiple catenary moorings are typically
offered in places to lessen the horizontal movements of floating structure. The mooring lines
used for Statoil’s pilot Hywind FOWT are called crow-foot lines (last configuration in Figure
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1.7), in which a catenary line is attached to the bottom and then splits into two distinct fair-
lead connections at the platform. The crowfoot mooring system contributes to the reduction
of platform yaw by extending the mooring line’s effective moment arm. As the platform yaws
and one connection line starts to slacken, the arm of the crowfoot is currently switched from
one fairlead connection to the other. In this study, the crowfoot mooring model (Quallen et al.,
2013) is adopted and validated for OC3 Hywind-based SPAR.

Initial

configuration
Quasi static configuration 

after displacement

Typical dynamic configuration 

after displacement

Static configuration 

after displacement

Displacement

Figure 1.8 – Differnce between the static, quasi-static and dynamic mooring models, similar to
(Vickers, 2012)

Different model types, with varied levels of complexity, can be used to mathematically de-
scribe the behaviour of the mooring system with interactions between the variables, parameters,
and environmental inputs. Three forms of model types generally used are static, quasi-static,
and dynamic mooring models with their typical representation shown in the Figure 1.8, they
are briefly discussed in following subsections.

— Static mooring model : Static analysis is often used in preliminary design to compute
the static response of moored vessels (Karnoski and Palo, 1988). By displacing the floating
structure through prescribed distances and calculating the static restoring load, the static
analysis also provides relationships between the displacement and the restoring force of the
mooring line in terms of stiffness. The static analysis method is exceptionally quick and
reliable for most systems and the typical spring-based static mooring method, as depicted
in Figure 1.8 is used in the current study for both linear and rotational motions, and the
findings are validated with experimental results (Refer Chapter 5).

— Quasi static mooring model : The offshore sector has a tradition of designing the
mooring system through quasi-static analysis, justified by the low responsiveness of the
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large masses involved and the corresponding low induced velocities. This approach ignores
the dynamic effects on the mooring system and the motion dependence of mass, damping,
and fluid acceleration on the system. Also these models derive the mooring line shape
and tension from the catenary formulations, based on the assumption that the line is
in static equilibrium in each time step, that inertia effects can be neglected and that
the line profile is reasonably well described by the catenary equations. ANSYS AQWA
(Ansys, 2013), MAP++ (Masciola et al., 2013), MoorPy (Hall et al., 2021), FLEXCOM
(Kenny, 2016) are some of the software packages available for Quasi static mooring models.
In operational conditions, this assumption might be sufficient (Thomsen et al., 2017),
but it underestimates line tensions in extreme conditions, mostly due to the exclusion of
hydrodynamic drag and inertial effects on mooring lines. Also, in deep waters, a mooring
line’s response may be delayed, causing it to violate the catenary profile assumptions of
a quasi-static model (Vickers, 2012). Additionally, for some floating structures that react
quickly to motions, a scenario similar to that shown in Figure 1.8 may arise, in which the
top of the line follows the floater motion, but there is a delayed response further down
the line, violating the catenary profile assumptions of a quasi-static model. The different
graphs of computed displacements and tensions in Yang et al. (2012) show the significant
potential differences between the predicted outputs from a quasi-static and a dynamic
mooring models.

— Dynamic mooring model : The mooring line dynamics are formulated using Newton’s
second law (of motion), which states that motions are caused by forces acting on the
body, similar to most mechanical systems. The solution to these equations must often be
found by either linearizing the model or using numerical methods to approximation the
governing nonlinear differential equations. The mooring line is discretized spatially to gen-
erate a set of ordinary differential equations (ODEs), which are then discretized in time
and solved using an integration algorithm to get the numerical approximations. A static
analysis solution is frequently the starting point for a dynamic simulation, which then
evolves through time. Masciola et al. (2014) compared different spatial discretization tech-
niques like finite differences and finite element methods (FEMs) with lumped mass method,
while examining the features of the various models and weighing the benefits of each. The
lumped mass approach has a significant benefit over other approaches. This method in-
volves lumping of all the effects of mass, external forces and internal reactions at a finite
number of nodes connected by massless springs. A set of discrete equations of motion is
generated by applying the equations of dynamic equilibrium and continuity (stress/strain)
to each mass (For detailed discussion refer Section 2.1.4.3.3). This method is shown to
have the advantage of a strictly diagonal mass matrix, eliminating the requirement of
added computation for matrix inversion such as in other spatial discretization techniques.
MDD (Dewey, 1999), SEAWAY (Journee and Adegeest, 2003), OrcaFlex (Randolph and
Quiggin, 2009), Moody (Ferri and Palm, 2015), and MoorDyn (Hall, 2015) are some of
the mooring dynamics models developed in recent years. Compared to other models, Mo-
orDyn is an open-source lumped-mass mooring line model, developed at the University of
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Victoria, Canada, that supports arbitrary line interconnections, clump weights and floats,
and different line properties. The model accounts for internal axial stiffness and damping
forces, weight and buoyancy forces, hydrodynamic forces from Morison’s equation, and
vertical spring-damper forces from contact with the seabed.

For detailed review of the mooring models, Davidson and Ringwood (2017) can be referred.
The one goal of the present study aims to implement a static and lumped mass based dynamic
mooring model (MoorDyn) into foamStar and foamStarSWENSE to carry out a complete hy-
drodynamic coupled analysis of moored floating structures mimicking the model test in NWT.

1.4 Motivation

The motivation of the present thesis is to create a cutting-edge numerical simulation software
for wave-structure interactions, particularly exploring different possibilities of coupling fluids,
structures and mooring lines. foamStar (Choi et al., 2018a) is one such solver which is based on
the one-way DD strategy and it is a two-phase viscous CFD solver built from the open-source
CFD package OpenFOAM. foamStarSWENSE is another solver based on two-phase SWENSE
method (Li et al., 2021b) with FD strategy and it is implemented on top of foamStar. The only
difference between foamStarSWENSE and foamStar is that SWENSE is used in place of the NS
equations in foamStar. Both the foamStar and foamStarSWENSE solvers are used in this thesis.

Despite the coupling of a single-phase potential solver with a two-phase viscous solver has
already been documented in the literature, it was mainly used for domain decomposition rather
than functional decomposition. Li et al. (2021b) created a two-phase model with the objective
of using coarse mesh for incident wave propagation to reduce the computational cost. Yet, the
developed model was validated on a limited number of applications such as wave generation and
propagation (Choi, 2019; Li et al., 2021b; Kim, 2021b), higher order forces over the cylinder in
regular waves (Li et al., 2021b) and seakeeping analysis of a ship with forward speed in waves
(Kim, 2021b).

New applications are examined in this thesis to evaluate the efficiency and robustness of the
coupling methods proposed, such as focusing waves impact over fixed and moving cylinders, and
wave interaction with floating body. In order to simulate the moored floating body interaction,
an open source mooring solver is coupled with the CFD. These applications are tested with
both the DD and FD solvers, and a meaningful comparison is given, as well as suggestions for
improvements is provided.

1.5 Objective and Scope of the thesis

The aim of the thesis is to evaluate the performance of two different coupling procedure
in CFD (based on DD and FD) to simulate complex interactions between fixed, moving and
floating bodies in extreme waves.
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Scope :
The following is the scope of the study, with the research question investigating the extreme
wave-structure interaction using DD and FD approaches:

■ Application of the developed model to handle regular and irregular sea state, non-breaking
and breaking focused waves.

■ Development and improvement of the coupled (potential + viscous) numerical solvers to
handle the extreme waves with fixed and moving structures.

■ Investigation on the domain decomposition and functional decomposition approaches and
its efficiency for wave interactions with floating structures.

■ Inclusion of mooring models in the numerical solvers for solving moored floating structures
and their validation with experiments.

1.6 Contribution of the present work

The present thesis aims at addressing the following question: the performance of the domain
decomposition and functional decomposition approach for wave-structure interactions, particu-
larly for dealing with extreme events. The contributions made in this work are summarised in
the following section. The thesis is split into three parts. The first and second part focused on
studies involving cylinder resembling monopile foundation, whereas the third part is based on
applications involving substructure of FOWT.

The DD-based solver foamStar and FD-based solver foamStarSWENSE addresses the fo-
cused waves interactions with the fixed and moving cylinder. Additionally, the aspect of compu-
tational efficiency is also highlighted. The experimental details used for comparison in the first
and second part of the investigation are taken from Saincher et al. (2022).

— Non-breaking focused wave interaction with fixed cylinder: HOS, foamStar, and
foamStarSWENSE are used to test the generation and propagation of non-linear focusing
waves in a numerical wave tank (NWT). Mesh and time step requirements, variable start
times, relaxation zone length, and vertical cell requirement are all addressed in parametric
research. For the waves from the experiment and the numerical solvers, a deterministic
analysis using cross correlation is undertaken to assess the quality of the waves generated
in both solvers.
Different mesh configurations with proper refinement ratios are discussed for non-breaking
focusing wave interactions with the cylinder. Richardson extrapolation is presented to
examine the convergence in temporal problem. Surface elevation, pressure, and force are
compared between solvers and the experiment.

— Breaking focused wave interaction with fixed cylinder: The foamStarSWENSE
solver does not yet support breaking waves from the incident field. Hence only foamStar is
used for the investigation in this case. The parametric studies indicated in the preceding
application that a 2D NWT is constructed in the foamStar. Similar parametric studies as
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discussed above were carried out. The focused breaking wave interaction with the cylinder
is then addressed and validated using pressure and force acting over the cylinder with the
experiment. The potential of the foamStar model to address the breaking wave phenomena
is demonstrated in this application.

— Non-breaking focused wave interaction with moving cylinder: The interaction of
a moving cylinder with a focusing wave is investigated. A cylinder is towed with a velocity
against the wave propagation directions to represent a uniform current in the laboratory.
The cylinder movement is addressed at two different speeds (0.33 m/s and 0.75 m/s). The
cylinder is carefully placed to interact precisely with the focusing wave in both time and
space as in experiments. The foamStar and foamStarSWENSE solvers are used to test
both situations. The physical understanding of flow situations is discussed in depth, and
the experimental measurements are used to validate parameters such as force, pressure over
the cylinder, and wave probe. A convergence study based on the Richardson extrapolation
approach is proposed, similar to the previous application.

Regular and irregular wave interaction with SPAR type moored substructure of FOWT is
examined in the third part, employing DD-based solver foamStar and FD-based solver foam-
StarSWENSE.

— Wave interaction on SPAR type FOWT: The foamStar and foamStarSWENSE solver
is applied to simulate the interaction of sea waves with OC3 Hywind SPAR FOWT. The
intention is to develop a numerical tool that allows the study of the survivability of floating
structures in extreme sea states. In this study, the moorings are modelled in two ways.
One is by considering the mooring lines as a linear spring with defined spring stiffness,
and another is by coupling the solver (foamStar/foamStarSWENSE) with a lumped-mass
mooring dynamics model (MoorDyn). MoorDyn represents the mooring line behaviour
subject to axial elasticity, hydrodynamic forces, and vertical contact forces with the seabed.
The stiffness based approach and coupled model has been validated against the experiments
carried out as part of the SOFTWIND project (Arnal et al., 2019). The numerical model
results of free surface elevation, floating body motions, and mooring tensions are compared
with the experimental measurements.

1.7 Thesis outline

This thesis is organized as follows:

— Chapter 1: This chapter provides fundamentals about fixed and floating OWT. It also
provides basic idea about the different numerical couplings. The chapter also includes a
summary of identified challenges and open questions, subsequently defining the objective
and scope of this thesis.

— Chapter 2: It is divided into two sections. The first section presents the mathematical
formulation for the Navier Stokes (NS) flow model and the SWENSE model. The governing
equations of the two flow models are reviewed, and their boundary conditions are discussed.
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It is followed by introducing the regular and irregular wave theories, as well as HOS based
incident wave kinematics used in this thesis. Finally, the Tian wave breaking model for the
realization of the extreme event is reviewed. The second section of this chapter discusses the
implementation of 6 DOF rigid body motion as well as the various mooring configurations
used in this investigation. At the end of this chapter, the entire flow chart of the foamStar
and foamStarSWENSE solvers is presented

— Chapter 3: There are two parts to this chapter. The first part addresses interactions of
non-breaking focusing waves with a fixed cylinder, while the second section discusses in-
teractions of breaking focusing waves with a fixed cylinder. The parametric investigations
for each cases are covered in detail in each section along with the validation.

— Chapter 4: This chapter is split into two sections. The first section discusses the non-
breaking focusing wave interactions with a moving cylinder travelling at a speed of 0.33
m/s, while the second section discusses a speed of 0.75 m/s. The parametric investigations
for each cases are covered in detail, and validated with the experiments. The convergence
study for both the cases are provided in AppendixA.

— Chapter 5: This chapter describes the SPAR type FOWT modelling technique in the
CFD solver. The validation of the floating body mesh is discussed first, followed by the
hydrostatics of the mesh. In the 3D solver, appropriate mesh and time configuration are
chosen for mesh generation based on 2D regular and irregular wave propagation. This
chapter also discusses the two different types of mooring systems (stiffness matrix and
dynamic mooring) and their effectiveness. In both foamStar and foamStarSWENSE, the
SPAR interaction with regular and irregular waves is compared to the experiment in terms
of motions and mooring tension.

— Chapter 6: This chapter summarizes the contributions and conclusions of this thesis. En-
countered limitations throughout this work are addressed, and possible directions for future
research are presented.
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Chapter 2

GOVERNING EQUATIONS AND
NUMERICAL MODELS

This chapter provides a comprehensive overview of the governing equations and numerical
techniques used in this thesis. A typical two-phase computational domain in a numerical wave
tank (NWT) with potential and viscous flow partition is shown in Figure 2.1. The free surface
wave propagation and a body is shown floating in a viscous fluid (CFD) domain having five
boundary conditions: inlet, outlet, bottom, top, and the body itself. Relaxation zones (inlet and
outlet zones) are close to the outside boundaries of the viscous domain, where a solution from
the potential flow domain is progressively forced using a spatially varied weight function. The
solution is exactly the target solution (at the outlet zone, the target can either be blended to the
potential solution or blended to zero, but at inlet, target indicates the potential solution) at the
boundary, and then the forcing decreases until there is no forcing at the end of the relaxation
zone, at which point the computational domain is said to be a ’pure CFD solution’. It can also
be said in terms of weight function, which is one at the outer boundary, and zero at the viscous
zone boundary. Inside the viscous domain, the two-phase Navier-Stokes equations simulation is
solved in two ways in this study. A incompressible two-phase NS flow model is used in one, while
the SWENSE approach is used in the other.

In the present work, the viscous zone is also used to examine both fixed and floating struc-
tures. The floating structure follows Newton’s Law and based on the motion, the CFD mesh
must be morphed using the Laplacian equation at each timestep. Also, mooring must be pro-
vided to prevent the floating structure from drifting away. This mooring can be described using
a straightforward static spring model or a dynamic formulation using Newton’s law. Overall,
the governing equations for each NS/SWENSE method are first addressed, and then the gov-
erning equations for potential solvers, rigid body motion, mesh morphing, and discussion of
mooring are presented. The numerical formulations for the equations presented, along with a
description of the coupling process between the models, are presented in the following part of
the chapter. At the end of this chapter, the complete algorithm used by the solvers foamStar
and foamStarSWENSE to handle any wave-structure interaction problem is presented.
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Figure 2.1 – Illustration of the computational domain description of the problem with general
boundaries and relaxation zones

2.1 Mathematical models

2.1.1 Incompressible two phase flow model

This section discusses the description of incompressible two-phase Newtonian flow and its
mathematical model. The first part describes the conservation equation of mass and momentum
and its numerical framework, and the second part of the section describes different interface
capturing techniques, detailing the VoF technique.

2.1.1.1 Governing equations

The most prevalent fluids encountered in marine applications are water and air. If it is
treated as a single phase, the Navier-Stokes equation, which was established in 1830, is sufficient
to describe their behaviour.The fundamental assumptions behind these equations are:

— Fluid is a continuum, defining macroscopic properties (density, pressure and bulk velocity)
at infinitesimal volume

— Fluid is isotropic, symmetric and Newtonian. Hence the stress tensor Tij is linearly pro-
portional to the strain-rate tensor

— Fluid flow can be described through conservation laws. Also, fluid is considered isothermal,
and the influence of the effect of temperature is not considered. Hence only mass and
momentum conservation will be considered.

24



2.1. Mathematical models

Mass conservation or continuity equation (Eqn. (2.1)) and momentum equation (Eqn. (2.2))
of a typical flow model for incompressible two-phase Newtonian flow is given as (Jasak, 1996) :

∇ · uuu = 0 (2.1)

∂(ρuuu)
∂t

+ ∇ · (ρuuT )uuT )uuT ) = −∇pd + ∇ · (µ(∇uuu+ ∇uuuT )) − (ggg · xxx)∆ρ (2.2)

where uuu,xxx and g= [0, 0,−g]T are the fluid velocity, position and gravitational acceleration
vector, respectively. The dynamic pressure pd = p− ρggg · xxx is as introduced in Rusche (2003).

The density in the case of an offshore engineering application remains constant, (which
means that it is incompressible): the density of water (ρw ≈ 1000kg/m3) and the density of air
(ρa ≈ 1kg/m3). The surface tension is considered negligible in this thesis. The linear dynamic
viscosity of water and air is µw = 10−3Ns/m2 and µa = 10−5Ns/m2 respectively.

2.1.1.2 Volume of Fluid method (VoF)

In this thesis, VoF interface capturing technique (Hirt and Nichols, 1981) with an interface
compression method is applied due to its mass conservation property. This VoF is likely the
most extensively used and applied in offshore and marine applications for free-surface flows. An
indicator scalar function α is used to represent the fractional volume of a cell (Vcell) occupied
by the fluid Vfluid,

α = Vfluid

Vcell
(2.3)

where

α =


1, if Vfluid = Vcell

0, if Vfluid = 0
0 < α < 1 if Vfluid < Vcell

(2.4)

This method requires significantly less computing storage and power than other methods
(Marker-and-cell or MAC Scheme (Harlow and Welch, 1965), Level set methods (Osher and
Fedkiw, 2001) etc.) since it only requires one variable instead of a large number of particles to
capture the interface. If the volume fraction has a value of 0, it is air, and if it has a value of 1,
it is water, as stated in the Eqn.(2.3). If the value is between 0 and 1, the cells that store that
value are in the interface or free surface. For an incompressible flow field, the following equation
depicts the evolution of the volume fraction:

∂α

∂t
+ ∇.(αuuu) = 0 (2.5)

{
ρ = ρwα+ ρa(1 − α)
µ = µwα+ µa(1 − α)

(2.6)

In this system, properties appearing in the conservation equation are determined by the
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Figure 2.2 – Schematic view of the interfacial region in the VoF method and the properties in
each cell in the two phase flow

distribution of phases in each control volume depending on the α fraction. When the volume
fraction is known, the expression in Eqn.(2.6) is used to calculate fluid parameters such as
density and viscosity at the interface. The water phase is denoted by the subscript ’w,’ while
the air phase is denoted by the subscript ’a.’ For clarity, the mentioned interface parameters are
presented in Figure 2.2.

Even modest inaccuracies in the volume fraction would result in huge errors due to the high-
density ratio between water and air (≈ 1000). Also, standard differencing schemes applied to
Eqn.(2.3) introduces too much numerical diffusion and smears the step profile of the interface
over several cells. In order to avoid such issues, in the present approach, an additional convective
term derived from the weighted average of individual phase velocities is incorporated into the
VoF equation to ensure the smoothness of the volume fraction and reconstruction of the interface.
The modified VoF equation is derived using the following two individual equations of the water
and air phases.

∂α

∂t
+ ∇.(αuuuw) = 0 (2.7)

∂(1 − α)
∂t

+ ∇.((1 − α)uuua)) = 0 (2.8)

In the above equations subscripts w and a denote the water and gas phases respectively.
Above equations are rearranged in terms of the air and water phase velocities as follows:

∂α

∂t
+ ∇.

(
(αuuuw) + α(uuuwα) − α(uuuwα)

)
+ ∇.

(
α(1 − α)uuua − α(1 − α)uuua

)
= 0 (2.9)

∂α

∂t
+ ∇.

(
α{αuuuw + (1 − α)uuua}

)
+ ∇.

(
(uuuw − uuua)α(1 − α)

)
= 0 (2.10)

In the Eq.No (2.10), uuuw−uuua can be defined as uuur and is commonly referred as the compression
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term which is a phase relative velocity and vanishes at individual phases (Berberović et al., 2009).
This velocity is used to maintain sharp interface and minimize smearing. The final modified VoF
equation adopted in the present study is :

∂α

∂t
+ ∇.(αuuu) + ∇.(uuurα(1 − α)) = 0 (2.11)

The third term is added artificially to reduce the numerical diffusion and it plays a role only
in the interface. Also the velocity in the interface region is evaluated with the weighted average
of the velocity between the two phases as:

uuu = αuuuw + (1 − α)uuua (2.12)

To avoid non-physical behaviour, the phase function must remain bounded between 0 and
1. The numerical discretization of Eqn (2.11) requires careful manipulations to ensure that this
phase function field is valid and restricted. This is as a result of the interface’s high gradients in
the field.

2.1.1.3 Physical boundary conditions

Every CFD problem is defined by the initial and boundary conditions. It is usual to im-
pose boundary conditions at the physical boundary when designing a computational grid for
any partial different equation (PDE) problems. The Dirichlet type, the Neumann type, and the
combination of two conditions are the three mathematical types of boundary conditions com-
monly adopted. Specific values are imposed on the boundary to scalar or vector fields (usually
velocity in CFD problems) in a Dirichlet condition, whereas the gradient of the field normal to
the boundary is imposed in a Neumann condition (usually dynamic pressure, pd). The mixed
type boundary condition is defined as a function of the field values at the boundary and their
derivatives. The velocity, dynamic pressure, and phase fraction boundary conditions for the
typical boundaries defined in Figure 2.1 are briefed below.

— Velocity : The boundary values for the velocity are explicitly known, thanks to the relax-
ation zones and the relaxation scheme. The top boundary represents an open-air boundary
condition with constant total pressure in the computational domain. A no-slip boundary
condition is enforced on the body surface for the structure/body in the computational
domain, making the fluid velocity equal to the body velocity (uuu = uuub). In some circum-
stances, if the wave is generated at a shallow depth, the bottom boundary will be specified
as a slip boundary condition.

— Dynamic pressure : The boundary condition for the dynamic pressure applied in the
form of Neumann BC can be determined from the dot product of the momentum equation
(Eqn.(2.2)) with the surface unit normal vector (nnn) for all borders where the Dirichlet
velocity B.C. is applied. Kim (2021b) can be referred for detailed discussion over this
condition.
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Figure 2.3 – SWENSE decomposition of the functional quantities of the total flow into incident
and complementary parts (Li et al., 2021b)

— Phase fraction : The fluid velocity passively transports the phase-fraction. As a result, no
explicit boundary criteria for the body and wall boundaries are necessary. The boundary
values for the wave boundary conditions are explicitly applied at the inlet and outlet using
the incident wave elevation.

2.1.2 SWENSE model

Ferrant et al. (2002) introduced the Spectral Wave Explicit Navier-Stokes Equations (SWENSE)
formulation, which is a special version of the Navier-Stokes equations. The SWENSE formulation
assumes that,

χ = χI + χC (2.13)

The primary variables (pressure,velocity and free surface elevation) of the flow χ is divided
into incident part χI and a complementary part χC . The SWENSE method defines these vari-
ables in the respective fields as,

1. Total field (χ): It represents the real flow in the computational domain, final solution of the
wave-structure interaction problem. The flow is governed by incompressible Navier-Stokes
equation

2. Incident field(χI): This part represents the propagation of incident waves in the computa-
tional domain without structures. Also the flow is assumed to be irrotational and viscosity
of fluid is neglected, so that this part is solved by potential flow theory with dedicated non
linear spectral wave models. This flow is governed by the incompressible Euler equations.
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3. Complementary field (χC): This part represents the difference between the total field and
the incident field (χC = χ − χI). This field is generated due to the structures and the
viscosity of the fluid. The complementary variables are governed by the Spectral Wave
Explicit Navier-Stokes Equations (SWENSE), which will be discussed in the next section.

Figure 2.3 shows the SWENSE decomposition of the total flow’s functional quantities into
incident and complementary components. The total flow field considering wave-structure inter-
action is depicted in the first row of the figure. The single phase free-surface incident solution of
the incompressible Euler equation is represented in the second row. The complementary wave
field and the SWENSE, which characterise the viscosity and structure’s influence on the wave
field, are represented in the third row. Li et al. (2021b) performed functional decomposition
on both velocity and pressure in a two-phase flow solution and used a non-decomposed VoF
phase fraction for free surface tracking. Also he attempted the Ghost Fluid Method(GFM)
along with the conservative and non-conservative forms of the SWENSE. Choi (2019) developed
Li’s method by combining non-conservative SWENSE with GFM and the Level Set (LS) phase
indicator function. The conservative form of the SWENSE formulation from Li (2018) PhD
thesis is addressed in the following section, as it is the formulation used in the present work.

2.1.2.1 Two-phase SWENSE

Li et al. (2021b) derived the two-phase SWENSE approach by maintaining the two funda-
mental requirements of SWENSE. First, the ability to employ coarser mesh for incident wave
propagation must be preserved, and second, in pure incident wave propagation scenarios, the
source terms in the SWENSE momentum equation must be equal to zero. There will be no com-
plementary velocity or pressure generated. As a result, regardless of the CFD mesh, the entire
velocity field equals the incident potential wave solution. A brief derivation of the two-phase
SWENSE model is presented below,

Two-phase Navier-Stokes equations : The two-phase NS equation in non conservative
form are recalled as,

∇ · uuu = 0 (2.14)

∂uuu

∂t
+ uuu∇uuu = −∇p

ρ
+ ggg + ∇ · (µ(∇uuu+ ∇uuuT ))

ρ
(2.15)

Because the hydrostatic part’s incident pressure will be subtracted later, the total pressure
is employed instead of dynamic pressure.

Direct extension of Euler equations : Incident wave fields must be extended throughout
the computational domain to support the two-phase flow (Li et al., 2021b). One of the benefits
of coupling with spectral approaches in the potential flow models (described in the next section)
is that it can be directly extended without any discontinuities. Following this expansion, the
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Euler equation is valid across the total computational domain, as recalled as,

∇uuuI = 0 (2.16)

∂uuuI

∂t
+ uuuI · ∇uuuI = −∇pI

ρI
+ ggg (2.17)

SWENSE : Applying the functional decomposition procedure (χ = χI + χC) in the above
equations and subtracting the Euler equations (Eqn.(2.17)) from NS equation (Eqn.(2.15)) re-
sults in the following SWENSE equations,

∇.uuuc = 0

∂uuuc

∂t
+uuuc · ∇uuuc +uuuc · ∇uuuI +uuuI · ∇uuuc = −∇pc

ρ
+ ∇ · (µ(∇uuuc + ∇uuuT

c ))
ρ

+ ∇pI

ρI
− ∇pI

ρ
+ 2∇uuuI · ∇µ

ρ
(2.18)

Comparing the momentum equations of SWENSE in single (Ferrant et al., 2002) and multi
phase ( Eqn.(2.18)), there are two extra terms (extra viscous term and extra pressure term)
that is underlined arised. The additional viscous term may exist in the interface because of the
viscosity gradient. There are two reasons for this additional viscous term could be dropped. One,
it fails to meet the SWENSE condition by not making the source term equal to zero in the pure
incident wave situation. Second, the viscous term’s interface gradient is significantly less than
the pressure and gravity contributions, thus it does not need to be adequately resolved. Two-
phase CFD simulations frequently do not require meshes that capture the free surface boundary
layer for traditional marine and offshore applications.

The extra pressure term gets canceled in single phase equation(ρI = ρw = ρ). In multi phase
case, extended density for incident field makes the term non zero in the air phase. Assuming
density ratio of water and air as 1000,

∇pI

ρI
− ∇pI

ρ
= ∇pI

ρw
− ∇pI

ρa
= 1

1000
∇pI

ρa
− ∇pI

ρa
= −999∇pI

1000ρa
(2.19)

This non zero value makes the governing SWENSE momentum equation less interesting as extra
source term (against the idea of SWENSE) and the value is so large (1000 times the acceleration
of the water particle), that the simulation may become unstable. Hence direct extension of the
incident field in the air is unsuitable for the two -phase SWENSE method. To overcome this,
modified Euler equation is proposed in (Li et al., 2021b).

Modified Euler equation : It is proposed to modify the Euler equations to use the density
according to the actual free surface position, in order to cancel the underlined source terms in
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Eqn.(2.18). Modified incident pressure p∗
I is introduced as,

p∗
I = ρ

pI

ρI
(2.20)

where ρ is the density field in the two-phase flow, and ρI density of incident waves (water).
Using this modified pressure in the Euler equation Eqn.(2.17) and simplifying the equation,

∂uuuI

∂t
+ uuuI · ∇uuuI = −∇p∗

I

ρ
+ pI

ρI

∇ρ
ρ

+ ggg (2.21)

From the RHS of the equation, it can be understood that the gradient of the density is zero in
both the phases (air and water) and non-zero only on the interface. Also, solutions of the original
Euler equations (uuuI and pI) still satisfy the modified Euler equation. The denominator of the
pressure gradient term is in accordance with the two-phase NS equations, which also overcomes
the mismatched density in developing SWENSE equation.

Conservative two-phase SWENSE: The conservative two-phase SWENSE can be obtained
in a similar procedure. However, an additional step is necessary to transform the modified Euler
equations as,

ρ(∂uuuI

∂t
+ uuuI · ∇uuuI) = ∇p∗

I + pI

ρI
∇ρ+ ρgρgρg (2.22)

Conservative form of NS equation, multiplying the density on both sides,

∂ρuuu

∂t
+ ∇ · (ρuuuuuu) = −∇p+ ρg + ∇ · (µ(∇uuu+ ∇uuuT )) (2.23)

Subtracting the above Euler equation from the conservative NS equation and applying the
notion of SWENSE(χC = χ− χI) results in following equation (after simplification),

∂ρuuuc

∂t
+ ∇ · (ρuuuuuuc) + ρuuuc∇ · uuuI = −∇pc + ∇ · (µ(∇uuu+ ∇uuuT )) + pI

ρI
∇ρ (2.24)

For detailed derivation Li et al. (2021b) can be referred. The VoF convection scheme ap-
plied to the SWENSE formulation is identical to the two phase flow model, and no functional
decomposition is applied to the phase-fraction (α) field. The total velocity may not satisfy the
continuity equation due to the interpolation inaccuracy of incident velocity(∇ · uuuc = −∇ · uuuI).
Previous studies on SWENSE remarked that the divergence of the reconstructed incident wave
velocity field is not zero (Vukčević et al., 2016; Li et al., 2021b). This minor imperfection may
cause VoF to be unbounded in the computational domain. Hence the VoF domain is not decom-
posed in SWENSE formulation. The transport equation of VoF is read as,

∂α

∂t
+ uuu.∇α+ ∇.

(
uuurα(1 − α)

)
= 0 (2.25)

where uuu = uuuI + uuuc is the total velocity solution reconstructed by SWENSE ideology.
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2.1.2.2 SWENSE model boundary conditions

— Phase fraction (α): The VoF boundary condition is identical to the two-phase flow model
since no functional decomposition is applied to the phase-function field. The boundary
values are explicitly applied using the known wave elevation at the inlet and outlet for wave
boundary conditions. The zero Neumann boundary condition is used when the boundary
values are unknown for other boundaries.

— Complementary velocity (uuuc): With the functional decomposition, the no-slip or free-
slip boundary condition is applied to the bodies and walls. The no-slip boundary condition
with a boundary velocity uuub, reads as follows uuuc = uuub − uuuI

— Complementary pressure (pc): From the pressure boundary condition and the pressure
functional decomposition, the complementary pressure boundary condition can be found
and it read as.

∂pc

∂n
= −D(ρuuub)

Dt
·nnn+nnn · ∇ · (µ(∇uuub + ∇uuuT

b )) + ρggg ·nnn− ∂p∗
I

∂n
for x ∈ ∂ΩB (2.26)

where uuub represents boundary velocity, p∗
I represents the incident pressure. The material

derivative (D/Dt) of the momentum at the boundary point is the first term on the right-
hand side. The second term, which is considered to be very small, is the surface normal
gradient of the shear stress. The surface normal gradient of incident pressure is the fourth
term. The discussion over this condition may be found in Kim (2021b).

2.1.3 Potential flow model (Wave theories)

For accurate wave-structure interaction simulations, the quality of the generated waves is
important. Although the incident waves propagation problem is no longer handled by the CFD
solvers (both with DD and FD), external solvers are still required to solve it. These external
solvers should be more accurate and efficient in computing incident waves than the viscous
CFD solvers to increase overall efficiency. The incident waves were derived using spectral wave
models and its brief background is presented in this section. The potential theory and the general
principle of spectral methods are presented in the first half. Second, the stream-function wave
theory is introduced to model unidirectional regular waves. Finally, the Higher-Order Spectral
(HOS) method for irregular is briefly discussed.

2.1.3.1 Potential theory and spectral methods

The incident wave generation is based on the potential theory approach. With the assumption
of an ideal fluid and irrotational flow, it is possible to define a velocity potential (Φ) as,

uuuI = ∇Φ (2.27)

Then the incident wave potential satisfies Laplace’s equation in the fluid domain (Ω)

32



2.1. Mathematical models

∆Φ = 0 xxx ∈ Ω (2.28)

The non linear kinematic and dynamic free surface boundary conditions for incident waves are
given as,

∂ηI

∂t
+ ∂Φ
∂x

∂ηI

∂x
+ ∂Φ
∂y

∂ηI

∂y
+ ∂Φ
∂z

= 0 at z = ηI(xxx, t) (2.29)

∂Φ
∂t

+ 1
2(∇Φ)2 + gz = 0 at z = ηI(xxx, t) (2.30)

where x and y are horizontal coordinate, t is time. The flat bottom condition is given as,

∂Φ
∂z

= 0 at z = −h (2.31)

where h is water depth. In the present work, spectral methods are used to solve the potential
and surface elevation.

2.1.3.2 Regular waves: Stream function wave theory

The open-source CN-Stream model (the library is published with GNU General public license
and can be downloaded from the URL https://github.com/LHEEA/CN-Stream) is used to de-
scribe nonlinear regular waves propagating over a flat bottom. It is based on the stream function
theory (Rienecker and Fenton, 1981) that allows an efficient and accurate solution of regular
wave trains up to the breaking wave limit. The model assumes periodic boundary conditions
and solves the propagation in a moving frame, making the problem steady. Spatial discretization
is achieved thanks to a spectral method that decomposes the unknowns (free surface elevation
and velocity potential) on a set of basis functions (given below) that satisfy intrinsically Laplace
equation (Eqn.(2.28)) as well as the bottom boundary condition (Eqn.(2.31)).

ηI(x)e−iwt =
[
a0
2 +

N2∑
n=1

ancos(knx)
]
e−iωt (2.32)

ψ(x, z)e−iwt =
[
b0z +

N1∑
n=1

bn
sinh(kn(z + h))
cosh(knh)

]
e−iωt (2.33)

where an and bn are the modal amplitudes of the free surface elevation and stream function
respectively. kn is the wave number of the nth Fourier component. The integers N1 and N2

are the number of truncated Fourier series modes used to evaluated the stream function and
elevation. Based on the algorithm suggested by Ducrozet et al. (2019) optimal number of modes
are automatically selected.

2.1.3.3 Irregular waves: Higher Order Spectral method

Stream function methodology is limited to regular waves. In order to address another type
of uni or multidirectional wave, corresponding to irregular sea states, with the objective of an
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accurate and computationally efficient numerical model, the High-Order Spectral (HOS) method
(Dommermuth et al., 1988; West et al., 1987) has been adopted. This numerical approach relies
on a pseudo-spectral discretization scheme that exhibits a high (exponential) convergence rate
and that allows the use of Fast Fourier Transforms, which ensures high efficiency.

The original HOS method (Dommermuth et al., 1988; West et al., 1987) was dedicated
to the time evolution of an initially prescribed wave field in an open domain with periodic
boundary conditions. The present study intends to replicate experiments carried out in a wave
tank where the waves are generated thanks to a wavemaker in a finite-size domain. Then, in this
work, a dedicated Numerical Wave Tank (NWT) based on HOS is used (Ducrozet et al., 2012).
This open-source solver named HOS-NWT has been developed at LHEEA Lab, (Ecole Centrale
Nantes (ECN)) and now constitutes the central element for the digital twin of the ECN wave
tank facility. The geometry is the exact physical one, including perfectly reflective sidewalls. The
initial conditions are fluid at rest and the waves are generated thanks to a wavemaker. For a
direct comparison with experiments, the exact same wavemaker motion is used in the numerical
and the physical wave tank. In addition, a numerical absorbing zone mimics the physical beach
located close to the wall opposite to the wavemaker to prevent wave reflection. This NWT
has been applied and validated on different wave configurations of various levels of complexity
(Ducrozet et al., 2012, 2016b; Michel et al., 2020; Canard et al., 2020).

The modal amplitudes are numerically evaluated to satisfy the free surface boundary condi-
tions. They can be used to reconstruct the wave field (velocity and pressure through Bernoulli’s
equation (Eqn.(2.30)) at required locations (Section 2.2.3.1).

Vorticity and viscosity effects are naturally ignored in non-linear potential flow models like
the HOS-NWT model. The efficiency of the wave model is substantially increased by these
irrotational and inviscid assumptions. These assumptions, on the other hand, exclude the use
of potential flow solvers for relatively high vorticity phenomena like breaking waves, which are
common in design seastates. To address this constraint, a numerical breaking model must be
proposed, which can account for the impact of breaking wave events on the potential model.
The energy from the breaking waves is released in free-surface fragmentation, vorticity, and
turbulence when the waves break. The Tian-Barthelemy wave breaking model, which uses Tian’s
eddy viscosity model and Barthelemy’s breaking criterion (Tian et al., 2012; Barthelemy et al.,
2018), is used in the LHEEA lab’s in-house version of open-source HOS solvers. The breaking
onset criteria are used to predict the breaking event prior to the wave breaking, and the wave
profile is used to estimate the amount of dissipation. Definitions and recommended values for
the model can be found in Seiffert et al. (2017); Seiffert and Ducrozet (2018); Tian et al. (2012);
Hasan et al. (2019).

2.1.4 Floating body

The governing equations for rigid body motions and their implementation (mesh morphing)
are briefly described in this section. Following that are the comprehensive governing equations
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for the different mooring models used in the study and their validation.

2.1.4.1 Rigid body motions

Numerous reputable textbooks have derived and addressed the equations of motion for a
floating body with six degrees of freedom (Fossen, 1999, 2011; Faltinsen, 1993), however the
reference coordinate system may change depending on the situation (SNAME, 1950; Jensen,
2001). Therefore it is important to define the frame of reference in which the governing equations
are valid. There are two reference frames used in the present study, the inertial (R0) and the
body reference frame (Rb) (refer Figure 2.4). Newton’s second law may be used directly in
the inertial reference frame without introducing any fictitious forces like centrifugal or Coriolis
forces. The body-fixed reference frame is fixed on the floating body, and its origin coincides with
the centre of gravity (COG). It may rotate or accelerate according to the motion of the body.
All the frames are based on Cartesian systems and defined according to the right-hand rule. The
inertial reference frame’s origin is positioned at the center of the domain at the still water level
in the free surface.

HOS/ Experiment domain

Inlet

RZ

Outlet 

RZ

Zb

Viscous flow Domain

Rb
Yb

Xb

Z0 R0
Y0

X0

ZHOS R0
YHOS

XHOS

Figure 2.4 – The Inertial referential frame R0 and the body-fixed frame Rb in computational
domain with different origin

The present work follows the definition of Seng (2012). Three translations and three rotations
make up the 6DoF system. Surge, sway, and heave are translational motions along the axes
X0, Y0, Z0 in R0 frame, and yaw, pitch, and roll are rotations defined with the Euler intrisic
angles with zyx convention.It is important to emphasize that these 6DoF motions can be thought
of as the position of the body-fixed reference frame relatively to the inertial reference frame.
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The equations of translational motion are expressed as follows in Rb:

[m] q̈qq = QQQe +QQQv +QQQc (2.34)

Where m is the generalized mass of the body; qqq represents the translation motion and the
acceleration when with double dot ; QQQe represents the external forces which is mainly composed
of the fluid force (QQQe,fluid), the mooring (QQQe,M ) and gravitational (QQQe,g) forces ; QQQv and QQQc

are the quadratic velocity forces (Coriolis/centrifugal forces) and constraint forces respectively.
Among all the forces, the fluid force is evaluated as the surface integration of pressure and viscous
stress over the body surface as given in the Eqn. (2.35). Here, nnn is a unit surface normal vector
pointing inside the body. Since τττ is the viscous stress tensor calculated at the body surface and
p is the total fluid pressure, both hydrostatic and hydrodynamic forces are taken into account
in the integral. For the evaluation of the mooring force (QQQe,M ), Section 2.1.4.3 can be referred.

QQQe,fluid =
ˆ

body
(pnnn− τττ ·nnn) dS (2.35)

For rotational motions, it is natural to solve in the body fixed coordinate system (Rb), which
is defined to align with the principal axis of inertia which gives a constant inertia matrix for
solid bodies. The equation’s vectorial form is given as,

IIIb ω̇̇ω̇ω +ωωω × (IIIb ωωω) = MMM b (2.36)

where ωωω represents the angular velocity with respect to Rb with the dot indicating time
derivative. MMM b denotes total torque about COG expressed in Rb. IIIb represents mass moment of
inertia in the form of diagonal matrix. The total torque acting on the body is given by,

MMM b = MMM e,fluid +MMM e,M +MMM c (2.37)

where MMM c represents the constraint moments. Since origin of Rb coincides with the COG,
the torque from gravitational force does not contribute. For the evaluation of mooring generated
torque (MMM e,M ), refer Section 2.1.4.3. The torque induced by the fluid forces (MMM e,fluid) is,

MMM e,fluid =
ˆ

body
(qqq − qqqCOG)(p nnn+ τττ ·nnn) dS (2.38)

where qqqCOG is the location of COG in R0.

2.1.4.2 Mesh morphing

Different morphing techniques can be applied within the finite volume framework (Jasak and
Tuković, 2010) like spring analogy, pseudo-solid, laplacian smoothing, algebraic interpolation,
solid body motion, etc. The mesh update strategy is based on the laplacian mesh smoothing
technique in the present work and the mesh motion of the computational domain is calculated
by solving the cell center Laplace smoothing equation (Jasak and Tukovic, 2006). The Laplacian
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equation is given as,
∇ · (γ(r)∇xxx) = 0; γ(r) = 1

r2 (2.39)

where xxx is the point displacement field and γ is the diffusivity coefficient. r is the distance to
the moving boundary. Several choices for γ are presented in Löhner and Yang (1996); Jasak and
Tuković (2010). In the present work, the inverse quadratic distance relation has been chosen
as the coefficient will be significant, and the gradient will be small, yielding a small relative
displacement for the points close to the moving boundary, preserving the cells’ quality near the
moving boundaries (Jasak and Tukovic, 2006).

2.1.4.3 Mooring system

The present work aims to implement a static and dynamic mooring model (MoorDyn (Hall,
2015)) into foamStar and foamStarSWENSE to conduct a fully coupled analysis of moored
floating structures replicating the model test in NWT. Along with static and dynamic mooring
models, a quasi-static model is also briefly discussed in this subsection.

2.1.4.3.1 Static mooring model: Stiffness Matrix The external mooring used to control
the motions in six DoF is simplified as the linear spring model with stiffness matrix [K]. The
restoring force is given as,

[QQQe,M ] = [K] ∗ [qqqTθθθT ] (2.40)

where QQQe,M represents external force and moment from mooring, and δq represents the
change in motion (along the six DoF). The coefficients of the stiffness matrix for the floating
body may be computed by determining the restoring force for a specific displacement in a
in a pull-out test. This force is added to the right-hand side of the equation of motion (Eqn.
(2.34)) that can be interpreted as attaching a spring to the body’s center of gravity. The working
procedure of the stiffness matrix method inside the foamStar algorithm is depicted in the general
flowchart shown in the Figure 2.16.

2.1.4.3.2 Quasi-Static mooring model The MSQS (Multi Segmented Quasi Static) model
is a development of a single line element theory that combines many different catenary cables at
common connecting points. By taking into account the typical mooring line loads and nonlinear
geometric restoring for catenary and taut mooring systems, this simple model enables a reliable,
first-pass evaluation of a mooring system. MAP++ (Masciola et al., 2013), MoorPy (Hall et al.,
2021) and AQWA (Ansys, 2013) are some of the mooring models that follows MSQS theory.
It should be noted that AQWA also can do dynamic mooring analysis. This section presents a
brief description of this MSQS, since the mooring models are compared later in the Chapter for
validation. Terminologies and symbols used in this section are taken from the MAP++ theory
manual and intended to help readers understand it and should not be confused with any symbols
used in this thesis.
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Figure 2.5 – Definition of the entities in a single-line mooring line relative to the local xz axis
(Masciola et al., 2013)

Two distinct sets of equations must be solved for this system to function. The first is the
continuous nonlinear catenary algebraic equations, and the second is the force balance equation.
Given a set of line properties, the line geometry may be represented as a function of the forces
exerted at the line’s end as,

x(s) = H

w

{
ln
[
VA + ws

H
+

√√√√1 +
(
VA + ws

H

)2]
− ln

[
VA

H
+

√√√√1 +
(
VA

H

)2]}
+Hs

EA
(2.41)

z(s) = H

w

[√√√√1 +
(
VA + ws

H

)2
−

√√√√1 +
(
VA

H

)2]
+ 1
EA

(
VAs+ ws2

2

)
(2.42)

where x and z are coordinates relative to local frame (Figure 2.5). The fairlead excursion
dimensions (l and h) are the known entity but the force parameters H and V are needed in
practice. Here, these forces are determined by simultaneously solving the following two equations.

l = H

w

[
ln
(
V

H
+

√√√√√1+
(
V

H

)2 )
− ln

(
V − wL

H
+

√√√√√1+
(
V − wL

H

)2 )]
+ HL

EA
(2.43)

h = H

w

[√√√√√1+
(
V

H

)2

−

√√√√√1+
(
V − wL

H

)2]
+ 1
EA

(
V L− wL2

2

)
(2.44)

These element level forces at fairlead (H, V ) and anchor (HA, VA) are transformed from the
local frame into the global coordinate system, and the force contribution at each element’s anchor

38



2.1. Mathematical models

and fairlead is added to the corresponding node attached. Based on the force balance equation,
the node position is updated and as an outcome, the element forces must be recalculated and
the process continues.

Hence, this process requires two distinct sets of equations to be solved simultaneously to
achieve the static cable configuration. The first set of equations is the force-balance relationships
in three directions for each node; the second set of equations is the two catenary functions (Eqn.
(2.43) and Eqn. (2.44)). For detailed evaluation of the MSQS theory, Masciola et al. (2013) can
be referred.

X0

Y0

Z0
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rN

ri

ri-1

ri+1

li+1/2
ri = [Xi Yi Zi]

T

Wi

Biri

Dpi

Dqi

ri+1

Figure 2.6 – Mooring line discretization in MoorDyn with a representation of internal and
external forces in inertial reference frame R0 (Hall and Goupee, 2015)

2.1.4.3.3 Dynamic mooring model: MoorDyn The dynamic mooring solver MoorDyn
(Hall, 2015) is a lumped-mass mooring model that lumps all the effects of mass, external forces,
and inertial reactions at a finite number of nodes, along the mooring line connected by massless
spring as shown in the Figure 2.6. The version of MoorDyn used in this work was v1.01.03C. It
follows the right-handed inertial reference frame defined with the z-axis being measured positive
up from the water plane (See Figure 5.4). The location of each node i is defined by the position
vector rrri which includes [Xi, Yi, Zi] components of the vector. The equation of motion for each
node i is written as follows in the inertial reference frame R0:

(Mi + aaapi + aaaqi)r̈rri = TTT i +CCCi +WWW i +BBBi +DDDpi +DDDqi (2.45)

where mi is the mass matrix for node i. The mass of the mooring cable is discretized into point
masses at each node by allotting each node half the combined mass of the two neighboring cable
segments.

The mooring line is represented as a cylinder of diameter d, unstretched length L, and density
ρ. For a mooring line with N segments connecting N + 1 nodes, the unstretched length of each
line segment is l0 = L/N . The forces acting on the nodes are divided into internal and external
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forces. The internal forces include net buoyancy (WWW i), tension (TTT i) and internal damping (CCCi)
forces. The external forces contain transverse and tangential hydrodynamic forces (DDDpi andDDDqi)
based on Morison’s equation, added mass force (aaapi and aaaqi) and the seabed contact force (BBBi).
The tension, TTT i+1/2 in any line segment is calculated as,

TTT i+1/2 =

E
π
4d

2
(

l
l0

− 1
)

if l > l0

0 if l ≤ l0
(2.46)

Where E is Young’s modulus. The calculations assume that line tensions are always positive
l > l0 (compression line forces are not allowed). By multiplying a unit vector directed along a
line segment, the above equation can be rewritten in vector form as

TTT i+(1/2) =

E
π
4d

2
(

||rrri+1−rrri||
l0

− 1
)(

rrri+1−rrri

||rrri+1−rrri||

)
if ||rrri+1 − rrri|| > l0

0 if ||rrri+1 − rrri|| ≤ l0
(2.47)

The net buoyancy (WWW i) at node i assuming the force is evenly divided among two connecting
nodes is described in vector form as follows:

WWW i = êeez

WWW i− 1
2

+WWW i+ 1
2

2 (2.48)

where where êeez is a unit vector in the positive z direction and,

WWW i = π

4 d
2l(ρw − ρ)g (2.49)

where ρw is the density of water and ρ is the density of the mooring line. In order to improve
numerically stability, a numerical internal damping force is included:

CCCi+(1/2) = Cinter
π

4 d
2ϵ̇i+(1/2)

( rrri+1 − rrri

||rrri+1 − rrri||

)
(2.50)

where Cinter is the numerical internal damping coefficient and ϵ̇i+1/2 is the strain rate of the
segment, ’i+ (1/2)’. The linear spring damper model is activated only when the node interacts
with the sea bottom (zbot) and it is given as:

BBBi = dl[(zbot − zi)kb − żicb]êeez (2.51)

where kb is the seabed stiffness coefficient, and cb is the seabed damping coefficient.
The drag and added mass are calculated at each node i based on Morison’s equation. The

direction of a line passing between two adjacent nodes is approximated by the tangential direction
q̂qqi (Figure 2.6) :

q̂qqi = rrri+1 − rrri

||rrri+1 − rrri||
(2.52)

40



2.1. Mathematical models

Transverse and tangential drag forces are calculated using the transverse drag coefficient Cdn,
and the tangential drag coefficient,Cdt respectively. Similarly, transverse and tangential added
mass forces are calculated using the transverse added mass coefficient Can, and the tangential
added mass coefficient,Cat respectively. Both forces are computed as follows:

DDDpi = 1
2ρwCdndl || (r̈rr · q̂qqi)q̂qqi − r̈rr || [(r̈rr · q̂qqi)q̂qqi − r̈rr] (2.53)

DDDqi = 1
2ρwCdtdl || (−r̈rr · q̂qqi)q̂qqi || [(−r̈rr · q̂qqi)q̂qqi] (2.54)

aaapir̈rri = ρwCan
π

4 d
2l[(r̈rr · q̂qqi)q̂qqi − ṙrri] (2.55)

aaaqir̈rri = ρwCat
π

4 d
2l(−r̈rr · q̂qqi)q̂qqi (2.56)

The second-order system of ordinary differential equations presented in Eqn.(2.45) can be
reduced to a system of first-order differential equations, and then solved using a second-order
Runge-Kutta integration scheme with a constant time step.

2.1.4.4 Validation of MoorDyn with other mooring models

Figure 2.7 – Multi segmented single catenary mooring line for validation study

The solution for the dynamic mooring solver (MoorDyn) is based on a three-step process.
First, it generates a Quasi Static model based on the input conditions. Second, to allow the
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Figure 2.8 – Mooring tension observed in MoorDyn model for the multi segmented single catenary
mooring

system to achieve the initial equilibrium, dynamic relaxation will be carried out, which includes
dynamic drag and acceleration forces. Finally, tension at each fairlead as well as the motion
(position, velocity, and acceleration) of each node at each time step will be evaluated. The
MoorDyn standalone solver is validated for correctness in this subsection with different mooring
models (MoorPy (Hall et al., 2021), MAP (Masciola, 2018), and AQWA (Ansys, 2013)) for
application of single catenary and single delta lines. The first validation problem is a single,
homogeneous cable suspended between two points as shown in the Figure 2.7. The line properties
are:

— Axial stiffness : 9.817 × 1010 N

— Unstretched line length : 500 m

— Horizontal fairlead excursion : 325 m

— Vertical fairlead excursion : -350 m

— Cable weight-per-unit length in fluid : 292.8 N/m

The mooring line’s tension across the mooring line is verified using the standalone Moordyn
model, as illustrated in the Figure 2.8. Since all the details are not explicitly available, certain
parameters are assumed and hence there is a little variation in the results observed, but the
overall agreement was good as shown in Figure 2.9. In the figure, ’Analytical’ indicates deter-
mining the pretensions using simple catenary equations (Refer Section 2.1.4.3.2). Besides using
the MSQS MAP++ model, Moorpy and AQWA were also involved in this validation. The ob-
served total tension between AQWA and MAP is slightly higher than the theoretical tension,
although MoorPy and MoorDyn predictions are relatively close. The overall disagreement is less
than 0.5%, indicating that the MoorDyn setup is effective for the task at hand.

The single delta line is the subject of the second validation, as it is one part of the mooring
configuration used in the floating SPAR interaction study in Chapter 5. Figure 2.10 can be used
to look up the nomenclature of the single delta line considered. A steel mooring element having
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Figure 2.9 – Comparison of maximum fairlead tension of single Catenary line for different moor-
ing models

Figure 2.10 – Multi segmented single delta line mooring for validation study (Masciola et al.,
2013)
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Figure 2.11 – Comparison of maximum fairlead tension of single delta line for different mooring
models

a diameter of 0.25m and a mass density of 320 kg/m is defined as Line 1 (Element 1). It is
connected to nylon lines of Line 2 and 3 (Elements 2 and 3) with diameters of 0.3m and mass
densities of 100 kg/m and has an unstretched length of 450 m. This delta line introduces the
connecting node between the lines, the position of which will be iterated by the solvers, and
the accuracy of the pretension is dependent on the final node position. The static pretension
comparison between the solvers for the case is as shown in Figure 2.11. Since Lines 2 and 3 are
symmetric, the figure shows a single bar representing both lines. For Line 2/3, the difference
between the models is quite small, but for Line 1, the difference is nearly 2% of the pretension
between the models. It is found that the original iteration of the connection node position
displaces into a new position, resulting in the line tension differences. The dynamics assumed by
MoorDyn could also be a concern. However, because the error is minimal, the MoorDyn model
is agreed upon for its robustness to be used for further investigation.

2.1.5 Moving cylinder implementation in foamStar/ foamStarSWENSE

The implementation of the motion of a rigid body with constant forward speed is achieved by
applying constant velocity to the entire domain (uuudomain) with respect to the Inertial reference
frame (R0). Then, boundary conditions are modified to impose other boundaries will have zero
moving velocity, and only the body inside the domain moves with forward speed (uuubody=uuudomain).
The schematic representation of the body movement with the different boundary conditions are
shown in Figure 2.12. This choice of representation of the moving body has the advantage of
avoiding mesh morphing and its limitations, as detailed in Section 1.3.5. This approach allows slip
or no slip to side or bottom boundaries while maintaining incident wave velocity (obtained via
HOS-NWT) for the inlet boundary and relaxation in the outlet. In the SWENSE formulation, the
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Domain moves along with the body

forward speed

x

z

xdomain

udomain

ubody = udomain

uc = udomain - uInc

udomain

ubottom , uc,bottom = slip/noslip

uInc = uwt (x)

Figure 2.12 – Schematic representation of cylinder moving with forward speed implementation
in the NWT. Both DD and FD way of imposing boundary conditions are shown with primitive
variables uuu and uuuc.

domain velocity provided will be added to the formulation, such as uuuc = uuuframe−uuuInc. Two body
boundary conditions are introduced based on the above technique known as movingWallVelocity
and movingWallSwenseVelocity to execute this formulation with any forward speed problem
inside foamStar and foamStarSWENSE solver.

2.1.6 Error Estimation

The accuracy of numerical results depends upon the discretization of the governing equations.
Grid generation and the simulation setup, therefore plays a critical role and need to follow
established strategies that ensure sufficiently accurate results. The first part of this section
introduces the quantitative determination of coefficients based on the cross correlation analysis
of time series. The second part of the section introduces and discusses concepts of error estimation
based on systematic grid refinement .

2.1.6.1 Cross correlation

In the validation study in the coming chapters, error analysis based on cross-correlation is
adopted to compare the numerically simulated results with experiment or reference results. The
cross correlation between time series corresponding to the reference time series and one other
simulated time series, which offers a correlation factor C as a function of a time-lag τ , was used
for the deterministic comparison. The maximum correlation factor value and its related time-lag
can be regarded as the shape and amplitude correspondence of the two time series, as well as
an estimate of the time shift between them, respectively. A variant of the correlation function
was calculated by sliding the simulated time window over a reference time window as

Ca×b(ε) =
ˆ +∞

−∞
ςa(t) ςb(t+ ε)dt (2.57)
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where ςa(t) and ςb(t) represent the discrete-time series for the reference and simulated time
windows, respectively and ε denotes the time delay. The time range for the integration in the
equation is maintained the same, and if the child sampling frequency is of a different sampling
frequency, then a cubic interpolation is carried out to match the parent sampling frequency.
The advantage of the proposed technique is that besides measuring the similarity between the
signals, it can also measure the time shift between them. In the present case, the cross-correlated
time series is normalized with an autocorrelation coefficient at zero lag, such as

Ca×b(ε) = Ca×b(ε)√
Caa(0)Caa(0)

(2.58)

where Ca×b(ε) represents the covariance of two real continuous time series of, say, reference
signal and any of the numerical time series. and Caa is the sample variance of ςa(t), the reference
signal. In other words the covariance is normalised by auto-correlation values with respect to
ςa at zero time lag. The time series are perfectly matched when the maximum cross correlation
value is one. The difference in value from one, on the other hand, represents the quantification
of inaccuracy.

2.1.6.2 Uncertainty analysis - Richardson extrapolation

The numerical results of CFD methods depends upon the spatial and temporal discretization.
In transient 3D problems (such as focused wave interacting with a cylinder), the number of
unknowns is a function of the grid spacing to the power of four. At the same time, the error is
typically a function of the grid spacing to the power of one or two, depending on the order of the
approximation schemes (Oberhagemann, 2017). Insufficient grid resolution or poor quality grids
may lead to inaccurate results or give wrong tendencies. Even with very fine discretizations,
one may still not obtain sufficiently converged, i. e. grid-independent, results, mainly due to the
asymptotic accuracy. Beyond a certain level of refinement, further reduction of the discretization
error will not be worth the additional computational effort. In the present work, the Richardson
extrapolation, a widely accepted approach for uncertainty and error estimation of steady or
quasi-steady problems, was applied for this transient problem.

In numerical analysis, the literature shows that there are different procedures to verify and
validate the accuracy of the simulations. A laymen approach is to compare the results of sim-
ulations with experimental results, and consider that the simulations are valid if they resemble
the experiments. A second approach is to use numerical convergence. The procedure is typi-
cally performed by refining the mesh until the solution no longer varies and normally a peak
magnitude or error over an entire duration will be used to check convergence. Finally, some
authors combine numerical convergence and validation with experimental results. In this study,
grid convergence was evaluated based on the Richardson extrapolation (Richardson and Gaunt,
1927) method along with validation against experiments and discussion of its uncertainty.

The Richardson extrapolation method, also known as ’h2 extrapolation’, is a method for
obtaining a higher-order estimate of the continuum value (value at zero grid spacing) from a
series of lower-order discrete values. Based on (Roache, 1997), any quantity from a numerical
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simulation is expressed as:

ν = νexact + g1hg + g2h
2
g + g3h

3
g + ... (2.59)

where hg is the grid spacing and gi are the functions defined in the continuum and thus are
independent of the grid spacing. νexact is the continuum value at zero grid spacing. Let the mesh
types coarse, medium and fine be represented as 1, 2 and 3 respectively.

Let the grid refinement ratio r be written as,

r1−2 = hg1
hg2

, r2−3 = hg2
hg3

(2.60)

Without considering the absence of an odd power in Eqn. (2.59) may be rewritten and generalized
to pth order methods as:

νexact ≈ ν3 + ν2 − ν3
rp − 1 (2.61)

The apparent order of the method and absolute error can be calculated as

p = 1
ln(r)

∣∣∣∣ ln ∣∣∣∣ϵ32
ϵ21

∣∣∣∣+ q(p)
∣∣∣∣ (2.62)

where ϵ32 = ν3 −ν2, ϵ21 = ν2 −ν1 are the absolute errors of the variable of interest ν obtained
with the three different meshes and the function q(p) is defined as

q(p) = ln
((r2−3)p − s

(r1−2)p − s

)
(2.63)

where s is the parameter related to monotonic or oscillatory behaviour of the solution
(Roache, 1997) as the grid is refined and it is calculated as,

s = ϵ32/ϵ21
|ϵ32/ϵ21|

(2.64)

As can be seen, Eq.(2.62) and Eq.(2.63) must be solved iteratively. Once the preceding values
are obtained, the extrapolated value of the solution can be obtained as

ν2−3
ext =

(rp
2−3)ν3 − ν2

(rp
2−3) − 1 (2.65)

This extrapolated solution (νext) will be shown in the thesis, that demonstrates the use of
this technique to verify the grid refinement’s convergence and establish the procedure for the
evaluation of convergence in the spatio-temporal problem.

2.2 Numerical formulations

The Finite Difference Method (FDM), Finite Element Method (FEM), Finite Volume Method
(FVM), Boundary Element Method (BEM), Meshfree methods (SPH, MLPG,..) are some of the
numerical methods to solve the partial differential equations discussed in section 2.1.1.1 and
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2.1.2.1. Each approach has its own set of benefits and drawbacks, and the method chosen will
be determined by factors such as mathematical background, workgroup history, available code
capabilities, and so on. As a result, our primary focus will be on applying the cell-centered Finite
Volume Method to solve the governing equations ((Jasak, 1996; Ferziger and Perić, 1999) can be
referred for detail descriptions). The discretization of the governing equations and the interpo-
lation schemes used in the numerical solvers are briefly presented in the first part of the section
followed by the OpenFOAM implementation of the two-phase flow and SWENSE models.

2.2.1 General Finite Volume discretization

For generic NS equation,

∂ρϕ

∂t︸ ︷︷ ︸
I

+ ∇.(ρuuuϕ)︸ ︷︷ ︸
II

= ∇.(Γϕ∇ϕ)︸ ︷︷ ︸
III

+Sϕ(ϕ)︸ ︷︷ ︸
IV

(2.66)

where Γϕ is the diffusion coefficient. The term (I) temporal rate of change of variable ϕ. The
term (II) represents the convection of ϕ due to the velocity vector, and the term (III) represents
the diffusion rate of ϕ across the domain. The source term (IV) includes all the force quantities
like pressure, gravity, and surface tension forces. Also, note that the equation is second order,
hence the order of discretization should be equal to or higher than the second-order to achieve
acceptable accuracy.

Integrating the equation (2.66) over the control volume Vp at P (Figure 2.13a) over the time
interval , t to t+∇t is given as,
ˆ t+∇t

t

[ˆ
Vp

∂ρϕ

∂t
dV +

ˆ
Vp

∇·(ρuuuϕ)dV −
ˆ

Vp

∇·(ρΓϕ∇ϕ)dV
]
dt =

ˆ t+∇t

t

[ ˆ
Vp

Sϕ(ϕ)dV
]
dt (2.67)

The discretization of equation (2.67) will now be examined term by term.

2.2.1.1 Convective term

ˆ
Vp

∇ · (ρuuuϕ)dV =
∑

f

SSS · (ρuuuϕ)f =
∑

f

Fϕf (2.68)

where F in the equation 2.68 represents the mass flux through the face, F = SSS(ρuuu)f . In order
to solve this convective term, the face value of the variables, especially ϕ, are calculated from
the values in the cell centres, which is obtained using the convection differencing schemes like
Central Differencing (CD), Upwind Differencing (UD), Total Variation Diminishing (TVD) etc.
According to the central differencing (CD) scheme, linear variation of ϕ is assumed between P
and N and face value (Figure 2.13b) is interpolated from the following rule,

ϕf = fxϕP + (1 − fx)ϕN (2.69)

The interpolation factor fx is defined as the ratio of the distances between fNfNfN and PNPNPN .
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P

N

Sf

f

(a) Typical control volume (b) Typical interpolation depiction

Figure 2.13 – Schematic for the control volume (P) with neighbour (N) and illustration of
interpolation for face value from the cell centre on a non orthogonal mesh

Although this method is second-order accuracy yet, the boundness of the solution is no longer
possible (Ferziger and Perić, 1999). The Upwind Differencing scheme (Eqn. (2.70)), which is
based on the direction of flow, can provide the boundness, but this method is first-order accurate.

ϕf =
{
ϕp ϕf ≥ 0
ϕN ϕf < 0

(2.70)

The blending differencing (BD) combines the advantage of both the methods by linearly
combining both the methods (Eqn.(2.71)). The blending factor (0 ≥ γ ≤ 1) determines weightage
between the schemes.

ϕf = (1 − γ)(ϕf )UD + γ(ϕf )CD (2.71)

2.2.1.2 Diffusion term

The diffusion term will be discretized similar to the previous subsection. Under the assump-
tions of linear variation of ϕ from the Eqn.(2.67), it follows

ˆ
Vp

∇ · (ρΓϕ∇ϕ)dV =
∑

f

SSS · (ρΓϕ∇ϕ)f =
∑

f

(ρΓϕ)fSSSf (∇ϕ)f (2.72)

From the Figure 2.13b, if the distance vector ddd and SSSf are parallel and in line, then the mesh
is orthogonal, and the following expression can be used to discretise the term SSSf (∇ϕ)f ,

SSSf · (∇ϕ)f = |SSSf |
(
ϕN − ϕP

|ddd|

)
(2.73)

An alternative method of estimating the face gradient is to interpolate the gradients at the
cell centre towards the face as mentioned in the Eqn.(2.74), with fx being the same as mentioned
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(a) Non-orthogonal cell description (b) Surface vector decomposition

Figure 2.14 – Schematic for the interpolation for face value on a non orthogonal mesh

in the convection scheme.

SSSf · (∇ϕ)f = SSSf · (fx(∇ϕ)P + (1 − fx)(∇ϕ)N ) (2.74)

Although both methods are second-order accurate, this method is still similar to that of the
central differencing scheme mentioned earlier (CD). Also, Eqn. (2.74) uses a larger computational
molecule to obtain the gradient of the cell centre of neighbour cells, increasing the computation
by multifold, which in turn cannot be used for non-orthogonal mesh. Jasak (1996) examined
various compositions for non-orthogonal components, and recommended to split the term into
two parts, one for orthogonal parts and the other for non-orthogonal parts.

SSSf (∇ϕ)f = DDDf · (∇ϕ)f + kkkf (∇ϕ)f (2.75)

The vector DDDf denotes the orthogonal component connecting the centres of the control volume,
limiting the less accurate method only to the non-orthogonal part, as shown in Figure 2.14b.
The minimum correction, orthogonal correction and over-relaxed approach are some decomposi-
tion techniques to estimate the non-orthogonal part. The non-orthogonal correction potentially
creates unboundedness, particularly if mesh non-orthogonality is large. If the preservation of
boundedness is more important than accuracy, the non-orthogonal correction has to be limited
or completely discarded, thus violating the accuracy of the discretisation. The final form of dif-
fusion term is the same for all the three approaches as given in Eqn.(2.76). The face interpolate
is calculated as mentioned in Eqn.(2.74).

SSSf (∇ϕ)f = |DDDf | ϕN − ϕP

|ddd|
+ kkkf (∇ϕ)f (2.76)

2.2.1.3 Source term

All partial differential equation terms that cannot be expressed in terms of convection, diffu-
sion, or temporal terms will be treated as source terms. This term can be hence the representative
function of ϕ. Considering the general comments given by Patankar (1980) in order to discretize
the source term, it is assumed as a linear function of ϕ,
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ˆ
Vp

Sϕ(ϕ)dV =
ˆ

Vp

(Su + Spϕ)dV = SuVp + SpVpϕp (2.77)

The term Su will be treated explicitly and depends on the sign of Sp, it will be treated
implicitly (if Sp < 0), or it will be treated explicitly (if Sp > 0). Treating it implicitly increases
the diagonal dominance of the system matrix.

2.2.1.4 Semi discretized form of transport equations

Using Eqns (2.68), (2.72) and 2.77 and assuming that the control volumes does not change
with the time, semi discretized form of the transport equation is given as,

ˆ t+∇t

t

[(
∂(ρϕ)
∂t

)
P

VP +
∑

f

Fϕf −
∑

f

(ρΓϕ)fSSS · (∇ϕ)f

]
dt =

ˆ t+∇t

t

(
SuVP +SPVPϕP

)
dt (2.78)

2.2.1.5 Temporal discretisation

The time derivatives in the Eqn.(2.78) can be calculated directly as

(
∂ρϕ

∂t

)
P

= ρn
Pϕ

n
P − ρ0

Pϕ
0
P

∆t (2.79)

ˆ t+∆t

t
ϕ(t) = 1

2

(
ϕ0 + ϕn

)
∆t (2.80)

where

ϕn = ϕ(t+ ∆t); ϕ0 = ϕ(t) (2.81)

Assuming that the density and diffusivity do not change in time and using the above Eqns,
Crank Nicholson form of temporal discretization is derived. It is second-order accurate, and it
is unconditionally stable but does not guarantee the boundness of the solution (Patankar, 1980).
As described earlier, boundness can be obtained if the equation is discretized to first-order
temporal accuracy. Several temporal discretization methods have developed several temporal
discretization methods by neglecting the variation of face values of ϕ and ∇ϕ in time. The new
form of the equation, first-order accurate in time is given in the Eqn. (2.83), and a choice has
to be made to determine the face values of ϕ and ∇ϕ.

ρPϕ
n
P − ρPϕ

0
P

∆t VP + 1
2
∑

f

Fϕn
f − 1

2
(
ρ(Γϕ)f

)
SSS · (∇ϕ)n

f

+1
2
∑

f

Fϕ0
f − 1

2
(
ρ(Γϕ)f

)
SSS · (∇ϕ)0

f

= SuVP + 1
2SPVPϕ

n
P + 1

2SPVPϕ
0
P

(2.82)
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ρPϕ
n
P − ρPϕ

0
P

∆t VP +
∑

f

Fϕf −
(
ρ(Γϕ)f

)
SSS · (∇ϕ)f

= SuVP + SPVPϕP

(2.83)

In explicit discretisation, face values are determined from the old-time field Eqn. (2.84), and
the only unknown will be the ϕ, and it can be calculated directly using Eqn. (2.85)) instead of
solving system of equations as in the Crank Nicholson method. However, if the Courant number
is larger than unity, then the system becomes unstable even for steady-state problems.

ϕf = fxϕ
0
P + (1 − fx)ϕ0

N (2.84)

ϕn
P = ϕ0

P + ∆t
ρPVP

[∑
f

Fϕf −
∑

f

(
ρ(Γϕ)f

)
SSS.(∇ϕ)f + SuVP + SPVPϕ

0
P

]
(2.85)

The Euler implicit method expresses the face value in terms of new time-level Eqn. (2.86))
cell values creating the system of equations. The coupling is much stronger, and the system is
stable even if the Courant number limit is violated and guarantees boundness. Although, this
method is still first-order accurate.

ϕf = fxϕ
n
P + (1 − fx)ϕn

N (2.86)

Another accurate second-order scheme, but still neglecting the variation of face values in
time, is Backward differencing scheme which uses three time level. It is achieved using
Taylor series expansion for the ’second old time level (ϕ00)’ . The final form of discretized
equation in the backward differencing is given in the Eqn. (2.87), but still, it lacks boundness
(Jasak, 1996).

3
2ρPϕ

n − 2ρPϕ
0 + 1

2ρPϕ
00

∆t VP +
∑

f

Fϕf −
∑

f

(
ρ(Γϕ)f

)
SSS · (∇ϕ)f = SuVP + SPVPϕ

n
P (2.87)

2.2.1.6 System of linear equations and convergence

Any form of discretisation equation for the generic transport equation leads to a linear
algebraic equation for each control volume in the form,

aPϕ
n
P +

∑
N

aNϕ
n
N = RP (2.88)

where aP and aN are the coefficients associated with the faces of control volumes P and its
neighbours N. The term RP denotes the explicit contributions from boundary conditions (to be
discussed in the next section) and source terms. In order to obtain the solution of ϕP in the
entire domain for the new time step, the linear algebraic equation can be written in matrix form,

52



2.2. Numerical formulations

[A][ϕ] = [B] (2.89)

In the above expression, [A] will be a square matrix with diagonal elements represented as
aP and off-diagonal elements contributions are from aN . The vectors [ϕ] contain the value of ϕ
at each cell centre, and [B] contains all the explicitly discretized terms. The matrix is solved
iteratively until a residual tolerance is achieved. The general convergence rate of the iterative
method depends on the coefficients of system matrix [A]. The Conjugate Gradient method (CG)
proposed by Hestenes and Stiefel (1952) guarantees that the exact solution will be obtained in
the number of iterations lesser than or equal to the number of equations in the system. The
convergence rate also can be improved by preconditioning the matrix. The Incomplete Cholesky
preconditioned Conjugate Gradient (ICCG) solver will be used for symmetric matrices (Jacobs,
1986). The adopted solver for asymmetric matrices is the Bi-CGSTAB (biconjugate gradient
stabilized method) by Van der Vorst (1992).

2.2.1.7 Numerical solution

There are four unknowns (the three velocity components and the pressure) and four equations
(three momentum and one continuity equation), however the pressure term in the continuity
equation is missing. Combining equations with one another and allowing that unknowns assessed
should fulfil both equations is one of the interesting methods in numerical solutions for CFD
problems.

2.2.1.7.1 Pressure Velocity algorithm In order to derive the pressure equation, a semi-
discretized form of the momentum equation is obtained using Eqn. (2.88):

aPuuuP = HHH(uuu) − ∇p (2.90)

The term HHH(uuu) consists of two parts: "transport part" which includes matrix of coefficients
for all neighbour cells multiplied by corresponding velocities and the "source part" composed
of source terms of the transient terms and all other source terms apart from pressure gradient.
Keeping the velocity uuuP , the velocity on the cell centre, on LHS,

uuuP = HHH(uuu)
aP

− ∇p
aP

(2.91)

The velocity at the cell face can be interpolated and obtained as,

uuuf =
(
HHH(uuu)
aP

)
f

−
( 1
aP

)
f

(∇p)f (2.92)

The discrete incompressible continuity equation is expressed as,

∑
f

SSSfuuuf = 0 (2.93)
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Using the equations (2.92) and (2.93), the following form of the pressure equation is obtained.

∇ ·
( 1
aP

∇p
)

=
∑

f

SSSf

(
HHH(uuu)
aP

)
f

(2.94)

The final form of the discretized incompressible Navier-Stokes equations is :

aPuuuP = HHH(uuu) −
∑

f

SSSf (p)f (2.95)

∑
f

SSSf

[( 1
aP

)
(∇p)f

]
=
∑

f

SSSf

(
HHH(uuu)
aP

)
f

(2.96)

The face fluxes Ff are computed using uuuf from Eqn. (2.92) and these face fluxes are guaranteed
to be conservative by satisfying Eqn. (2.93)

Ff = SSSf · uuuf = SSSf ·
[(
HHH(uuu)
aP

)
f

−
( 1
aP

)
(∇p)f

]
(2.97)

Eqns. (2.95) and (2.96) demonstrate the linear relationship between velocity and pressure
and vice versa. This inter equation coupling necessitates specific treatment; PISO and SIMPLE
are some popular ways of dealing with it.

2.2.1.7.2 PISO Pressure implicit with Splitting of Operators (PISO) has been originally
proposed by Issa (1986) for transient flow type of problems. This algorithm is computationally
cheap compared to Semi Implicit Pressure Linked Equation (SIMPLE) as there are only three
equations to be solved every iteration, but in another algorithm (to be discussed next), it is four
equations. For the incompressible equations derived (2.95) and (2.96), PISO algorithm can be
describes in following stages.
Momentum predictor: To solve the momentum equation (2.95), pressure term is unknown.
The pressure field from the previous time step is used to solve the momentum equation obtaining
the solution in the form of a new velocity field (approximate).
Pressure correction: Using the velocity field, HHH(uuu) can be formulated, and the pressure Pois-
son equation 2.94 is solved to obtain the corrected pressure field across the domain.
Velocity correction: The velocity field should also be corrected as a consequence of the new
pressure distribution, and it is carried out explicitly by solving Eqn. (2.91). By looking at the
equation (2.91), the error arises from two terms, either HHH(uuu) or from the pressure. This PISO
algorithm assumes that the whole velocity error only comes from the pressure term. Because
non-linear coupling is less important than Pressure Velocity coupling, coefficients HHH(uuu) will be
changed only in the next momentum predictor.

2.2.1.7.3 SIMPLE The Semi Implicit Pressure Linked Equation (SIMPLE) formulated by
Patankar (1980) is widely used for steady-state problems. The discretized momentum and pres-
sure correction equations are solved implicitly, and the velocity correction is solved explicitly,
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making it a ’Semi Implicit method’. Since the SIMPLE algorithm is being used for solving the
steady-state type of problems, relaxation factors are used to improve the diagonal dominance of
the system matrix as there is no transient term. This method can be described in the following
stages.
Momentum predictor: Solve the under-relaxed momentum equation (2.95), with initial guessed
pressure. The solution will be obtained in the form of a new velocity field (approximate), differ-
ent from the guessed velocity field.
Pressure correction: Using the velocity field, HHH(uuu) can be formulated, and the pressure Pois-
son equation (Eqn. 2.94) is solved to obtain the corrected pressure field across the domain. Also,
calculate the conservative fluxes from (Eqn. (2.97)). Update the pressure and velocity with ap-
propriate under-relaxation.
Velocity correction: The velocity field should be corrected explicitly by solving Eqn. (2.91).
Solve the other transport variables if available in the equation. To improve the convergence, all
other variables are also under-relaxed in an implicit manner.
Convergence check: From the obtained pressure and velocity field, verify that the solution is
converged with the tolerance needed. Else, use these variables in the momentum predictor equa-
tion (instead ofHHH(uuu) - that the difference from PISO) and continue solving until the convergence
is obtained.

2.2.1.7.4 PIMPLE The advantage of the PISO loop is solving the transient problem with
less computational time but has a limitation of Courant number (Co < 1) to maintain stabil-
ity. However, the SIMPLE algorithm developed for steady-state simulation has no time step
limitations. Combining the advantages of PISO and SIMPLE - segregated iterative approach,
PIMPLE is developed (Patankar and Spalding, 1983). The PIMPLE algorithm comprises two
loops- with the inner loop solving the pressure velocity coupling like PISO, and the outer loop
follows the SIMPLE algorithm’s idea to deal with velocity and free surface position α coupling.
Co can be much larger than 1 and no under-relaxation is required for a stable solution. This
allows for larger time steps, but the computational effort for each time step is larger than with
PISO.

2.2.2 foamStar and foamStarSWENSE

The previous finite volume descriptions are applied to the specific DD and FD solvers,
foamStar and foamStarSWENSE, accordingly, in this section, along with a illustration of their
solution algorithm. Recalling, foamStar is based on the open-source solver, interDymFoam (of
OpenFOAM), which is used to solve the multiphase problem by coupling the Navier-Stokes
equations with a Volume of Fluid (VoF) method. foamStarSWENSE is a derived version of
foamStar with the only difference of solving SWENSE equations instead of NS.
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2.2.2.1 Finite volume discretization - foamStar

The numerical discretization of the governing equations for the two-phase incompressible flow
model used in foamStar is presented in this section. The momentum equation’s finite volume
representation is as follows:

∂(V ρuuu)P

∂t
+

N∑
f

((ρϕϕϕ)fuuuf ) −
N∑
f

(µfSSSf · (∇uuuf )) − ∇uuu · ∇µVP = −∇pdVP − (ggg · xxx)∇ρVP (2.98)

The algebraic VoF convection equation with the artificial compression term is represented in
finite volume representation as,

∂(V α)P

∂t
+

N∑
f

(ϕϕϕα)f +
N∑
f

(ϕϕϕr,fαf (1 − αf )) = 0 (2.99)

The subscript P denotes the averaged properties of the owner cell, while N denotes the
averaged properties of the neighbour cells. The face averaged properties acquired by a cells to
face interpolation are denoted by (...)f . ϕf = uuuf · SSSf represents the velocity face flux at face
f ; uuur,f is the flux of the relative velocity (ref Section 2.1.1.2). The mass flux ((ρϕ)f ) can be
computed from the VoF flux ((ϕα)f ) using Eqn. (2.100), and this mass flux formulation couples
Eqn. (2.98) and Eqn/ (2.99)

(ρϕ)f = (ϕα)f (ρwater − ρair) + ϕfρair (2.100)

Assuming a arbitrary time integration scheme is applied to Eqn.(2.98), and using the similar
discretization as in section 2.2.1.7, momentum equation is given as,

UEqn : ± aPuuuP −HHH(uuu) = ∇pdVP + (ggg · xxx)∇ρVP (2.101)

The velocity uuuP from the LHS of Eqn.(2.101) must satisfy the continuity condition. Applying
the continuity equation to uuuP yields pressure equation as

∇ · uuuP = ∇ ·
[
HHH(uuu)
aP

− 1
aP

[
− ∇pd,PVP − (ggg · xxx)∇ρPVP

]]
= 0 (2.102)

pEqn :
N∑
f

[( 1
aP

∇pd

)
f

]
·SSSf =

N∑
f

[
HHH(uuu)
aP

− 1
aP

(ggg · xxx)∇ρPVP

]
f

·SSSf (2.103)

The Poisson equation in the pressure equation is used to obtain the dynamic pressure. Using
the computed dynamic pressure, the velocity and flux are corrected using following equation.

uuuP =
[
HHH(uuu)
aP

− 1
aP

(ggg · xxx)∇ρPVP

]
−
[
VP

aP
∇pd,P

]
ϕf =

[
HHH(uuu)
aP

− 1
aP

(ggg · xxx)∇ρPVP

]
f

·SSSf −
[
VP

aP
∇pd,P

]
f

·SSSf

(2.104)

56



2.2. Numerical formulations

With UEqn (Eqn.(2.98)), pEqn (Eqn.(2.101)) and the correction equation (Eqn.(2.104)),
nonlinear iteration is solved to estimate the corrected dynamic pressure and velocity.

2.2.2.2 Finite volume discretization - foamStarSWENSE

The finite volume (FV) representation of the SWENSE formulation is presented in this
section. The VoF convection equation is identical to the one used in the foamStar, hence it
is not discussed here. SWENSE’s momentum equation (Eqn. 2.24) is discretized as follows in
Finite Volume representation:

∂(V ρuuuc)P

∂t
+

N∑
f

((ρϕ)fuuuc,f )−
N∑
f

(µfSSSf ·(∇uuuc,f ))−∇uuuc,P ·∇µPVP +ρuuuc,P ·∇uuuI,PVP − pI,P

ρw
∇ρPVP

(2.105)
The subscripts and variables are identical to those defined in the previous section. Using the
similar discretization as in section 2.2.1.7 and also similar to the previous section, the comple-
mentary velocity equation (UC Eqn) can be rewritten as given in Eqn. (2.106). ac,P represents
the diagonal components of SWENSE momentum equation (UC Eqn) and HHHc includes all the
off-diagonal and source terms of the system.

UC Eqn : ac,Puuuc,P −HHHc = −
[
∇pc,PVP + pI,P

ρw
∇ρPVP

]
(2.106)

∇ · uuuc,P = ∇ ·
[
HCHCHC

ac,P
− 1
pmbac,P

[
∇pc,PVP + pI,P

ρw
∇ρPVP

]]
= 0 (2.107)

The following complementary pressure equation is obtained by substituting this velocity
(Eqn. (2.106)) into the continuity equation (Eqn. (2.107)):

pC Eqn :
N∑
f

[( 1
aaac,P

∇pc,P

)
f

]
·SSSf =

N∑
f

[
HHHc

ac,P
− 1
aaac,P

pI,P

ρw
∇ρPVP

]
f

·SSSf (2.108)

The complementary pressure equation is a Poisson equation that allows the complemen-
tary pressure to be calculated. Following the computation of the complementary pressure, the
complementary velocity and fluid flux are corrected, as shown in Eqns. (2.108)

uuuc =
[
HHHc

aaac,P
− 1
aaac,P

pI,P

ρw
∇ρPVP

]
−
[
VP

aaac,P
∇pc,P

]
ϕf = ϕI,f +

[
HHHc

aaac,P
− 1
aaac,P

pI,P

ρw
∇ρPVP

]
f

·SSSf −
[
VP

aaac,P
∇pc,P

]
f

·SSSf

(2.109)

Therefore, the complementary pressure and the complementary velocity are strongly coupled
within the non-linear iterations between Eqn.(2.106), Eqn.(2.108) and Eqn.(2.109).

2.2.2.3 Discretization schemes and solutions

The OpenFOAM discretization schemes applied in the current foamStar and foamStar-
SWENSE simulations are described in this section. The divergence term in finite volume format
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Item Equation fvScheme Scheme
Gradient ∇q grad (q) cellLimited Gauss linear 1.0
S.N. gradient nnn · (∇q)f snGrad corrected 0.5
VoF convention ∇ · (uuuα) div (phi,alpha) Gauss vanLeer + MULES limiter
VoF relative flux ∇ · (uuurα(1 − α)) div(phirb,alpha) Gauss linear
Mom. convection ∇ · (ρuuuuuu ) div (rhoPhi, U ) Gauss linear UpwindV grad(U)
Mom. convection ∇ · (ρuuuuuuc) div (rhoPhi, Uc) Gauss linear UpwindV grad(uuuc)
Mom Laplacian ∇ · (µ∇ (uuu)) Laplacian Gauss linear corrected 0.5
Pressure Laplacian ∇ · ( 1

qp∇(p)) Laplacian Gauss linear corrected 0.5

Table 2.1 – Spatial discretization schemes

is ∑N
f ((ρϕ)fuuuf ), while in OpenFOAM format is div(rhoPhi, U). This is a typical example of

OpenFOAM nomenclature with finite volume discretization.
OpenFOAM has several spatial discretization schemes; however, only a few have been exten-

sively confirmed. The OpenFOAM community regularly uses most of the spatial discretization
techniques employed in this thesis. The spatial discretization strategies for each term of the
governing equations often employed in simulations are summarised in Table 2.1. qf is a cell
to face interpolated quantity, while q is an arbitrary cell averaged quantity. The "cellLimited"
technique in the Table constrains the cells-to-face interpolated value based on the owner and
neighbour cell information. The surface normal gradient is S.N, and the "corrected" indicates
non-orthogonal correction. The VoF transportation divergence scheme employs the Van-Leer
scheme (Van Leer, 1979) and the OpenFOAM internal limiter MULES (Multidimensional Uni-
versal Limiter for Explicit Solver) (Zalesak, 1979). MULES uses the Flux-Corrected Transport
scheme, which is dependent on information from neighbouring cells, and it adjusts the scheme’s
correctness and VoF boundness. The convection term of the momentum equation is discretized in
this thesis using a second-order upwind technique with the V-option designated linearUpwindV.
The V-option is an additional option for the discretization of a vector field. The flow limiters
are calculated separately for each vector component when using the V option. Choi (2019) can
be referred for the stability of the V-option.

For an unsteady problem in OpenFOAM, time integration schemes (ddtSchemes) can be
chosen from Implicit Euler (Euler), Crank-Nicolson (CN), and second-order backward differential
formula (BDF2). The Euler scheme is stable, although each time step does have a considerable
amount of energy dissipation. The CN scheme is a second-order implicit scheme with an off-
centring coefficient that allows for fine-tuning of numerical damping and stability. In this present
thesis, both Euler and CN scheme with off-centring 0.95 is tested.

This part skips the selection of a linear systems solver for each variable as the standard
OpenFOAM schemes and solver is adopted. The tolerance level employed in this thesis is 10−7.
The number of non-linear iterations used by the PIMPLE algorithm is defined by the PIMPLE
settings in OpenFOAM (fvSolutions). This thesis uses eight to ten outer iterations and two to
four inner iterations (PISO). In this thesis, one to two non-orthogonal corrector iterations are
used. Relaxation factors (not to be confused with relaxation zones) are frequently employed to
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increase the stability of simulations. However, all relaxation factors are set to one to reduce the
impact of computational coefficients on simulations and focus more on the numerical schemes
themselves.

2.2.2.4 Solver boundary conditions

The mathematical formulation of the two-phase flow model’s boundary conditions, as well as
the SWENSE formulation, were previously discussed. The numerical and physical properties of
each variable at the boundary are described in this section. Table 2.2 summarizes the boundary
conditions in OpenFOAM notations for all variables.

Body/Wall Inlet & Oulet Open
uuu movingWallVelocity/ slip waveVelocity pressureInletOutletVelocity
uuuc movingWallSwenseVelocity zero vector pressureInletOutletVelocity
α zeroGradient waveAlpha inletOutlet
pd fixedFluxPressure zeroGradient totalPressure
pc fixedFluxPressure zeroGradient totalPressure

Table 2.2 – Boundary conditions for all variables

■ Body/Wall boundary

— movingWallVelocity: The solid body’s surface is regarded impermeable. The fluid
velocity is made equal to the body surface velocity when the no-slip condition is
assumed. The no-slip body boundary condition with/without body motion is covered
by the movingWallVelocity boundary condition.

— slip : The slip boundary condition in OpenFOAM applies the free-slip boundary
condition

— movingWallSwenseVelocity: To deal with the SWENSE body boundary condition
(uuubody − uuuI), a new boundary condition named movingWallSwenseVelocity is intro-
duced.

— zeroGradient: The phase fraction gradient at the wall/body interface is considered
to be zero, implying that the surface normal gradient of ρ is zero everywhere.

— fixedFluxPressure: When the boundary does not move, OpenFOAM recommends
using the fixedFluxPressure pressure boundary condition. The fluid flux, which is
specified with the velocity boundary condition, adjusts the dynamic pressure gradient
with the fixedFluxPressure boundary condition (Kim, 2021b).

■ Inlet/Outlet: Due to the relaxation scheme, the inlet and outlet boundaries are considered
to have an undisturbed wave field. As a result, using inlet and outlet boundary conditions
can be thought of as an explicit relaxation with a weight of 1.0.

— waveVelocity : The overall velocity at the inlet and outlet boundaries is the same
as the incident wave velocity. Like the overall velocity, the incident wave elevation
defines the VoF field at the boundary.
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— zeroGradient : Despite the incident dynamic pressure being known, the dynamic
pressure is subjected to the zeroGradient boundary condition.

— The complementary flow in the SWENSE model is gradually reduced in the relaxation
zone, and it must disappear at the inlet and outlet boundaries. As a result, for the
complementary velocity, zero velocity is used, and for the complementary pressure,
zeroGradient is used. The same waveAlpha boundary condition is used because the
VoF field is not decomposed.

■ Open boundary condition: The top boundary of the computational domain is frequently
stated as an open-air boundary condition in most naval applications.

— Because the incident flow components are reduced at the top boundary, the total and
complementary velocity boundary conditions are the same.

— For pressure, an approximation introduced at this boundary is that the total pressure
p is constant and equal to the atmospheric pressure (p = p0 −0.5ρ|uuu|2). The reference
pressure p0 is set to zero.

— The zero normal gradient is imposed when the flow at the boundary is inflow. The cell-
center velocity is imposed on the boundary when it comes to outflow. This boundary
condition is known as pressureInletOutletVelocity in OpenFOAM notation.

— The VoF uses the inletOutlet boundary condition, which normally works the same
as zeroGradient However, it switches to fixedValue if the velocity vector next to the
boundary aims inside the domain.

2.2.3 Wave generation and absorption

Recalling, FNPF-CFD coupling models are classified based on domain decomposition (DD)
and functional decomposition (FD) strategies. The DD strategy divides the computational do-
main into parts and applies different mathematical models in each part. In most DD-based WSI
problems, the computational domain is decomposed into a viscous inner sub-domain and po-
tential outer sub-domain. The wave information (velocity, pressure and surface elevation) will
be transferred through either a sharp interface or relaxation zones. Higuera et al. (2013) pro-
posed a sharp interface instead of relaxation zones, hence advantageous of the reduction in the
computational domain, but there is a high chance of reflection reported. Jacobsen et al. (2012)
introduced relaxation zones on coupling boundaries to gradually blend the information between
the two models (Engsig-Karup et al., 2007; Seng, 2012). There are two types of relaxation meth-
ods available in general. One method is implicit blending, in which the target equations are
inserted into the governing equations (Kim et al., 2012; Vukčević et al., 2016). Many researchers
have used implicit blending and found it to be effective. Another relaxation method is the ex-
plicit blending approach, which directly blends the computed solution with the desired solution
after solving the governing equation. This thesis employs explicit blending, which is discussed
below.

The simplest way of wave generation in one way DD (foamStar) is to impose wave velocity
and free surface elevation from potential wave models at the inlet of the CFD domain. As
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mentioned, foamStar adopts the wave generation and absorption method based on an explicit
scheme that relaxes the computed solution towards a given target flow field (Jacobsen et al.,
2012; Seng, 2012; Mayer et al., 1998; Engsig-Karup, 2006; Choi et al., 2018b), and the scheme
requires a weight function that varies between 0 and 1 in the relaxation zone (see Figure 2.1).
After solving the governing equations, the computed solution (ζ) is relaxed with the target
(incident wave) solution (ζtarget) as follows:

ζ = wfζtarget + (1 − wf )ζCF D (2.110)

where ζ is either the velocity field(uuu) or the VoF field (α), w is the weight function, and ζtarget

will be the given target flow field usually set to be either the incident wavefield or calm-water.
Two common choices of weight function are the polynomial weight function (Mayer et al., 1998;
Engsig-Karup, 2006; Choi et al., 2018b) and the exponential weight function (Jacobsen et al.,
2012; Seng, 2012; Choi et al., 2018b). The present study adopts the explicit relaxation scheme
using polynomial weight function given as,

wf (x) = −2x3 + 3x2 (2.111)

here x ∈ [0, 1], is the normalised coordinate inside the relaxation zone. The above technique
can be applied to the wave absorption zone and if the target values (ζtarget) are set to no waves,
the entire wavefield is damped, and if the target values are set to incident waves, then the
scattered waves are damped.

Another addition to the foamStar library was the dynamic weight function given as,

wd
f = 1 − (1 − wf )|uuu−uuutarget|∆t/∆x (2.112)

The relaxation weight is calculated using this dynamic weight function depending on the differ-
ence between the target and computed solution. Choi (2019) observed that the static exponential
weight function preserved wave amplitude the best, while the dynamic weight function resulted
in the least amount of wave reflection. In the present work, static polynomial weight function is
adopted based on suggestions given in Kim (2021b).

Similar relaxation zones are also presented in the FD approach foamStarSWENSE with ζ

denoting the complementary variable. The generation of waves in the SWENSE method does
not define specific zones for wave generation. It imposes the incident wave solution explicitly
in the entire computational domain and solves the disturbances of the incident waves as a
complementary correction. The spectral wave models used for wave generation is either based
on the stream function theory (Fenton, 2014; Ducrozet et al., 2019) for regular wave propagation
and the High-Order Spectral methods -HOS (Ducrozet et al., 2012, 2016a) for complex sea states.
They have been demonstrated as accurate and efficient in several literature. The advantage of
using spectral wave models (HOS-NWT) helps the SWENSE method adjust the zone of the
incident wave above the free surface also, such that the same functional decomposition can be
used in the entire CFD computational domain (Li et al., 2018).
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2.2.3.1 Reconstruction of irregular waves in the CFD domain (Grid2Grid)

For both the DD and FD strategies, incident waves generated from HOS are solved indepen-
dently, not alongside with foamStar and foamStarSWENSE. The results of the incident waves
from HOS computations are stored for further use. The pseudo-spectral formalism permits the
storage of modal coefficients of the quantities of interest that can be reconstructed with a linear
combination of basis functions. The foamStar and foamStarSWENSE solvers shall use these
modal coefficients to reconstruct the incident wave information on their mesh. The modal am-
plitudes are first transformed onto uniformly spaced discretized points by IFFT, and then a
B-spline interpolation scheme is used to interpolate into the solver’s mesh. This interpolation
is needed as HOS simulation used fewer points per peak wavelength than required for CFD
solvers. One of the consequences of the interpolated velocity field is that it has a large diver-
gence, which breaks the boundness of the VoF field and causes instability problems, especially
in the foamStarSWENSE (Li et al., 2021b). This instability can be avoided by using interpo-
lation with the zero-padding technique, i.e. introducing additional zero amplitudes modes at
the end of the spectrum, adding extra spatial points, and making the HOS grid finer at the
post-processing stage. With this method, the incident velocity divergence after interpolation is
drastically reduced. The interpolation method mentioned above is made available to the public
in an open-source wrapper program named Grid2Grid (Choi et al., 2017b). Further details on
the Grid2Grid interpolation scheme and its application method are presented in the Grid2Grid
manual.

2.2.4 Solution algorithm

The key steps of the implementation of the above procedures are summarized for both the
DD and FD solvers in this section.

2.2.4.1 foamStar

The foamStar algorithm between each time step is as follows.

— Wave generation and absorption in the relaxation zone are updated based on the weight
function Eqn.(2.110)

— The fluid equations (Eqn.(2.98), (2.101), (2.104)) and VoF (α) equation Eqn.(2.5) are
solved in PIMPLE algorithms (SIMPLE+PISO supplied with OpenFOAM)

— The body motion (floating body) is solved (Eqn.(2.34),(2.36)) along with mooring equa-
tions (Section 2.1.4.3) and the computational mesh is updated accordingly (Eqn.(2.39))

— After solving for VoF (α), it is relaxed in the relaxation zone to impose the target values.
Thus, the fluid velocity is also relaxed in the relaxation zone at the end of PISO

— If there is a turbulence model, it will be solved at the last step in the algorithm.

Figure 2.16 explains the detailed implementation of the mentioned algorithm in the two-
phase solver foamStar.

62



2.2. Numerical formulations

2.2.4.2 foamStarSWENSE

The structure of the foamStarSWENSE solver solves the subsequent algorithm in its conser-
vative form (Section 2.1.2.1) between each time step.

— At the beginning of the time step, the incident wave properties uuuI and pI are updated from
potential wave solvers and mapped on the CFD mesh. The total velocity is reconstructed
with uuu = uuuI + uuuc

— Initiating PIMPLE, the body motion (floating body) is solved (Eqn.(2.34),(2.36)) first
along with mooring equations (Section 2.1.4.3) and the computational mesh is updated
accordingly (Eqn.(2.39))

— The VoF field (Eqn.(2.25)) is solved and the modified incident wave pressure is updated
with new density and viscosity field Eqn.(2.6).

— In the PISO loop, the complementary velocity field is solved from Eqn.(2.106) first (the
momentum prediction step). Secondly, the complementary pressure is solved (Eqn.(2.108)).
The pressure field corrects the flux of the complementary velocity (Eqn.(2.109)). After the
correction, the flux is used to reconstruct the complementary velocity field at the cell
centre.

— The solution is then blended to the target values in the relaxation zones to attenuate the
complementary waves in the far-field (Eqn.(2.110)).

— In the PIMPLE loop, outer nonlinear iterations are made to achieve convergence of the
VoF, the velocity, and the pressure before moving to the next time-step.

2.2.5 foamStar/foamStarSWENSE-MoorDyn coupling

MoorDyn is coupled to the foamStar/foamStarSWENSE solver in two way coupling approach
where the information between the solvers is passed at each time step, and each solver will
influence the solutions of the other. The core functions in MoorDyn are compiled into a shared
library to use the dynamic loading of the functions inside the foamStar/foamStarSWENSE.
Generally, there are two ways of coupling between the solvers that can be adopted (Beazley et al.,
2001; Lee et al., 2021), tight and loose coupling. Each solver is solved separately in the loose
coupling, and some variables are exchanged between the solvers. Also, it can adopt different time
step sizes for each solver. However, in the tight coupling, both the solvers save all the variables
and data in the common coupled solver, and each solver composes its own governing equation.
The present work has adopted the loose coupling between the foamStar/foamStarSWENSE and
MoorDyn. The coupling procedure follows three phases: initialization, information sharing, and
closing.

Initialization phase: Before the time loop begins, the solvers are being set up, and the
mooring system is created. An initialization function is then called calculating its initial condi-
tions based on body position specified by the equation of the motion.

Information sharing phase: As time progress, foamStar/foamStarSWENSE transfers the
six degrees of freedom displacement (qqq,θθθ), velocities (q̇, ω), and current timestep size into the
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MoorDyn 

Update the motions of the 

mooring line fairleads

Compute the force and 

moments exerted by the 

mooring on the SPAR

Compute the 6DOF 

motions and velocities

Adding the Mooring forces and 

moments to the external forces

foamStar 
Running in Prototype scale

Running in model scale

Scaling up

Scaling down

t + Δt

Figure 2.15 – Flow chart of the short algorithm between the foamStar (in model scale) and
MoorDyn library (in prototype scale). hydrodynamic

MoorDyn. MoorDyn calculates the fairleads’ position, velocities, and accelerations based on the
input. Along with that, the mooring system tensile load and restoring forces are calculated and
shared with the foamStar/foamStarSWENSE as one of the external forces [QQQe,M ]. Then the
foamStar/foamStarSWENSE calculates the platform motions, accelerations etc., and the loop
continues till the last time step.

Closing phase: The last stage releases the variables and memories used to calculate the
tensile load of the mooring system after the end of calculations.

It should be noted that foamStar/foamStarSWENSE uses a body reference system (Rb) for
its governing equation, and MoorDyn uses an inertial frame of reference (R0) for its governing
equation. Hence, body displacements and velocities are transferred to the inertial reference frame
at each timestep and mooring tension to the body reference frame. The detailed framework of
the coupling procedure is shown in the Figure 2.16.

Although MoorDyn is simple in concept, its practical implementation can be difficult, as it
is sensitive to the input parameters chosen, causing numerical instability (Paduano et al., 2020).
Similar instability is observed in the present study when working with the mooring properties on
experimental model values. However, using the prototype values shows that numerical instability
can be avoided. Hence the mooring properties used in the experiment are modified to prototype
values using Froude and Cauchy scaling. The final updated system of coupling considered is as
shown in Figure 2.15, wherein the mooring analysis will be carried out in prototype conditions
for motions and velocities and the computed forces are scaled-down and coupled with the CFD.
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Chapter 3

FOCUSING WAVE INTERACTION
WITH FIXED CYLINDER

Since offshore renewable energy became widely exploited in the last few decades, scientists
and engineers have been paying more and more attention to offshore monopiles as a crucial foun-
dation concept. Offshore monopiles (i.e. hollow cylinders) are frequently exposed to the harsh
ocean environment and typically have a significantly larger diameter than other pile foundations.
The advancement of numerical techniques has recently been used to solve such a complex inter-
action with the cylinders (Sriram et al., 2021c; Toedter et al., 2021; Zeng et al., 2021; Kamath
et al., 2016). Although simple regular and irregular waves over the cylinder have been studied for
a long time, steep or extreme waves interactions with cylinders is still a topic of active research.
The focusing wave is widely recognized as one way of representing the extreme waves at sea,
that can be generated easily in both experimental and numerical studies. The linear and second-
order wave theories often used in routine design may not be sufficient for a reliable assessment
since focusing waves sometimes entail considerable nonlinearity. The interaction between a fixed
cylinder and NBR and BR focused waves, which has received much attention recently (Sriram
et al., 2021c; Agarwal et al., 2021a) was chosen to validate the numerical models in this chap-
ter. There are two parts to this chapter, (a) The NBR focused wave interaction with the fixed
cylinder, and (b) BR focused wave interaction with the fixed cylinder. This chapter presents a
first verification and validation (V&V) of foamstar and foamstarSWENSE in the case of a fixed
structure subjected to focused waves. This part consequently does not include the mooring or
rigid motion modules. However, it presents an inter comparison and conclusion on the respective
efficiency of both approaches.

The overall structure of the chapter is as follows. First, the experimental setup and details
are discussed, followed by NBR and BR focusing wave generation and validation. The NBR
focusing wave interaction with the cylinder is detailed and validated in the next part of the
following section, and the interaction of the BR focusing wave with the cylinder is presented
in the last section. Also, the comparative discussion summarises and compares the efficiency of
each coupling approach and improvements needed are discussed.

3.1 Experimental set-up

The experiments performed in the Schneiderberg wave flume at Leibniz University of Han-
nover, Germany, by Sriram et al. (2021a) are used for the present study. Both NBR and BR
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Chapter 3 – FOCUSING WAVE INTERACTION WITH FIXED CYLINDER

focused waves interaction with the cylinder are examined during the experiment. The labora-
tory measurements on focusing wave interactions with a fixed and moving cylinder have been
released for a comparative study between different numerical models (Agarwal et al., 2021a;
Sriram et al., 2021c). The tank has dimensions of 110 m, 2.2 m, and 2 m as length, width and
depth, respectively. The flume was filled with fresh water to a depth of 0.7m. The cylinder of
interest is made of aluminium and has a diameter of 0.22 m, a length of 1.025 m with a 12 mm
wall thickness, which represents a scaled-down model of a monopile that corresponds to the Al-
pha Ventus wind farm in the North Sea, off the coast of Germany. The variations in free-surface
elevation along the tank are measured using seven resistance type wave gauges (WP1-7). The
probe WP1 was placed close to the wavemaker (x = 5.327 m from HOS origin in R0 frame),
three-wave gauges (WP2-4) were placed at x ≈ 18 m from the wavemaker. Similarly from HOS
origin in R0 frame (Section 2.1.4.1), the three other wave gauges (WP5- 7) are centred around
the cylinder (x = 25 m) with WP5 placed at x = 24.445 m, WP6 at x = 25 m and WP7 at
x = 25.625 m respectively. The probes position in R0 frame with respect to the CFD origin are
at −0.445 m (WP5), parallel to the origin (WP6), and 0.625 m from the origin (WP7). Typical
representation of the probes and the experimental domain is shown in the Figure 3.1. Details
about the location of wave gauges are also given in Table 3.1.

Figure 3.1 – Typical representation of the experiment, HOS-NWT and of CFD zone along with
the description of wave probes (WP) and pressure sensors (PP) (not drawn to scale)

Eight pressure transducers were placed across the surface of the cylinder to monitor the
time-varying and impulsive pressures caused by the waves (Table 3.2). PP1 is the lowest and is
situated at a distance of 0.415 m from the bottom of the flume, with PP1-5 being positioned
at 0◦, encountering the incident waves at constant vertical spacing’s of 0.1m. The final three
transducers (PP6-8) are positioned at the same level as PP3 (0.615 m from the flume bottom)
but are orientated in circumference at 20◦, 90◦ and 180◦ around the cylinder. A force sensor
positioned at the cylinder’s top bearing and tightly fastened to the steel frame in the flume

68



3.1. Experimental set-up

Wave probe
X from HOS origin

in R0 frame
(m)

Y from HOS origin
in R0 frame

(m)
WP1 4.975 0.015
WP2 13.928 0.015
WP3 14.178 0.015
WP4 14.428 0.015
WP5 24.31 0.275
WP6 24.88 0.275
WP7 25.585 0.275

Table 3.1 – Details about the wave gauge locations in Experiment

was used to measure the total horizontal inline force acting on the cylinder. In order to capture
the highly short-term pressures and loads generated by steep waves on the structure, the wave
elevation was recorded at 100 Hz, while the pressure and inline force were captured at 9600 Hz.

Pressure
probe

Vertical
location

(m)

Angular
Position (o)

PP1 0.415 0
PP2 0.515 0
PP3 0.615 0
PP4 0.715 0
PP5 0.815 0
PP6 0.615 20
PP7 0.615 90
PP8 0.615 180

Table 3.2 – Pressure sensor locations on the cylinder

Case fc (Hz) ∆f/fc f1 (Hz) tf N Ga

NBR focusing wave 0.68 1 0.34 38.0 32 0.002
Note: fc, center frequency; ∆f , frequency bandwidth; tf , focusing time; N,
number of wave packets; Ga, amplitude gain parameter

Table 3.3 – Tested wave packet characteristics

The experimental results in this Chapter (NBR and BR focusing wave) correspond to the
wave characteristics, as shown in Table 3.3, which have been generated based on the second-order
wavemaker theory (Sriram et al., 2015). A superposition of 32 (N) wave packets with constant
steepness (S = aiki where i ∈ [1 : N], S is determined from S = πGa, where Ga is the amplitude
gain parameter) generate the focused wave. The wave packet frequencies ranges from f1 = 0.34
Hz to fn = 1.02 Hz with the center frequency (fc ) and bandwidth (∆f ) is fc = ∆f = 0.68 Hz.
Accordingly, in intermediate depth (kcd = 1.453), the focused wave spectrum is broad-banded.
The second-order wavemaker theory was used to prescribe the wavemaker motion to restrict the
generation of spurious waves. The amplitude gain parameter was adjusted to Ga = 0.003 for
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Chapter 3 – FOCUSING WAVE INTERACTION WITH FIXED CYLINDER

generating breaking focused waves.

3.2 Verification and validation of focusing wave only simulation

The primary requirement for any WSI simulation is an accurate wavefield reproduction. The
HOS wave generation and propagation of both NBR and BR focusing waves are discussed in
this section’s first part. Then NBR focusing waves generation with validation in foamStar, and
foamStarSWENSE is presented in the second part. The third part of the section discusses the BR
focusing wave generation and propagation in foamStar. The SWENSE approach’s investigation
for the breaking wave model necessitates a full reevaluation of its formulation. Therefore only
foamStar is being evaluated for breaking wave scenarios.

3.2.1 HOS-NWT : Wave reproduction using Time Reversal

In the HOS-NWT, waves can be generated with user-defined amplitude, phase, frequency,
and propagation angle for monochromatic regular waves and user-defined spectrum and wave
characteristics for irregular waves. HOS-NWT can also generate waves using the experiment’s
recorded wave maker motions. Although the latter would be ideal for the current situation, the
wave maker motion was instead generated using the Time Reversal (TR)technique in order to
reduce the uncertainties related to experimental generation. The accurate reproduction of the
incident wavefield is achieved thanks to the TR methodology applied to the reproduction of
waves in water tanks (Chabchoub and Fink, 2014; Ducrozet et al., 2016b, 2020). The method’s
main idea is to make use of the time-symmetry of the physical laws of conservative systems,
such as wave propagation. The TR method results in a simple way to reproduce any temporal
free-surface profile at an arbitrary location in a wave tank.

This two-step procedure uses a target free surface elevation ηt(t) that one wants to reproduce.
In the present configuration, the wave-only experimental measurement of the wave gauge at the
focusing location was used. The first step uses this temporal elevation to generate the wavefield
in the tank, which was measured at the target location xt. The measured signal ηm(t) is time-
reversed and generated in the same wave tank during a second step. Due to the time-invariance of
the governing equations, it is expected that the target free-surface elevation ηt(t) was reproduced
at the target location xt. This is validated for the NBR and BR focusing waves in HOS-NWT
and is presented after the numerical setup adopted is discussed in the following subsections.

3.2.1.1 Numerical setup

The computational domain for HOS was made similar to the experimental tank dimensions,
with a 0.7 m water depth (Section 3.1). Only the length of the domain was reduced to 50 m (in
the experiment, it is 110 m) as the focusing point is set to nearly 25 m, and a longer domain
is not necessary. The wave absorption in the HOS-NWT is provided by a numerical beach that
prevents the reflection from the opposite wall. The study’s wave probes (WP) are identical
to those of the wave flume mentioned in the experimental setup (Table 3.1). Regarding HOS
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3.2. Verification and validation of focusing wave only simulation

parameters, Nx is the number of points in the domain that controls the spatial discretization of
the HOS-NWT. The Nx is linked to the maximum wavenumber in the spectral method as (kmax).
In an irregular non-breaking sea state, the ratio (kmax/kp) has a typical range of 20-30. In the
present study, the ratio is maintained at 25, and the order of non-linearity of HOS is fixed to 5.
The wave is generated by loading wave paddle motion from the TR study as input of HOS-NWT
for a direct comparison to experiments, and the Tian model is used to account for the BR wave
case. Definitions and recommended values for the breaking model are similar to values given in
Seiffert et al. (2017); Seiffert and Ducrozet (2018); Tian et al. (2012). This ’classical’ choice of
parameters should ensure an accurate description of the wave field evolution in HOS-NWT. A
constant phase shift observed in the experiment is 0.14 s (Sriram et al., 2021c). This may be
attributed to the trigger at use for the recording during experiments that possibly experienced
such a small time delay, and this shift is corrected in the numerical results. The results for NBR
and BR focusing waves are presented one after each other in the following subsections.

3.2.1.2 HOS validation : NBR focusing wave

Figure 3.2 shows the results of the TR validation technique for HOS-NWT using wave probe
WP6 (the focusing point) in comparison to the experiment (Figure 3.2a, and Figure 3.2b zooms
in near the focusing time window). The accuracy of the methodology is fulfilled, but some minor
discrepancies were observed which can be attributed to the probe vibrations after impact in
this configuration. Cross correlation analysis of the results from the experiments and the HOS
probes WP5, WP6, and WP7 is used to quantify this. It has been found that there is some
difference between the HOS and experimental results; the average observed coefficient value is
0.991. As HOS input is the feeder to the DD and FD-based solvers, this difference will also be
visible in waves generated inside the CFD. Nevertheless, this difference is not too significant
to be concerning, which could result from experimental uncertainty (Sriram et al., 2015). This
NBR focusing wave generated with nonlinear potential flow solver will be used into the foamStar
and foamStarSWENSE solvers for their wave requirements.

3.2.1.3 HOS validation : BR focusing wave

The location of the WP 6 probe, which is 25 m from the HOS origin in the R0 frame, is
the focusing point of breaking in the spatial domain. Additionally, in the temporal domain,
the HOS time window’s focusing time would be nearly 38.2 s. The wave elevation comparison
at wave probe WP1 near the paddle and WP5 to WP7 near the cylinder location are shown
in Figures 3.3b to 3.3d. Figure 3.3a shows overall excellent agreement, except in the two peak
troughs surrounding the largest wave. The probe WP5 reveals a little difference between the
experiment’s maximum amplitude and HOS at the focusing point, as well as changes beyond the
focusing event. Cross-correlation analysis is used to quantify this, and the resultant coefficient
is 0.988 when compared to the experiment’s result. Figure 3.3c indicates very good agreement
of the focused wave profile, including the preceding and following troughs. As expected, some
discrepancies are observed after the focused breaking wave passes, which may be attributed to
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Figure 3.2 – Validation of Time Reversal(TR) principle of focusing wave generation with Ex-
perimental results

Items Value
Depth, d (m) 0.700
Diameter of cylinder (D)(m) 0.22 m
2D CFD NWT(m) length X depth 2.75 X 1.4
Freesurface refinement zone depth(m) 0.44

Table 3.4 – Physical properties for numerical computations

the breaking model that does not simulate the whole complexity of breaking waves and also
the vibration of wave gauges (high-frequency waves observed after t=40 s) which could not be
avoided in experiment. This is also proven by the correlation coefficient of 0.99 and the WP7
probe, which is almost 0.988. These outcome ensures an nearly accurate and efficient solution
to the breaking wave problem from the potential solver, and this HOS wave’s surface elevation
and velocity will be provided at the inlet zone of the foamStar solver for its wave generation.

3.2.2 Numerical setup for foamStar/foamStarSWENSE

The validation of the wave generation and propagation simulations in CFD was carried
out in a 2D NWT to determine the most appropriate parameters for the solvers. Here the CFD
represents both the foamStar and foamStarSWENSE solvers. The two dimensional CFD domain
was 2.75 m ×1.4 m (length × height) to maintain the similar domain for the next wave-structure
interaction study.The foamStar solver, which simulates the wave system, needs fine meshes to
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Figure 3.3 – Comparison of time series of the wave profile at near the paddle (WP1) and near
the focusing point (WP5,WP6,WP7) along with cross correlation comparison with experiment

propagate the wave accurately. Instead, incident wave propagation in the foamStarSWENSE
solver is much easier as wave models explicitly give incident waves (Section 2.2.3.1). This incident
focusing wave modelling is intentionally designed to test the stability and accuracy of the solvers.
Since both solvers are relying on HOS for wave generation, the HOS wave is validated first
(previous section, Section 3.2.1), followed by a discussion of other parameters that are required
for both the solvers in this section. Other domain parameters are shown in Table 3.4 and the
typical computational domain are shown in Figure 3.4. The figure shows that in the coupling
section, the focusing wave is generated in HOS-NWT and is coupled with CFD NWT using
Grid2Grid (Section 2.2.3.1).Similar setup of WP5 to WP7 as studied in HOS validation is
maintained in both the solvers here (Figure 3.4). The CFD computed focusing wave, and other
parameters were compared and validated using these wave gauge measurements. Each inlet,
outlet relaxation zone, and free surface (FS) refinement zone will be addressed in their respective
sections.
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xHOS

zHOS

xCFD

zCFD

Inlet Outlet

d

WP5 WP6 WP7

FS refinement
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01

Ϛ

xInlet

Ϛtarget

0 1 xOutlet

ϚCFD

Ϛ
ϚCFD

LHOS/Experiment

Linlet Loutlet

LNS/SWENSE

Wave Propagation

Figure 3.4 – 2D NWT computational domain for parametric studies with representation of HOS
and CFD (NS and SWENSE), d represents the water depth

3.2.3 Non breaking focusing wave modeling

In order to assure accurate wave propagation in the CFD domain (foamStar and foamStar-
SWENSE) and to obtain excellent interaction with the structure later, the NBR focusing wave
will be examined for various CFD parameters in this section. The parameters investigated in
the present section are as follows:

— Influence of mesh size and time step on wave propagation

— Influence of different HOS initiation time

— Influence of relaxation zonal length

— Influence of cell ratio between free surface zones and outer zones (Figure 3.4)

Recalling the wave characteristics, the wave considered for validation is a unidirectional fo-
cusing wave group consisting of 32 wave components and the frequencies of the wave components
range from fl = 0.34 Hz to fu = 1.02 Hz. In the present work, based on transient zero-crossing
wave period (T) measured for this focusing wave study (as 2.08 s) and maximum amplitude
height (ηmax) as 0.21 m, the transient wavelength is evaluated using linear dispersion relation.
This transient wave length and maximum height values will be in the following parametric
studies.
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3.2.3.1 Influence of mesh size and time step

Co0.1 Co0.25 Co0.5 Co0.75 Co1
0.96
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0.99

1

(a) For different Re and Co : foamStar

Co0.1 Co0.25 Co0.5 Co0.75 Co1
0.96

0.97

0.98

0.99

1

(b) For different Re and Co : foamStarSWENSE

Co0.1 Co0.25 Co0.5 Co0.75 Co1
0.992

0.994

0.996

0.998

1

(c) For same Re at different Co : foamStar and foamStarSWENSE

Figure 3.5 – Comparison of focusing wave generated in foamStar and foamStarSWENSE with
HOS wave for different cell based Reynolds numbers and Courant numbers (Re and Co)

The computational meshes and time steps were examined to understand their influence on
the focusing wave generation. Mesh parameters are identified in terms of lateral spacing ∆x,
vertical spacing in the free surface zone ∆z and time step ∆t. With the analytic wave fluid
velocities, representative cell-based Courant numbers (Co) and cell-based Reynolds numbers
(Re∆) (Choi, 2019) can be defined as

Co =
√
Co2

x + Co2
z, Re∆ =

√
Re2

∆x +Re2
∆z

where
Cox = uwave∆t

∆x ,Coz = wwave∆t
∆z ,Re∆x = uwave∆x

ν
,Re∆z = wwave∆z

ν

uwave and wwave are the maximum horizontal and vertical velocity, in this case at the focusing
point it is 1.4 m.s−1 and 0.5 m.s−1 respectively which is taken from HOS-NWT output. The test
matrix for this study is given in Table 3.5. The aspect ratio of one was maintained for all the
cases and varied the cell size from Re 1.13 104 to 1.13 105. For each Re, different Co are tested
for both the foamStar and foamStarSWENSE solver. The solver’s wave probe at the focusing
location is compared to the reference signal which is the HOS-NWT, at the same location using
cross correlation (Eqn. (2.57)), and the outcome is shown in Figure 3.5a and Figure 3.5b for
foamStar and foamStarSWENSE respectively. The comparison in Section 3.2.1 shows that there
are slight differences between HOS and experiment results that led to the decision to use HOS-
NWT as a reference set of results. Another reason is that the HOS wave is what the solvers
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TestCase
Name

Cell Reynolds
number (Re)

Cell Courant
number (Co)

Number of cells
per transient (λ)

fsRe1e5,SwRe1e5 1.13 105 1 0.75 0.5 0.25 0.1 30
fsRe8e4,SwRe8e4 8.52 104 1 0.75 0.5 0.25 0.1 40
fsRe5e4, SwRe5e4 5.68 104 1 0.75 0.5 0.25 0.1 60
fsRe3e4, SwRe3e4 2.84 104 1 0.75 0.5 0.25 0.1 120
fsRe1e4, SwRe1e4 1.13 104 1 0.75 0.5 0.25 0.1 300

Table 3.5 – Mesh and time discretization based on cell based Re and Co for the convergence
tests. fs stands for foamStar and Sw stands for foamStarSWENSE

foamStar/foamStarSWENSE are taking as an incident wave, and hence it will be appropriate to
use that as a reference wave other than experiment results for this parametric study. Thus, HOS-
NWT is chosen as a reference result for cross correlation comparison for this study and other
parametric investigations in this section. The first figure illustrates the foamStar cross correlation
with HOS, and in almost all the cases, the efficiency of foamStar increases when refining the
mesh and downsizing the Co. The highest accuracy is observed for mesh fsRe3e4 and fsRe1e4 in
the order of 0.99 − 0.995. The second figure highlights the foamStarSWENSE correlation with
HOS for different Re and Co. A coarser mesh in the foamStarSWENSE (SwRe8e4, SwRe1e5)
even has a good accuracy (0.995 − 0.998), matching with the finest mesh coefficient results
in the foamStar. This is also proven in Figure 3.5c, that temporal variation for the same mesh
configuration between foamStar and foamStarSWENSE shows that the SWENSE solver achieved
similar good accuracy for all the temporal variation. In contrast, foamStar solver proves to be less
accurate even with the highest refined timestep of Co 0.1. For a finer mesh, foamStarSWENSE
converges towards the same value, even for a small timestep. These cases prove the essential
advantage of the SWENSE method, i.e., allowing the use of coarse mesh to simulate incident
waves: foamStarSWENSE solver can use a grid 2−4 times coarser than that of foamStar (in each
dimension) to achieve the same accuracy for the application of incident waves. The less accurate
results seen for fsRe1e5 at a Co of 1 appear to have a 40% amplitude loss at the focusing point,
but it appears to fit neatly with the wave in the total duration time (total simulation time 5 s),
therefore takes the value of 0.97. Given the facts, mesh Re5e4 to Re1e4 for cell-based Co less
than 0.25 achieves an accuracy better than 0.99 in both solvers and will be studied further in
the WSI investigation in the presence of structure (Section 3.3.1).

3.2.3.2 Influence of HOS initiation time

The duration of the wave recorded in the reference experiment is 85 s, with the focusing time
at 39 s (see Figure 3.2b). However, because the WSI’s residual effects beyond the focusing time
are of limited interest in this investigation, the HOS duration was set to 50 s. Simulating this
long duration in CFD would be computationally very costly as the time step requirement is also
very fine to capture the focusing wave. It should be noted that focused waves are localized in
time, and energetic frequency components are only in the zone of interest after a specific time.
Since the CFD domain is small, it is interesting to optimize the initiation time only for the
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Figure 3.6 – Comparison between focusing wave generated in the foamStar and foamStar-
SWENSE domain for different HOS initiation time

focusing time. Because of the coupling advantage, the simulation can be adjusted to start at a
random time in the HOS time scale rather than at 0 because that will be the first timestep in
the CFD to initialise the domain. To understand its influence, four test cases were considered

— Case 1 - 3 s simulation starting at 37.5 s to 40.54 s

— Case 2 - 3 s simulation starting at 39.5 s to 42.5 s

— Case 3 - 5 s simulation starting at 37.5 s to 42.5 s

— Case 4 - 50 s simulation starting at 0 s

The wave probe at the focusing location WP6 is compared for these four test cases, and
the results are illustrated in Figure 3.6a for the foamStar solver and in Figure 3.6b for the
foamStarSWENSE solver. To understand the time influence at the scale of numerical duration
itself, the vertical and horizontal axes are preserved as dimensionalized ones. Similarly, vertical
scale non-dimensioning is also difficult in each case since peaks also vary for different cases. The
results show that the simulation duration has no significant effect, whether it be 50 s, 5 s, or 3
s. But since it is a localised wave, it is important to generate the wave before the focusing point;
hence we cannot start the simulation too late (Case 2). Also, no phase difference was observed
in any case tested in the two solvers. Based on the findings, a 5 s simulation with a start time
of 37.5 s was chosen for the 3D interaction study, saving a significant amount of computational
time. Despite the fact that initiating the wave in between will cause some initial instability in
the presence of structure, this must be carefully eliminated from the simulation to prevent the
error from propagating inside the solution.

3.2.3.3 Influence of relaxation zone

The inlet relaxation zone blends the velocity and VoF field into the CFD domain from the
HOS domain and also absorbs the reflected/scattered waves coming from the body. As described
earlier, the philosophy of generating waves is different in foamStarSWENSE ; subsequently, only
the foamStar solver was studied for this parameter. Choi et al. (2018c) suggested the length
of the inlet (LInlet) zone should be 1-1.5 times the wavelength in the case of regular/irregular
waves. This yields 30−40% of the cells in the relaxation zone, which increases the computational
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Figure 3.7 – Computational domain for inlet and outlet relaxation zones for different lengths
based on λ (Transient wave length calculated based on transient wave period T)

cost. If LInlet can be reduced, it lessens the number of cells and reduces the computational cost.
For the interaction between a focusing wave and a given structure, a localized wave group of
relatively short time duration will pass through. It is expected that the reflections from the
structure will not affect the focusing wave. Hence, the only objective of the inlet zone is to blend
the focusing wave properly. A study on different LInlet keeping the length of the CFD domain
and outlet zone constant was carried out (see Figure 3.7). The LInlet was measured in terms of
transient wave length (λ) calculated based on the transient wave period T , varying from 0.04λ
to 0.4λ. The wave probe WP6 comparison for these different cases is shown in Figure 3.8a. As in
the work of Hildebrandt and Sriram (2014), throughout the study, the time was normalized by
the transient zero up crossing wave period (T ) measured at the focusing point, while the wave
elevations were normalized by the maximum wave amplitude recorded (ηmax) at WP6. It can be
observed that there is only a marginal influence of less than 0.5% variation in amplitude when
the inlet length is 0.04λ, and no other discrepancy was observed.
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Figure 3.8 – Comparison between focusing wave generated in the foamStar for different relaxation
zone length

The purpose of the outlet relaxation zone is to absorb the incident or scatter waves from the
body. Similar to the previous study, LInlet and length of the CFD domain were retained while
LOutlet was changed from 0.04λ to 0.4λ (Figure 3.7). The results shown in Figure 3.8b prove
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3.2. Verification and validation of focusing wave only simulation

that there is no significant deviation in amplitude and phase and also that there is no reflection.
When comparing computation costs, 0.2λ costs five times less than 0.4λ, and interestingly, 0.04λ
takes ten times less time to compute than 0.4λ for the same accuracy. Hence, short LInlet and
LOutlet of 0.04λ will be used for the subsequent interaction studies, reducing the computational
time further.

3.2.3.4 Influence of cells outside the FS zone
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Figure 3.9 – Comparison between focusing wave generated in the foamStar and foamStar-
SWENSE for different cell size ratio between the zones
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Figure 3.10 – Cross Correlation between numerical wave based different CR setup and HOS for
foamStar and foamStarSWENSE solvers

By altering the cell size at outer zones distant from the free surface zone, the final parametric
study aims to investigate the influence of cell size above and below the free surface on wave
generation (Figure 3.4). For this the Cell size ratio (CR) was set as,

CR = ∆xOut

∆xF S

where FS represents the free surface zone and Out represents the outer zone. Since the aspect
ratio in this study is maintained as 1, cell size in the two directions are the same. For the
requirement of a 3D interaction study at a later stage, four test cases with CR ratios of 1,2,5,
and 10 were examined. Based on the size of cells in the free surface zone, the width of outer cells
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was modified as per CR. Like the earlier studies, the wave probe WP6 at the focusing location
was chosen to investigate the wave variation for both solvers. Figure 3.9a and Figure 3.9b show
that there is almost no influence on cell variation above and below the free surface. The results
are also correlated with HOS and the outcome is depicted in Figure 3.10. The solution is more
accurate at CR1 than in other situations, but the variation is too small to be a concern. As a
result, it is important to highlight that the CR variation is kept between 2 to 10, depending
on the mesh type used for the future interaction study (Section 3.3.1). In any case, it has been
proved that this will have no effect or influence over the wave propagation in the present case.

3.2.4 Breaking focusing wave modeling

When the focusing wave train approaches the breaking point, the fluid particle velocity
exceeds the wave crest velocity, leading to wave breaking. The computed free surface profile
during wave propagation at different time instants near the focusing time is presented in Figure
3.11, along with wave probe locations WP5 to WP7. As the waves propagate from where fluid
particle velocity exceeds wave crest velocity, the prominent wave crest becomes almost vertical,
which denotes the onset of wave breaking, as seen in first row in Figure 3.11 . The wave breaking
is embarked by the small water jet at the wave crest, and the profile of the wave crest becomes
highly deformed and asymmetric, with an over-turning motion induced by the wave crest (Figure
3) passing the WP6. The overturning wave crest breaks with an air pocket covering (third and
fourth row of Figure 3.11), referred to as the splash-up phenomenon just before WP7, and
generates another small jet of water in the downstream direction (last row of Figure 3.11)
on WP7. The results for the wave breaking profile are consistent with Kamath et al. (2016);
Aggarwal et al. (2020). Also, a typical wave profile with velocity variation at the breaking time
instant is shown in Figure 3.12. The investigation makes it evident that only on WP5 can
consistent results be obtained until a non-breaking focusing wave can be seen, whereas, in other
probes, a two or three free surface may be visible after focusing time, raising doubts about the
correctness of the wave probe results. So, in this section, parametric studies are conducted using
probe WP5.

HOS initiation time and cells outside the FS zone produce results similar to those of the
NBR-focused wave case in regard to all previous parametric analyses. As a result, these para-
metric studies are not replicated. This section discusses only studies of spatial and temporal
requirements and relaxation zones. They are provided despite behaving similarly to the prior
section as their analysis is based on WP5 rather than WP6, as in the previous section. It should
be noted that only the foamStar solver is investigated in this section because foamStarSWENSE
is not yet able to analyse the breaking wave interaction.

3.2.4.1 Influence of mesh size and time step

This parametric study is similar to study carried out in Section 3.2.3.1, but here to reproduce
the BR focusing wave in the CFD zone. Additionally, a more thorough spatial description is
investigated in order to correctly comprehend the parameters for breaking wave propagation in
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3.2. Verification and validation of focusing wave only simulation

Figure 3.11 – Computed wave profile during the focused breaking wave propagation at different
time instants around the breaking point

Figure 3.12 – Typical 2D focused breaking wave generated in the foamStar with velocity repre-
sentation
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TestCase
Name

Cell Reynolds
number (Re)

Cell Courant
number (Co)

Number of cells
per transient (λ)

fsRe2e6 2.96 106 1 0.75 0.5 0.25 0.1 32
fsRe1e6 1.48 106 1 0.75 0.5 0.25 0.1 64
fsRe7e5 7.41 105 1 0.75 0.5 0.25 0.1 128
fsRe3e5 3.7 105 1 0.75 0.5 0.25 0.1 256
fsRe1e5 1.85 105 1 0.75 0.5 0.25 0.1 338
fsRe9e4 9.26 104 1 0.75 0.5 0.25 0.1 1350

Table 3.6 – Mesh and time discretization based on cell based Re and Co for the focused breaking
wave convergence tests. fs stands for foamStar

CFD. The simulations use a two-dimensional rectangular computational domain, and the waves
travel from inlet to outlet. As a general rule, NS solvers need fine meshes to propagate the waves
accurately. Thirty combinations of mesh size and the time step are tried (see Table 3.6) in terms
of lateral spacing ∆x, vertical spacing in the free surface zone ∆z and time step ∆t. The aspect
ratio of cells in the free surface zone is maintained at 1. The number of cells per wavelength
(∆x/λC) is varied from 32 to 1350 (six Re numbers), and for each case, five different Co are
being tested. Representative cell-based Courant number can be defined by using analytic wave
velocities as mentioned in the Section 3.2.3.1.

37 38 39 40 41 42

-0.2

0

0.2

Figure 3.13 – Typical comparison of time series of the wave profile at (WP5) for test cases
fsRe2e6 to fsRe9e4 with Co 0.1

Figure 3.13 plots the time series of surface elevation for the typical combinations of test cases
from fsRe2e6 to fsRe9e4 mesh types for Co 0.1. HOS wave probe results are used as a reference
results for validating foamStar solutions for the reasons quoted in Section 3.2.1.3. Figure 3.14a
represents the maximum of the cross correlation coefficient as a function of Co for different mesh
sizes (fsRe2e6 to fsRe9e4). Figure 3.14b illustrates the zoomed window to observe the minor
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3.2. Verification and validation of focusing wave only simulation

changes in the previous figure. The figure shows that accuracy increases by refining the mesh
and downsizing the Courant number for almost all the cases. The coarse mesh types (fsRe2e6
and fsRe9e4) showed good convergence when moving from Co 1 to Co 0.1, from 0.58 to 0.88
and 0.74 to 0.95, respectively. Attaining one (a perfect case) looks computationally expensive,
seeing from the case of fsM6. Even the most refined mesh and finest time step (fsRe9e4 at Co
0.1) would reach an accuracy of only 0.995. Hence fsRe3e5 at Co0.1 proves to be economical in
terms of spatial and temporal resolution with an accuracy of more than 0.99 and hence chosen
for the 3D breaking wave-structure interaction study (Section 3.3.2).
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Figure 3.14 – Comparison of Cross correlation coefficient for the wave generated in the foamStar
with HOS wave for different mesh types and Courant number
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Figure 3.15 – Comparison between focusing wave generated in the foamStar for different relax-
ation zone length
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3.2.4.2 Influence of relaxation zone

This part can be seen as a continuation of Section 3.2.3.3 and is tested for similar variables,
except, in this case, the wave is a BR focusing wave. A study on different LInlet keeping the length
of the CFD domain and outlet zone constant is carried out on the medium refined mesh. The
LInlet is measured in terms of transient wave length (λ), varying from 0.1λ, 0.2λ, 0.4λ. Typical
representation of these zone with the domain can be seen in Figure 3.7. The surface elevation
comparison at wave probe WP5 for these different cases is shown in Figure 3.15a. It is readily
apparent qualitatively that there is no apparent visual difference between the test cases as shown
in the Figure 3.15a. The same coefficient and range of fourth or fifth decimal variation in the
cross-correlation results (Figure 3.15c) demonstrate that this insignificant difference between
test results and HOS data for WP5 is negligible to be a concern.

Similar to the previous study, promptly retaining LInlet and length of the CFD domain and
changing LOutlet from 0.1λ to 0.4λ has been carried out. The results as shown in Figure 3.15b
and 3.15d proves that there is no significant deviation in amplitude and phase and also that
there is no reflection observed. Hence, shorter LInlet and LOutlet of 0.1λ will be used for 3D
breaking wave-structure interaction study (Section 3.3.2).

3.3 Focusing wave interaction with fixed cylinder

The previously validated unidirectional focusing waves (NBR and BR) are now studied dur-
ing their interaction with a fixed cylinder. Pressure across the cylinder and induced force are
also compared with experimental findings for both solvers, in addition to comparing the wave
elevation. The NBR focusing wave interaction with the cylinder is covered in the first part of the
section, and the BR focusing wave interaction with the cylinder is covered in the second part.

3.3.1 Non breaking focusing wave interaction with cylinder

(a) Before interaction (b) During interaction (c) After interaction

Figure 3.16 – Typical interaction of focusing wave on the fixed cylinder and its velocity descrip-
tion over the flow field

Focused wave-structure interaction as a three-dimensional simulation is performed with a
vertical circular cylinder in a NWT. The interaction modifies the kinematics and the flow field
around the cylinder as shown in Figure 3.16. The figure shows the free surface with velocity
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magnitude when the focused wave interacts with the cylinder for different time instants for a
typical case. First, the focused wave crest interacts with the cylinder causing a rise of water
level in front of the cylinder. Thus velocity around the cylinder increases in the vicinity of the
cylinder. Second, the focused wave impacts the cylinder, resulting in increased water levels on
both sides of the cylinder.Small water jets aligned with the backside of the cylinder in the wave
direction are formed on the downstream side by the collision of separated wavefronts that were
formed behind the cylinder.

3.3.1.1 Numerical set up

The CFD domain is placed inside the HOS domain (same domain length as in section 3.1),
where viscous effects play a significant role near the structures. The diameter of the cylinder
(D) is 0.22 m. The length of the CFD domain was set at 2.75 m (12D -including 0.04λ for the
inlet zone and 0.04λ for the outlet zone, see section 3.1). The width and water depth of the CFD
domain are the same as those of the experimental domain, with the only difference being the air
zone above FS of 0.7 m. Note that here, CFD represents both the NS and SWENSE domain.
The overall computational domain is shown in Figure 3.1.

Figure 3.17 – Mesh configuration of three levels Coarse, medium and fine mesh with refinement
ratio of 2 for each case and Mesh 4 without free surface refinement to investigate the performance
of SWENSE

Finally, to perform a convergence study, three different mesh configurations with different
discretization levels were generated using the OpenFOAM utility SnappyHexMesh. The grids
were generated as an unstructured mesh but control was established over the mesh growth with
a refinement ratio (r - refer Section 2.1.6.2) of 2 . The refinement ratio is nothing more than a
comparison of the average spacing between grids 1 and 2. The free surface zone was similar to the

85



Chapter 3 – FOCUSING WAVE INTERACTION WITH FIXED CYLINDER

Table 3.7 – Test Matrix and its nomenclature for fixed cylinder interaction with NBR focusing
wave

Mesh TimeStep (s) Co TestCase
(Nomenclature)

Mesh 1 (M1) 0.0001,0.001, 0.01 0.003,0.03,0.3 foamStar- fsCo0.3M1..
foamStarSWENSE -SwCo0.3M1..

Mesh 2 (M2) 0.0001,0.001, 0.01 0.007, 0.07, 0.7 foamStar- fsCo0.7M2..
foamStarSWENSE -SwCo0.7M2..

Mesh 3 (M3) 0.0001,0.001, 0.01 0.01. 0.1, 1 foamStar- fsCo0.1M3..
foamStarSWENSE -SwCo0.1M3

Mesh 4 (M4) 0.001, 0.01 0.1,1 foamStar- fsCo0.1M4..
foamStarSWENSE -SwCo0.1M4

results from the parametric studies with three configurations chosen (Re5e4, Re3e4 and Re1e4).
The presence of cylinder alters these configurations sightly, while maintaining them at the same
level of refinement. These configurations will be represented by Mesh 1 (M1), Mesh 2 (M2)
and Mesh 3 (M3) hereafter. An illustration of all these configurations is given in Figure 3.17.
In summary, Mesh 1 (coarse mesh) has 31,248 elements, Mesh 2 (medium mesh) has 226,072
elements, and Mesh 3 (fine mesh) has 1,751,736 elements. An additional mesh Mesh 4 (based
on Re1e5) was made similar to Mesh 3 but without any free surface refinement to investigate
the advantage of the SWENSE methodology. The grid size parameter h (refer Section 2.1.6.2)
for each mesh case is 40 mm, 20 mm, and 10 mm, and their corresponding grid refinement
ratio is 2. The CR ratio is maintained at 2,5,10 for each mesh type respectively (From section
3.2.3.4). In this problem, the discretization for parallel simulations is maintained at 1 CPU for
every 30000 cells for exact comparison in computational cost between the solvers in last section
(Section 3.3.1.3). All the simulations are run with the same residual tolerances and schemes
and simulations were carried out using the cluster (supercomputer LIGER, at Centrale Nantes,
France). In particular, most of the in-house codes are OpenMP or MPI paralleled. Considering
the variation in the number of CPUs (Np) for different test cases, in an attempt to compare
the solvers and mesh types, a CPU effort defined as (Agarwal et al., 2021a) TCP U Ṅp

TSIM
was used.

TCP U is the overall execution time for the simulation and TSIM represents the duration of the
simulation. The Np for mesh types M1,M2,M3 and M4 are 1, 8, 58, 1 respectively. In this way,
the computational cost is comparable between the test cases and solvers in order to understand
the solver efficiency.

Unlike the previous parametric studies (See 3.2.3.1) that used cell-based Co, three unique
time steps of 0.01 s, 0.001 s, and 0.0001 s were investigated for each mesh to investigate the
influence of temporal variation in each solver based on physical Co. This time, however, the
timesteps chosen are based on the outcome of cell-based Co with values below 0.25. As mentioned,
’Co’ in this study is the physical Courant number assessed based on the maximum velocity of
the wave and minimum cell size in the mesh. More details about the test matrix are presented
in Table 3.7. The foamStar and foamStarSWENSE solvers were tested for each combination of
mesh type and Courant number, and the results are reviewed in the following sections.
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3.3.1.2 Results and discussion

This section is split into three parts. The first part compares different mesh combinations with
the finest mesh and its verification in order to propose a temporal problem convergence technique.
The second part compares experimental results with different mesh type combinations. The final
subsection compares the computational efficiency of the two solvers.

3.3.1.2.1 Validation with finest mesh combination - fsCo0.01M3 In order to inves-
tigate the changes in the free surface, pressure and force during the interaction, the numerical
results for different cases are examined. This subsection is divided into two parts. The first part
focuses on foamStar, and the following part is for foamStarSWENSE solver. In each part, along
with wave elevation, pressure and force and its correlation along with grid convergence are also
discussed. Assuming that the finest mesh M3 with the smallest Co (fsCo0.01M3) tends to be the
most accurate, it is considered a reference case for the cross-correlation study with other mesh
types, and the accuracy of the assumption is validated in the following subsection.

3.3.1.2.1.1 foamStar The numerical representation of NBR focusing wave impacts over
the fixed cylinder is presented in the Figure 3.18. The figures are snapped from the simulation at
different time instants around the focusing time (38.6 s to 39.2 s), when the crest of the incident
wave passes the cylinder. The free surface represents the position of the free surface, which is
reconstructed by 0.5 contour of VoF field (α = 0.5). In all the figures the wave travels from the
left to the right. the wave reaches its maximum amplitude at the focusing location, shown as
the run up over the cylinder at 3.18d and its trough at 3.18f.

The numerically captured free surface elevation probe readings are shown in Figure 3.20.
Note that only three wave gauges WP5, WP6 and WP7, fall within the computational domain
and hence are presented . The wavefront before the focusing point, at the focusing point and
after the focusing point is measured by the WP5, WP6 and WP7 probes respectively (See Figure
3.19). For reference purposes, the HOS wave generated in HOS-NWT and experimental results
are also shown. Note that HOS evaluation is without the structure, but the experiment and
CFD results here are with the structure. Most of the mesh types replicate the focused wave
profile precisely, while slight numerical damping is observed only in M1 and M4. The reason is
that coarser free surface meshes are unable to capture the smaller wavelengths in the wave and
leading to slight phase shift across the mesh types. The scattered wave from the cylinder along
with incident wave recorded in WP7 shows certain inefficiency of some test cases to capture
the leeward wave accurately. It appears that only the finer mesh M3 with the finest time step
captures all flow field characteristics with high accuracy. This is proven in the cross correlation
relation presented between the finest mesh configuration fsCo0.01M3 and other mesh types
in Figure 3.20d. When the cross correlation of each wave probe reading is taken, it appears
that the differences between the wave probes readings are almost identical. Consequently, the
mean of all the coefficients was selected for the sake of concision. It should be noted that the
foamStarSWENSE evaluation in the following section follows a similar procedure. The plot’s X-
axis is the computational cost, and it can be seen that the finer mesh has a higher computational
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(a) t=38.7s (b) t=38.8s

(c) t=38.9s (d) t=39s

(e) t=39.1s (f) t=39.2s

Figure 3.18 – Free surface near the fixed cylinder in NBR focusing waves

cost than the coarser ones. The cross correlation number may appear considerably closer to one
because the simulation length taken into account for the comparison is not the peak point but
rather the whole duration of simulation. The meshes M1, M2 and M3 with coarser time steps
have a similar accuracy of approximately 0.991 but reducing the Co improves their respective
accuracies. The increase in accuracy from M1 to M2 is higher than from M2 to M3, showing
that the solution is nearly converged. The mesh type M4 corresponds poorly to the focused
wave because fewer cells are in the free surface refinement region. The one-way DD coupling
is proven to be able to create a good approximation even with the coarsest mesh (fsCo0.1M4)
approaching the accuracy of fsCo0.3M1, fsCo0.7M2, and fsCo1M3 by little temporal refining,
as shown by the mesh’s ability to reach 0.99 with a medium time step. Even yet, the findings
from the mesh types listed are hardly accurate. As already mentioned, the only purpose of this
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Figure 3.19 – Computed wave profile during the NBR focused wave propagation at different
time instants around the focusing point along the wave probe axis line (R0 frame, yy axis)

mesh(M4) is to enable comparison with the performance of the foamStarSWENSE solver which
will be discussed in later sections.

The ability of the different meshes to reproduce the focused wave pressure on the cylinder
is evaluated here by comparing the time variation of the dynamic pressure recorded on the
submerged as well as exposed surfaces of the cylinder (Figure 3.21). The time is normalized
by the transient wave period (T), and the dynamic pressures are normalized by ρc2, where ρ
is the water density and c is the maximum fluid velocity at the focusing point (i.e. 1.4 m.s−1

obtained from HOS). The simulated time histories of the submerged pressure probes (PP2-PP3)
in stagnation point are expected to follow the wave elevation. Accordingly, all the test cases
exhibit similar trends but with similar discrepancies to those observed in the wave elevation
study. A pressure drop is observed for the probes around the cylinder (PP6, PP7 and PP8)
due to flow acceleration and wake effects. Although the free surface refinement is poor in some
cases (M1 and M4), but with very fine refinement around the cylinder, the majority of the
test cases correctly reproduce the pressure loading, as shown in Figure 3.21. There is a small
difference in the simulated pressure peaks in PP4 and PP5 (air probes), which depends mainly
on the accurate wave run-up over the cylinder during the focusing event. Hence the probe PP5
was chosen to study the cross correlation estimation in comparison with the fsCo0.01M3 for
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Figure 3.20 – Wave probe comparison between different Mesh types M1,M2,M3 and M4 with
the foamStar solver

the convergence behavior. From the figure, it can be observed that decreasing the Co number
increases accuracy for all the mesh types. However, refining from a medium to a fine grid has
only a negligible impact on the pressure estimation. Overall, the results are more accurate when
the mesh is refined from M1 (0.99) to M3 (0.999), and it is abundantly evident that the pressure
parameter is approaching towards convergence as the mesh is refined.

The force on the cylinder was also investigated. Figure 3.22 depicts the time history of
the force recorded for each mesh type during the focused wave interaction. In the experiment,
the cylinder experienced the "ringing" phenomenon after impact, which cannot be simulated
numerically as the body is assumed to be rigid. So the time trace is compared only up to impact
and the details after the interaction are ignored. The simulated forces are normalized for the
convenience of comparison with the factor ρgr3, where r represents the radius of the cylinder.
Similar to the wave and pressure results, the test case with less refinement in the free surface
exhibits a discrepancy (the force is over predicted) but further refinement in both space and
time results in a convergent behaviour. The numerical convergence is demonstrated in the cross
correlation (Figure3.22b) as accuracy is improved for each refinement from 0.997 to 0.999. The
mesh type M4 is the least accurate among the mesh types, as shown in the time series. The
associated maximum correlation is 0.992. This demonstrates a crucial point: the coarsest mesh
with the coarsest time step (with 103 s, computational time) can predict the force acting on
the cylinder with a deviation of less than 10%(based on peak magnitude comparison). This
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Figure 3.21 – Pressure time history of the fixed cylinder in NBRfocusing waves for different
mesh types simulated by the foamStar solver
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Figure 3.22 – Force recorded for a fixed cylinder in NBR focusing waves by the foamStar solver
(left) and its correlation coefficient with fsCo0.01M3 (right)
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Figure 3.23 – Extrapolation of coefficient with the Richardson method and its corresponding
convergence for foamStar

highlights the benefit of DD coupling in overcoming the high computational cost required, if the
simulation is solely a CFD problem (for other solvers computational cost on the similar problem
refer (Sriram et al., 2021c)).

The Richardson extrapolation technique was used to verify the grid convergence and verify
that the M3 mesh type as a converged configuration. The convergence was estimated based
on the cross correlation coefficient values obtained for each mesh type (Mesh 1 (M1), Mesh 2
(M2) and Mesh 3 (M3)) under the time step of 0.001s (fixing a time step). The convergence
study was carried out for all the parameters (surface elevation, pressure and force) and the
outcome is presented in Figures 3.23a, 3.23b and 3.23c. The extrapolated coefficient shows that
the coefficients values tend to zero h → 0, which would correspond to infinite mesh resolution.
The extrapolated coefficient from Mesh 2 and Mesh 3 reaches a value of 0.999 for the wave
elevation.The slope between each coefficient is calculated from the cross correlation coefficients
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Figure 3.24 – Wave probe comparison between different Mesh types M1,M2,M3 and M4 in the
foamStarSWENSE solver

and extrapolation coefficient to see if the curves flatten to demonstrate the convergence of the
solution while refining. The slope of convergence from Mesh 1 to Mesh 2 looks to be 0.17%,
and from Mesh 2 to Mesh 3 it appears to be 0.03% (L1 norm). Similarly, between Mesh 3 and
the extrapolated coefficient, the slope is 0.01%. This demonstrates that the solution has already
reached convergence. A similar trend is observed for the pressure, and the only exception is that
accuracy is slightly better.

Lastly, the extrapolated coefficient for force is estimated at 0.9999. The solution for the
force appears to have already converged, since the grid convergence from Mesh 1 to 2, Mesh
2 to 3 and Mesh 3 to extrapolated coefficient (Figure 3.23) is found to be 0.04%, 0.02% and
0.01% respectively. This observation highlights two interesting findings. One is that even the
coarsest mesh has a decent estimation of force and the second is that all the results have already
converged and have a smaller slope than other parameters. The results confirm that an accurate
enough solution had been already found with the finest mesh, justifying the decision to keep
fsCo0.01M3 as a base result for cross correlation. Overall, the study’s observations of wave
propagation, pressure, and force in the cylinder performed reasonably well, and this temporal
problem also exhibited decent convergence behaviour. The computational effectiveness of this
DD coupling is evaluated in Section 3.3.1.3.

3.3.1.2.1.2 foamStarSWENSE This section aims to demonstrate the two-phase foam-
StarSWENSE solver’s ability for focussing wave interaction with the cylinder. Both the mesh
geometry and the wave conditions are analogous to those followed in the foamStar simulation.
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Figure 3.25 – Pressure time history of fixed cylinder in NBR focusing waves recorded by foam-
StarSWENSE for different mesh types
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Figure 3.26 – Force comparison for fixed cylinder in NBR focusing waves between different mesh
types under foamStarSWENSE

Similarly, surface elevation, pressure, and force are compared among different mesh types to
validate the results. The mesh types’ results were cross-correlated with the reference foamstar
results obtained with the finest mesh and time step, namely fsCo0.01M3. This guarantees a
comprehensive comparison between the two solvers. A grid convergence study was also carried
out in foamStarSWENSE to confirm the convergence of the mesh types. The non-dimensional
surface elevation, pressure and force are also identical to those used with foamStar solver.

Figure 3.24a to Figure 3.24c outline the surface elevation for the wave probes WP5 to WP7,
respectively. The mesh types M1 and M4 are numerically damped a little even before interacting
with the cylinder. This difference is observed everywhere, both during and even after interac-
tion with the cylinder, as shown by WP6 and WP7. To recap, one of the main advantages of
foamStarSWENSE is the explicit treatment of incident waves; hence, even a coarse mesh in
the far-field can produce the incident wave information accurately. This is visible in the cross
correlation study since compared with the finest mesh in foamStar, even the coarsest mesh types
M1 and M4 accuracy range is 0.9995 and 0.9985 respectively. This holds good even with the
coarser time step (it was 0.984 in foamStar). This confirms that with SWENSE, the size of
the computational domain and number of cells can be drastically reduced for such problems,
reducing the computational cost. A more in-depth comparison of the solvers will be presented
in Section 3.3.1.3, together with some recommendations.

Figure 3.25 represents the dynamic pressure variation on submerged and surface probes for
different mesh types in foamStarSWENSE. The submerged pressure probes show good agreement
among different mesh types other than specific discrepancies coming from waves. Other than
PP8, the probes around the cylinder in the wake region show good agreement with each other.
The difference arises in PP8, where the formation of water jet occurs as the coarser mesh types
under predict the pressure. A similar disagreement arises in the air probes PP4 and PP5, where
the coarser mesh analysis of the pressure were also under predicting the pressure slightly near
the focusing point in time. The cross correlation coefficient of the pressure probe PP5 is plotted
against computational cost as shown in Figure 3.25h. It can be perceived that refining the mesh
and time improves accuracy and progress towards convergence. The coarser mesh types have an
accuracy range of 0.995. The only exception is mesh M4, which had an accuracy of only 0.985
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Figure 3.27 – Extrapolation of Coefficient with the Richardson method and its corresponding
GCI for foamStarSWENSE

in foamStar, against 0.99 in foamStarSWENSE.
Another relation for force measured among all mesh types is given in Figure 3.26a. The

simulated results agree well among different test cases, and as mentioned earlier, there are some
discrepancies for coarser mesh types. Each time series is compared with the force obtained from
fsCo0.01M3, and the resulting correlation coefficient is shown in Figure 3.26b. The foamStar-
SWENSE solver seems to predict the force closely enough even for the coarser mesh types (M1
and M4). The accuracy of the results is in the range of 0.994 -0.998, and the results clearly show
that reducing the timestep has very little impact on the accuracy, whereas refining the mesh
leads to a good improvement in the results. The Mesh M4 results show a decrease in accuracy
when the timestep is refined because of its slight over prediction of force at the focusing event.

Finally, to verify the convergence for this study, the corresponding Richardson extrapolation
technique was used. Figure 3.27 illustrates the grid convergence and the extrapolated solution
for wave elevation, pressure and force for the foamStarSWENSE cases. In all cases, the extrap-
olated solution derived using Mesh 2 and Mesh 3 parameters is almost 1. Due to the SWENSE
method, the slope between the coefficients seems to be converging in the case of wave elevation
with Mesh 1-2, Mesh 2-3 looks to have 0.03% and 0.01%, respectively, and it approaches the
extrapolated solution with the slope of 0.05% proving the statement. Pressure and force be-
haviour are shown to have a similar pattern. Mesh 1-2 and Mesh2-3 have slopes of 0.14% and
0.013% for pressure and 0.135% and 0.04% for force, respectively. Despite the fact that the slope
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in the force parameter is rather high, it is converged with the slope between Mesh 3 and the
extrapolated coefficient of 0.015%. The Mesh M4 results show a decrease in accuracy when the
timestep is refined because of its slight over prediction of force at the focusing event.

Mesh 1’s refinement around the cylinder is coarser, hence its accuracy coefficient with foam-
StarSWENSE is often much lower than with foamStar (in foamStar 0.999 and foamStarSWENSE
0.9968). However, refining a cylinder for Mesh 2 indicates a significant improvement whereas re-
finement to Mesh 2 in foamStar showed only a minor improvement, indicating that it is already
close to the converged solution. With Mesh 3, the convergence of foamStarSWENSE has been
nearly achieved while foamStar has a already achieved convergence. Only with higher refinement
near the cylinder can foamStarSWENSE make a reliable force prediction. However, even with
the coarser refinement near the cylinder, foamStar ’s force estimation is fairly accurate. This is
illustrated in the next section with a comparison based on computational efficiency.

3.3.1.2.2 Validation with experiments In this subsection, both the foamStar and foam-
StarSWENSE methods are validated by comparing the test cases with the experiment conducted
by Sriram et al. (2021a). The cylinder with all the pressure sensors and wave gauges is the same
as in Figure 3.1. In the previous results and discussion, the experimental time series for surface
elevation, pressure and force obtained on the cylinder were already shown for reference. The
numerical simulation results agree favourably with the experiment but with some differences.
It should also be remembered that above [Section 3.3.1.2.1], the coefficient for all the mesh
types was given in correlation with the finest mesh (fsCo0.01M3) in the foamStar. Now all the
simulated results are correlated with the experimental time series. Figure 3.28 compares the
correlation for wave elevation, pressure and force with foamStar and foamStarSWENSE. None
of the results converge towards one showing the model uncertainty in comparison with the ex-
periment. Wave and pressure converge towards 0.995 and 0.99, respectively and force towards
0.998. The uncertainty between the experiment and numerical simulation can be attributed to
factors such as experimental errors (Sriram et al., 2021a), HOS generated focusing wave, CFD
assumptions (discretization, time scheme, schemes) and so on. Furthermore, the behaviour of
foamStar and foamStarSWENSE is similar to the observations made earlier. The accuracy of
foamStar increases on refining the mesh and time, but foamStarSWENSE shows no drastic im-
provement in wave and pressure accuracy when refining the mesh. An improvement is observed
in the force due to an increase in refinement around the cylinder. Another advantage of the
foamStarSWENSE solver is that on the coarsest grid (M4), the solution accuracy in wave and
force prediction is significantly better than that of foamStar solver on the same mesh. Out of the
two solvers, the foamStarSWENSE model is better in all mesh configurations for accurate wave
propagation inside the computational domain, as it was proven that refining did not improve the
results (Figure 3.28b), which were already converged. As a result, any configuration from M1
to M4 can be chosen with the minimal computational cost for the wave propagation problem.
However, by refining the free surface region in foamStar, the waves improved a lot (Figure 3.28a),
eventually reaching the similar accuracy level as that of foamStarSWENSE. Hence to achieve a
wave profile similar to foamStarSWENSE, either M2 or M3 with less Co must be chosen in the
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foamStar solver. For the pressure observed over the cylinder, the solvers showed only a marginal
accuracy improvement, and no drastic difference was observed (Figure 3.28c and 3.28d). Hence
both models with a finer refinement near the cylinder are good enough to measure the pressure
accurately. Lastly, the appropriate model for force prediction over the cylinder is discussed in
the following section along with its computational cost.
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Figure 3.28 – Comparison of correlations between different Mesh types M1, M2, M3 and M4 of
foamStar (Left) and foamStarSWENSE(right) with experimental data. (From top to bottom)
Wave elevation, pressure and force

3.3.1.3 Computational efficiency

The primary advantage of this hybrid coupling (DD and FD) is faster simulation than the
full/conventional NS solvers while still achieving a comparable level of accuracy. Refer to Section
3.3.1.1 for computational cost estimation procedure and CPU core discretization for all mesh
types. Of the factors examined, including wave height, pressure, and force, only force is a global,
non local quantity that does not change across the medium. Also, the ultimate goal is to create a
numerical model that can precisely predict the forces acting on a monopile or similar structures.
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Figure 3.29 – Correlation between different Mesh types M1, M2, M3, and M4 as well as the
computational cost by comparing force recorded by the solvers foamStar and foamStarSWENSE
with the experiment

Hence, force applied over the cylinder is used to compare the numerical models foamStar and
foamStarSWENSE and the experiment. The comparison for each mesh type is plotted in Figure
3.29 with the computational cost found earlier on one vertical axis and the cross correlation
coefficient on the other vertical axis. The plotline indicates the accuracy in terms of coefficient
in each case, while the bar chart represents the recorded computational cost. Both solvers yield
reasonably accurate answers with minimal errors. The accuracy of foamStar is slightly better
than that of the foamStarSWENSE solver for mesh types M1 and M2 (because of the coarser
grid around the cylinder). The computational cost of foamStarSWENSE is always 1.1-1.25 times
higher that of foamStar for a similar setup. The computational cost of the foamStarSWENSE
solution is slightly higher for the finer mesh M3, but accuracy is comparable to that of the
foamStar solver thanks to a higher refinement around the cylinder. The coarser time step (Co
0.7 and Co 1) foamStarSWENSE prediction outperforms the foamStar prediction in both M2
and M3, demonstrating its advantage. Finally, the foamStarSWENSE mesh M4 shows that
foamStarSWENSE is more accurate than the foamStar solver for a similar setup. Despite the
fact that the computational cost is still larger than that of foamStar, it can be clearly seen that
foamStarSWENSE with this configuration takes 100 times less time to estimate results to obtain
the same accuracy (check M3 - all Co). Hence foamStarSWENSE can be used to make an initial
guess in an industrial estimation of any offshore wave-structure problem at a minimal cost and
with high precision. However, foamStarSWENSE is more expensive than foamStar for similar
meshes and timesteps, a drawback that needs to be investigated in the future.
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3.3.2 Breaking focusing wave interaction with cylinder

The direct modelling of breaking waves is challenging due to the complex nature of the phys-
ical processes, including highly non-linear interactions. Researchers carried several experiments
(Goda, 1966; Arntsen et al., 2013; Wienke and Oumeraci, 2005; Sruthi and Sriram, 2017) that
led to a better understanding of the breaking wave forces. However, the accurate measurement
of velocity and acceleration during the impact is still challenging. Also,literature indicated that
parameters that influence the breaking forces can be breaker type, the distance of the structure
from the breaker location, the shallow water depth that induces breaking etc. In shallow waters,
waves deform as they propagate into decreasing water depth. The effects of the sea bottom and
shoaling are included as additional terms in defining the breaking criteria. But in deep waters,
it is always related to the physical properties of the highest steady wave, which limits the wave
growth and causes breaking. Most numerical solvers develop breaking waves using a plane slope
inside the domain, resembling the breaking phenomenon in shallow water waves (Kamath et al.,
2016; Chella et al., 2015; Aggarwal et al., 2020). But another way of generating breaking waves
is using the dispersive focused wave breaking near the structure as adopted in (Sriram et al.,
2015). This type of wave-wave interaction allows the control of the breaking events location.
Hence, different types of breaking load on the structure can be generated by adjusting the fo-
cusing point. In the present research, the BR focusing wave technique is adopted and validated
for wave generation and propagation in HOS-NWT and foamStar solvers in the Sections 3.2.1.3
and 3.2.4, respectively. This section validates the method to calculate the breaking wave force
on a fixed cylinder using parameters from the previous studies. The surface elevation, pressure
over the cylinder are also measured and validated with the experimental results.

3.3.2.1 foamStar

The three-dimensional simulation of the BR focused wave-structure interaction is performed
with a vertical circular cylinder in a NWT. The interaction modifies the kinematics and the flow
field around the cylinder as shown in Figure 3.30. To understand the figure, a new parameter
th is introduced, where it is the time at which wave impacts over the cylinder. This figure
displays the free surface features with velocity magnitude when the focused wave interacts with
the cylinder for different time instants. Figure 3.30a represents the wave reaching its maximum
height and the wave front is about to start curling. The highly curled wave crest impacts the
cylinder much below the top wave crest level in Figure 3.30b. Figure 3.30c shows the separation
of the incident wavefront and the formation of a semi-circular wavefront meeting behind the
cylinder. The broken wave separated around the cylinder propagates further with a region of
low velocity in the shadow region behind the cylinder. A mildly developed chute-like jet is seen
in Figure 3.30d which is close to its collapsing stage, and this weakly developed chute wave is
seen to rejoin the free surface at some distance behind the broken wave crest in Figure 3.30e.
At last, the broken wave appears to spread over the domain and disrupts the incoming waves,
as shown in Figure 3.30f.

The numerically captured free surface elevation probe readings are presented in Figure 3.31.
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(a) t=th-0.2 s (b) t=th

(c) t=th+0.2 s (d) t=th+0.4 s

(e) t=th+0.6 s (f) t=th+0.8 s

Figure 3.30 – Isometric views of breaking wave interaction towards the cylinder for different
time instant with contour representing the velocity profile in the free surface

It allows us to investigate the changes in the free surface elevations during and after the focused
wave interaction with the cylinder. The figure illustrates the wave elevation and its comparison
with the experimental recordings. It is to be noted that only three wave gauges (WP5, WP6
and WP7) are accessible in the CFD computational domain. To remind the reader, probe WP6
is at the cylinder location, WP5 and WP7 are placed before and after the cylinder location (See
Section 3.1). The present investigation aims to determine the accurate breaking force that occurs
over the cylinder when interacting with focussed breaking waves. In that instance, the primary
necessity for this inquiry is the precise breaking wave generated. Therefore, it follows from the
preceding parametric study (Section 3.2.4) that the fsRe3e5 mesh type combined with Co 0.1 is
an effective combination for producing the precise breaking wave. As a result, this arrangement
is maintained for this 3D WSI, and the results validate our assumption. The numerical results
obtained with the Mesh fsRe3e5Co0.1 for WP5 and WP6 replicate the focused wave profile
with minor discrepancies. The discrepancies are due to the uncertainty between the HOS and
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Figure 3.31 – Illustration of Wave probe comparison between Mesh type fsM4Co0.1 of foamStar
solver and Experiment

experimental results and the missing accuracy from the convergence study reported in the Section
3.2.4. The WP7 displays a considerable difference as the fact that after the cylinder interaction,
free surface dynamics are very complex (Figure 3.30e), and the probe is in the middle of the
foam. The numerical probe is subjected to two to three levels of the mixed free surface which
cannot record the proper surface elevation irrespective of adequate recording in the physical
probe in the experiment.

Next, the focused wave pressure onto the cylinder is evaluated here by comparing the time
variation of the dynamic pressure recorded on the submerged as well as the exposed surfaces of
the cylinder (See Figure 3.32). The simulated time histories of the submerged pressure probes
(PP1-PP3) in the stagnation point are expected to follow the wave elevation. Accordingly, the
mesh-type fsM4Co0.1 exhibits similar trends, but minor discrepancies are observed. A similar
difference exists in simulated peak pressure in PP4 and PP5 (air probes), which depends only on
proper wave run-up over the cylinder during the focusing event. Even probes around the cylinder
(PP6-8) can capture the trend neatly. The slight deviations in the amplitude of the wave elevation
between fsM4Co0.1 and the experiment resulted in the overestimation of pressure amplitudes in
almost all the probes.

Figure 3.33 illustrates the time history of the force recorded for fsM4Co0.1 during the focused
wave interaction. In the experiment, the cylinder has experienced the "ringing" phenomenon
(Saincher et al., 2022) after impact, which cannot be simulated in numerical simulation as the
body is assumed to be rigid. So the time trace is compared only up to impact and ignored
the details after the interaction. The hybrid model could represent the breaking force trend
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Figure 3.32 – Pressure time history comparison for fixed cylinder in BR focusing waves between
foamStar and experiment
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Figure 3.33 – Comparison of the breaking force between Mesh type fsM4Co0.1 of foamStar and
experiment

accurately but with little overprediction of the force in amplitude. It comes directly from the
pressure prediction and the earlier uncertainties mentioned. But assessing the quality of the
numerical model shows that it can treat such a complex problem that is of huge importance in
ocean engineering at maximum accuracy.

3.4 Closure Discussion

NBR focusing wave interaction with cylinder : The domain and functional decom-
position approach based solvers (foamStar and foamStarSWENSE) have been validated in the
OpenFOAM framework based on the focused wave kinematics generated from the HOS-NWT
using the time-reversal technique. Both coupling strategies are currently one-way schemes, im-
plying that information is exchanged from HOS to CFD but not vice versa. Here CFD represents
both the NS/SWENSE solvers. The CFD domain is restricted to the zone where vorticity and
viscous effects are predominant, and a potential flow solver is considered for input waves only.
Initially, both approaches were applied to a 2D NWT to generate a focusing wave from HOS
to CFD. The study has addressed HOS initiation time, relaxation zone, spatial and temporal
requirements, and different cell ratios. It was found that, due to the coupling, HOS initiation
can start immediately before the focusing time and that the simulation does not need to be
started from the beginning. This significantly reduces the computational time by a factor of 10.
Focusing wave’s spatial and temporal requirement in the CFD domain was also explored based
on cell-based Reynolds and Courant numbers. In addition, the problem’s relaxation zone has
been significantly reduced, saving computational cost.

The coupling approach was then applied in a 3D wave-structure interaction study represent-
ing a fixed surface-piercing circular cylinder interacting with the focusing wave. Three different
mesh types (coarse (M1), medium (M2) and fine (M3)) were developed with a refinement ratio
of 2. The cross correlation coefficient was adopted to identify the relative error difference be-
tween the time series, thus taking care of the difference in the wave profile, phase shift and peak
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magnitude. The parameters compared were the wave elevation, pressure over the cylinder and
induced force. The mesh types results were initially compared with the finest mesh combina-
tion (fsCo0.01M3), and a numerical uncertainty study was carried out based on the Richardson
extrapolation. The simulated results were also validated with experimental data. Compared to
addressing a similar subject in the complete CFD problem, both coupling algorithms yield good
agreement with experimental results with slight uncertainties and significantly reduced the CPU
time. Even the coarsest mesh (M1 and M4) of the foamStar and foamStarSWENSE solvers can
predict the forces over the cylinder with a difference of only 10%. The foamStarSWENSE solver
estimates the wave and pressure over the cylinder more accurately on multiple occasions (M3
and M4) than foamStar, but it takes 1.25-1.5 times longer computational time. But one benefit
is that the accuracy of the mesh type without any free surface refinement (M4) in foamStar-
SWENSE achieved accuracy similar to medium mesh refinement in foamStar. This is because
of the explicit treatment of incident waves in SWENSE, even a coarse mesh in the far-field can
accurately produce the incident wave information and also finer refinement near the cylinder.
In no instances, however can the performance of foamStar claimed to be lower than that of
foamStarSWENSE. It consistently produced good results in all types of meshes with a modest
computational cost, despite the fact that refining increased the accuracy of the results. Overall,
the foamStar and foamStarSWENSE solvers performed well for NBR focused wave generation
and interaction with a fixed vertical cylinder.

Breaking focusing wave interaction with cylinder : The CFD based solver foamStar,
in coupling with potential theory-based HOS-NWT (Domain decomposition), is used to simulate
the focused breaking wave interaction with a vertical cylinder. The interaction study is carried as
a two-step procedure. First, the focused breaking wave is validated in both the HOS-NWT and
the foamStar. Also, necessary parametric studies are carried out in two dimensional NWT and
reported. Second, the breaking wave interaction with the cylinder is carried out. The numerical
results for the wave force, the free surface elevation, pressure over the cylinder are compared
to the experiment. The experimental data are from tests carried out at the Ludwig-Franzius-
Institute, Germany, and obtained an excellent agreement. The highlighted things in the study
are the breaking wave model introduced in the potential solver HOS-NWT is tested and the
application of domain decomposition methodology for breaking wave interaction problems. The
study concludes that this hybrid coupled model as NWT can be a valuable tool for evaluating
breaking wave interaction over any offshore or coastal structures, replacing the physical tank’s
difficulties at maximum accuracy.
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Chapter 4

FOCUSING WAVE INTERACTION
WITH MOVING CYLINDER

Bottom fixed offshore wind turbines are generally built in shallow water or intermediate
waters like Walney wind farm (depth ≈ 19 m-23 m), Ormonde wind farm (depth ≈ 17 m-21
m), Alpha Ventus wind farm (depth ≈ 30 m). Although some advantages of deployment and
accessibility come with operating wind turbines in shallow water, the foundation structure must
be built to withstand hydrodynamic loads imposed by both waves and currents. These cur-
rents can alter the wave dispersion, the wave-induced velocities, the shear stress on the seafloor,
and other factors, which affect the wave loading on structures and the wave propagation near
coasts. Due to the action of vortices, hydrodynamic scouring of the structure’s foundation is
a significant phenomena in wave-current interaction (Chen et al., 2020; Welzel et al., 2019). It
is vital to understand this subject since offshore wind farms are increasingly being launched in
shallow water. Also, the dynamic response brought on by a combination of drag, inertia, im-
pact, and aerodynamic loads is another design consideration for structures situated in combined
wave-current fields. An improved understanding of this complicated process and its impact on
structures would be beneficial for engineering applications such as the design of bottom fixed
OWT structures in shallow waters and its protection as well as the evaluation of sediment
transport and coastal erosion.

Currents are commonly generated by wind-driven shear at the air-water interface in shallow
water regions located in windy areas. As Beyer et al. (2017) demonstrated, these so-called
"sheared currents" are not depth-uniform and consequently rotational. It can be difficult to
generate sheared currents in a wave-current flume because of the interactions between the current
generator and the subsurface wave kinematics that must be kept to a minimum. Due to the
difficulty of producing a constant current in the lab, researchers typically rely on the towing of
the structure of interest (Sarpkaya and Storm, 1985; Vengatesan et al., 1999; Saincher et al.,
2022) to mimick the local current near the structure. It is solely of academic and fundamental
interest to comprehend the physics of nonlinear wave-current loading on a structure because
a depth-uniform current never occurs in reality (Beyer et al., 2017). The towing approach is
conservative because a depth-uniform current would naturally impart higher loads than a depth-
varying current (Saincher et al., 2022).

The design challenge is expressed in accounting for the unpredictability of wave climate
in model studies, in addition to simulating a realistic sheared current field. The waves may
be regular, random, or short extreme waves like focused waves. As covered in the previous
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Figure 4.1 – Wave-current-structure interaction for waves + moving cylinder (illustration con-
siders waves and moving cylinder kinematics separately) (Saincher et al., 2022)

chapter, focused waves are an idealistic concept that can result from wave-wave, wave-current,
or wave-water depth interaction effects. This means that the interaction of focused wave groups
propagating on either following or adverse sheared currents with surface piercing cylinders has
direct practical implications. The present study in this chapter aims to numerically analyze the
type of hydrodynamic loading imposed on a slender cylinder while it is being towed in a NWT
and hit by non breaking focused waves.

Before proceeding with the objectives of this study, it is crucial to understand the physics
of a coexisting wave-current field interacting with a cylinder being towed in waves from the
perspective of wave-current-structure interaction. As shown in the Figure 4.1, the wave and
current fields can be physically separated, and the kinematics for undisturbed waves and a
cylinder subjected to uniform flow can each be described separately. When moving forward at a
steady speed, the cylinder seems to develop a bulge at the front, creating wake vortices. Next,
unaltered wave kinematics impact the cylinder, and these changes in the flow field and impact
parameters are explained in more detail in the following sections of this chapter. Overall, this
chapter tests two test cases of a cylinder moving forward at a speed of 0.33 m.s−1 (Re=57000)
and 0.75 m.s−1 (Re=126000). As in the previous chapter, the FD and DD solvers foamStar and
foamStarSWENSE are applied to each test cases studied, and the surface elevation, the pressure
across the cylinder, and the forces are examined. In other words, this chapter will be a replica
of the one before it, but this time the cylinder is moving resembling a uniform current.

This chapter is divided into the following sections. First, the experimental details for the
validation study are discussed, followed by NBR focusing wave interaction with the moving
cylinder at 0.33 m.s−1 is detailed and validated in the first half of the following section, and the
interaction of the NBR focusing wave with the moving cylinder at 0.75 m.s−1 is presented in
the second half of the chapter.
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4.1. Experimental set up and Testing conditions

Figure 4.2 – Typical experimental domain used for the application of focusing waves interacting
with towing cylinder (Saincher et al., 2022)

4.1 Experimental set up and Testing conditions

For the present study, experimental specifications are similar to the one presented in Section
3.1. This is because, under the same experimental campaign, both the fixed and moving cylinder
were tested, and hence it will not be repeated here for the sake of brevity. The wave and cylinder
characteristics investigated in this chapter are shown in Table 4.1. From the table, fc and ∆f
represents center frequency and bandwidth ratio, N represents the number of components and
Ga is the wave steepness. The two different towing speeds (vvvcyl) considered are 0.33 m.s−1 and
0.75 m.s−1, and the corresponding Reynolds number (Re) is rounded off to nearby whole numbers
such as 57000 and 126000, respectively, for easier representation. Typical experiment domain is
illustrated in the Figure 4.2. The cylinder is positioned 3 cm above the tank bottom for towing
operations, which causes it to oscillate at its natural frequency when a focusing wave hits the
cylinder. The dominant force measured in the load cell for Case 2 (Re 126000), demonstrates
this phenomenon as shown in Figure A.11, along with the numerical results. For more details
related to the experiment on moving cylinder interaction with BR and NBR focusing wave can
be read at Saincher et al. (2022).

Case fc (Hz) ∆f/fc f1 (Hz) tf N Ga vvvcyl (m.s−1) Re
Case 1 0.68 1 0.33 38.0 32 0.002 0.33 57000
Case 2 0.68 1 0.33 38.0 32 0.002 0.75 126000

Table 4.1 – Testing wave packet and cylinder characteristics
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4.2 Numerical setup
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Figure 4.3 – Domain description of moving cylinder along with wave probes WP5, WP6 and
WP7 in the CFD domain with upper figure showing the initial position and lower figure showing
the final position of the cylinder. RZ represents relaxation zone

For the Case 1 (Re 57000), the cylinder’s initial position is 45.56 m in the R0 frame from HOS
origin (X1 in Figure 4.3), and it moves towards the wave paddle at the speed of 0.33 m.s−1(Y
in Figure 4.3). Similarly for the Case 2 (Re 126000), the initial position is 65.87 m in the R0

frame from HOS origin (X1 in Figure 4.3), and it moves towards the wave paddle at the speed
of 0.75 m.s−1(Y in Figure 4.3). The starting point is chosen so that the cylinder will reach the
focusing location (25m from the wave paddle) at the appropriate focusing time of 38 seconds
after the paddle started. Since there is no effect on the numerical simulation of the chosen initial
time (as explained in Section 3.2.3.2), the total duration of the simulation was set to 5 s. The
focusing time happens after around 2s and aftereffects lasting for the remaining duration. The
initial position of the cylinder centre is fixed at +0.66m and +1.5m in the CFD domain in R0

frame from CFD origin (25.66 m and 26.5 m in the R0 frame from HOS origin) for the Case 1
and Case 2 respectively, and the cylinder is moving in a negative x direction (with respect to
R0) reaching the focusing location ±0 ( 25 m in the R0 frame from HOS origin) at 2 s and final
position at −0.99 m and −2.25 m (24 m and 22.75 m in the R0 frame from HOS origin, see X2
in the Figure 4.3) at the end of the simulation.

Similar to the setup presented in Table 3.1, there are seven wave gauges WP1 to WP7, with
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Figure 4.4 – Mesh configuration of three levels Coarse, medium and fine mesh with refinement
ratio of 2 for each case and Mesh 4 without free surface refinement to investigate the performance
of SWENSE

the first wave gauge placed 4.98m from the wave paddle and the following three wave gauges
(WP2-WP4) in the middle from the focusing location. In the moving cylinder experiment, WP5,
WP6 and WP7 probes are moving along with the cylinder at the same speed. Hence in the R0

frame from CFD origin, WP5 is located 0.57 m in front of the cylinder centre (focusing point),
WP6 is located at a point of the tank cross section in line with the centre of the cylinder and
WP7 is located 0.71 m behind the cylinder. Only three-wave gauges WP5 to WP7 fall in the
CFD zone. Eight pressure transducers are used, five are located at 0◦ with equal spacing in the
front face, and the remaining three are located at 20◦, 90◦ and 180◦ near the still water level as
shown in Figure 3.1 and Figure 4.2.

The numerical convergence study is carried using three different mesh configurations with
different discretization levels similar to the fixed cylinder validation study (Section 3.3.1). A
refinement ratio of 2 was used to establish control over the mesh growth. Mesh 1 (M1), Mesh 2
(M2), and Mesh 3 (M3) will be used to represent these configurations as illustrated in Figure 4.4.
The only difference between the fixed cylinder validation and moving cylinder is the bottom of the
cylinder is 3 cm higher than the bottom of the tank. In summary, Mesh 1 (coarse mesh) has 32496
elements, Mesh 2 (medium mesh) has 241476 elements, and Mesh 3 (fine mesh) has 1898760
elements. An additional mesh, Mesh 4, was made similar to Mesh 3 but without any free surface
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Table 4.2 – Test Matrix and its nomenclature for moving cylinder interaction with non breaking
focusing wave (vvvcyl = 0.33 m.s−1 and vvvcyl = 0.75 m.s−1)

Mesh TimeStep (s) Co TestCase
(Nomenclature)

Mesh 1 (M1) 0.0001,0.001, 0.01 0.003,0.03,0.3 foamStar- fsCo0.3M1..
foamStarSWENSE -SwCo0.3M1..

Mesh 2 (M2) 0.0001,0.001, 0.01 0.007, 0.07, 0.7 foamStar- fsCo0.7M2..
foamStarSWENSE -SwCo0.7M2..

Mesh 3 (M3) 0.0001,0.001, 0.01 0.01. 0.1, 1 foamStar- fsCo0.1M3..
foamStarSWENSE -SwCo0.1M3

Mesh 4 (M4) 0.0001, 0.001, 0.01 0.01, 0.1,1 foamStar- fsCo0.01M4..
foamStarSWENSE -SwCo0.01M4

refinement to investigate the advantage of the SWENSE methodology. Three constant time steps
of 0.01 s, 0.001 s, and 0.0001 s were investigated for each mesh to investigate the influence of
temporal variation in each solvers. This constant time steps are based on physical Co, which is
directly related to the maximum velocity of the wave and the minimum cell size in the mesh. More
details about the test matrix are presented in Table 4.2. The foamStar and foamStarSWENSE
solvers were tested for each combination of mesh type and Co. Similar to the fixed cylinder
investigation (Section 3.3.1.3), the discretization for parallel simulations is maintained at 1
CPU for every 30000 cells. The same residual limits and schemes are used for all simulations
and simulations were run on the cluster (supercomputer LIGER, at Centrale Nantes, France).
For comparing the computational cost between the mesh types, the methodology adopted in
Chapter 3, Section 3.3.1.3 is adopted in the present study, which is also based on reference from
Agarwal et al. (2021a). The Np for mesh types M1,M2,M3 and M4 are 1, 8, 64, 1 respectively.
The convergence of the results is studied similarly to what is presented in Chapter 3, using
Richardson extrapolation and Cross Correlation. Hence it is not repeated in this chapter but
presented in the Appendix. From those tests, two numerical setups were identified as a good
compromise, fsCo0.01M3 for the foamStar solver and SwCo0.01M3 for the foamStarSWENSE
solver (see Appendices A.1 and A.2 for Cases 1 and 2, respectively). In the next sections they
are qualitatively compared with the results of experiments and presented. It is followed by a
quantitative comparison of different mesh types with the experiment.

Before proceeding with the analysis, a typical numerical portrayal of the moving cylinder
and its interaction is provided for better understanding. In the numerical (foamStar) and ex-
perimental framework, a moving cylinder at forward speed and its interaction with the wave
are depicted at three different time snaps: (Figure 4.5), before, at and after the interaction with
the cylinder. Before the wave interaction, a bulge of water is formed in front of the cylinder due
to the towing and this bulge would steepen with increasing vvvcyl to the extent that it acts to
“step up” the wave elevation of the signal recorded by WP5. Although it is difficult to visualise
in the experiment (faintly visible in Figure 4.5b), this water bulge can be clearly seen with the
foamStar visualisation at the same time instant (Figure 4.5a). In the next instant, the water
bulge is no longer predominantly visible because of the interaction with incident waves. The
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(a) Before interaction-(foamStar) (b) Before interaction-(Experiment)

(c) During interaction-(foamStar) (d) During interaction-(Experiment)

(e) After interaction-(foamStar) (f) After interaction-(Experiment)

Figure 4.5 – Numerical and experimental snapshots of the moving cylinder interacting with the
incident wave crest. Positioning of the wave probes (WP) is relative to center of the cylinder.
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boundary of the separated flow regions are narrowly modified (Figure 4.5c and Figure 4.5d).
After the interaction, pervasive short-wave generation occurs after passing the main crest ow-
ing to wave–wake interactions, as shown in Figures 4.5e and 4.5f. At higher towing speed, the
wave–wake interactions result in an overall reduction in wave height (due to viscous damping),
with the trough elevation becoming more significant than the crest elevation. Thus, the vali-
dation at WP7 demands that the solvers correctly capture the wake-induced viscous effects in
addition to the short-wave generation following the main trough.

4.3 Case 1 : NBR focusing wave interaction with moving cylin-
der (Re 57000)

This section is split into two parts. The first part compares converged mesh simulations
(fsCo0.01M3 and SwCo0.01M3) with the experimental results and its qualitative discussion
with both foamStar and foamStarSWENSE solvers. The second part quantitatively compares
different mesh type combinations with the experimental results.

4.3.1 Validation with finest mesh simulations

The WP5, WP6, and WP7 probes measure the free surface elevation of the foamStar simula-
tions before, at and after the focusing point, and the results are shown in Figure 4.6. Both solver
results have peak amplitudes of 4% to 7% higher than the experimental measurement because
the HOS-generated focusing wave has a slightly higher peak amplitude than the experiment.
Both fsCo0.01M3 and SwCo0.01M3 completely replicate the focusing wave event, except for a
few minor changes at the peak crest.The wake generated after the focusing wave event is slightly
different in the trough region generated in the numerical simulations for WP6 and WP7. After
testing different parameters to improve the numerical results to capture the wake accurately, it is
realized that this is the maximum accuracy that can be attained from the numerical simulation.
The reason for the difference can only be attributed to experimental uncertainties.

Next, the experimental pressure measurements and dynamic pressure observed by the nu-
merical probes PP2-PP8 with foamStar and foamStarSWENSE solvers for the finest mesh simu-
lations are presented in Figure 4.7. As in the previous chapter discussion, the time and dynamic
pressures are normalized by the transient wave period (T) and ρc2, (where ρ is the water den-
sity and c is the maximum fluid velocity at the focusing point (i.e. 1.4 m.s−1 obtained from
HOS)) respectively. Looking at the pressure probes PP2-PP8, both the foamStar and foamStar-
SWENSE solvers agree well with the experimental results. The pressure time histories at PP2,
PP3, and PP6 compare well observing the same dynamic pressure before and after the focusing
event. After the focusing impact, a minor pressure decrease and wake effects were visible in PP7
and PP8. Nonphysical oscillations were initially observed at PP7, and Figure 4.7f shows this
initial instability for a limited number of timesteps and later got corrected as the simulation
progressed. Peak pressure measurements from air probes (PP4, PP5) show a slight variation in
peak amplitude, but the overall observation is relatively accurate.
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Figure 4.6 – Wave probe comparison of the converged simulations (fsCo0.01M3 and
SwCo0.01M3) with the experimental results for Re 57000

Figure 4.8 shows the unidirectional forces observed for a NBR focusing wave plunging a
moving cylinder travelling at a speed of 0.33 m.s−1. The simulated forces are normalized for the
convenience of comparison with the factor ρgr3, where r represents the radius of the cylinder.
Little to no difference was observed between the foamStar and foamStarSWENSE results here,
and the maximum amplitude during the crest is well captured. As noted in WP and PP ob-
servations, the trough force observation also failed to capture it adequately, and there is also a
slight ringing response, but it is not severe as observed for Case 2 (Section 4.4).

4.3.2 Learning’s from the convergence study (Section A.1.1 and Section A.1.2)

The convergence study proposed in APPENDIX A.1 is performed on several quantities the
wave elevation at three wave probes, the pressure at multiple locations, and the total force on
the cylinder. The conclusions from the study are briefly recalled below for both solvers.

■ Surface elevation: According to the foamStar investigation, foamStar can still retain
decent accuracy for the coarsest mesh and time step, even in the absence of free surface
refinement (Mesh M4). Additionally, M1 with medium temporal refinement is the most
cost-effective choice if the demand for wave accuracy is not high. M2 with medium temporal
refinement is adequate enough to give equivalent results with less computational cost
than M3 with medium and fine temporal refinement, which produces similar accuracy.
The convergence analysis for foamStarSWENSE (Figure A.5) showed that all mesh types
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Figure 4.7 – Pressure time history of the moving cylinder (Re = 57000) in NBR focusing waves
for converged mesh simulations (fsCo0.01M3 and SwCo0.01M3) with the experimental results
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Figure 4.8 – Force recorded for a moving cylinder (Re = 57000) in non breaking focusing waves by
the converged mesh simulations (fsCo0.01M3 and SwCo0.01M3) compared with the experimental
results

had excellent convergence behaviour and had overall good results. To restate, one of the
primary advantages of foamStarSWENSE is the explicit treatment of incident waves. As a
consequence, even with a coarse mesh in the far-field, accurate incident wave information
may be obtained. The correlation amplitudes of M1 clearly show this advantage and are
progressing toward an exact solution as they get more refined in timescale. This further
supports the claims made in the previous chapter about the SWENSE technique on the
benefit of employing coarser cells for wave propagation to lower the computing cost.

■ Pressure: From the convergence study on the pressure time history computed with
the foamStar solver (Section A.1.1), M2, M3, and surprisingly even M4 exhibit a proper
convergence trend with decreasing Co, and reasonable accuracy. Despite being well-refined
in the timestep, M1 has a subpar trend in pressure readings due to the coarser refining near
the cylinder. In foamStarSWENSE (Section A.1.2), wave run-up observed is not accurate
for coarser mesh but improves with spatial and temporal refinement. Temporal refinement
does not improve the accuracy in M1, similarly to what was observed with foamStar. But
unexpectedly, M4 begins with the accuracy of M2 medium temporal refinement but at a low
computational cost and then increases to even higher accuracy with temporal refinement.
This further demonstrates the advantages of the SWENSE technique, including the need
for high refinement around the structure, lower computational costs, and the ability to
produce reasonably accurate simulation results.

■ Force: From the convergence study (Figure A.3 and Figure A.7) for force observation,
all the mesh types have good convergence behaviour throughout temporal and spatial
refinement in both the foamStar and foamStarSWENSE. One of the notable accuracy is
the force prediction in M4 (no free surface refinement) in foamStar, exhibiting an average
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Figure 4.9 – Correlation between different Mesh types M1, M2, M3, and M4 as well as the
computational cost by comparing force recorded by the solvers foamStar and foamStarSWENSE
with the experiment

accuracy with very low computational cost, which shows the solver’s ability to obtain
the rough estimation of force to be expected on the structure in an extreme event as a
quick CFD simulation. In the case of foamStarSWENSE, mesh M1 accuracy is slightly less
accurate than Mesh M2 and M3. The SWENSE advantage mesh M4 predicts the force
with accuracy comparable to medium temporal refinement in the M3 type at the lowest
cost, and with further refinement, it attains the maximum accuracy at the cost of 100
times less than the finest mesh simulations (M3). Once again, this highlights the value of
applying the SWENSE technique to issues of a similar kind to get a reasonable estimate
of forces at the minimum cost.

4.3.3 Computational efficiency

Figure 4.9 shows the comparison for each mesh type with the cross-correlation coefficient
on one vertical axis and the computational cost that was previously determined on the other
vertical axis. The bar chart shows the recorded computational cost, and the plotline shows the
accuracy in terms of coefficient in each case. The only difference between the fixed cylinder
test case and this investigation is that this study’s test case was force observations from the
numerical model and its comparison among them (Section A.1.1 and Section A.1.2) rather than
its comparison with the experiment because the experiment comparison did not have a good
trend to investigate the efficiency and cost differences between the solvers. Both the solvers
produce results that are largely accurate and error-free. For mesh types M1 and M2, the ac-
curacy of foamStar are marginally better than that of the foamStarSWENSE solver (because
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of the coarser grid around the cylinder). For a similar setup, the computational cost of foam-
StarSWENSE is always 1.1–1.6 times higher than that of foamStar. Due to a high refinement
around the cylinder, the foamStarSWENSE solver’s mesh type accuracy is equivalent to that
of the foamStar solvers, despite having a slightly higher computational cost for the finer mesh
M3. The foamStarSWENSE prediction performs better than the foamStar prediction in M3 at
the coarser time step (Co 1). Finally, the foamStarSWENSE mesh M4 demonstrates that for a
similar setup, foamStarSWENSE is more accurate than the foamStar solver. It is evident that
foamStarSWENSE with this configuration requires 100 times less time to estimate results to
reach the same accuracy than foamStar, despite the computational cost still being higher (check
M2 - all Co).

4.3.4 Quantitative comparison with experiment

After assessing the convergence properties of the solvers, it is interesting to extend the
validation of the foamStar and foamStarSWENSE by assessing the ratio accuracy/computational
cost. This subsection compares all test cases (Table 4.2) with the corresponding experimental
results of (Saincher et al., 2022) using cross-correlation analysis. The surface elevation, pressure,
and force numerically evaluated with both solvers are cross-correlated with the experimental
recordings, and the coefficients are displayed against their computational cost in Figure 4.10.
The experiment results are used as the reference results for this comparison, used to validate
the numerical results that are shown to converge in previous sections. The experimental time
series for surface elevation, pressure, and force measured on the cylinder were already displayed
for reference in the prior results and discussion. Figure 4.10 compares the correlation for wave
elevation, pressure and force with foamStar solver on left side and foamStarSWENSE on the
right side. None of the results converges towards one showing the uncertainty in comparison
with the experiment. Wave and pressure converge towards 0.992 and 0.98, respectively and force
towards 0.975.

Cross-correlation for probes WP5-WP7 is conducted with the test case and experiment, and
an average of the coefficients are shown as a wave probe mean error in Figures 4.10a and 4.10b.
When comparing foamStar and foamStarSWENSE with the experiment, there is no significant
improvement in wave surface elevation accuracy. The accuracy range is 0.99 to 0.992 and is
retained even after refining with spatial and temporal requirements. Even with PP5, accuracy
is maintained similarly to surface elevation and ranges from 0.98 to 0.985 for foamStar and
0.975 to 0.985 for foamStarSWENSE. In contrast, the correlation of the foamStar force and
the experimental results seems to have a slight convergence behaviour, and the improvement
ranges from 0.972 to 0.976. However, the correlation between the foamStarSWENSE force and
the experimental measurement shows a flattened trend, with similar ranges to those obtained
with foamStar. The convergence is achieving an asymptotic state with an accuracy range of
0.97-0.98 in all the parameters. The uncertainty between the experiment and the numerical
simulation can be attributed to factors such as experimental errors (Sriram et al., 2021a), HOS-
generated focusing wave, CFD assumptions (discretization, time scheme, schemes), and the
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ability to reproduce the moving cylinder wake, among other factors.
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Figure 4.10 – Comparison of correlations between different Mesh types M1, M2, M3 and M4 of
foamStar (Left) and foamStarSWENSE(right) with experimental data. (From top to bottom)
Wave elevation, pressure and force

4.4 Case 2 : NBR focusing wave interaction with moving cylin-
der (Re 126000)

With the exception of the cylinder’s speed, this section of the chapter deals with a situation
that is similar to that of the previous section (Section 4.3). Instead of the 0.33 m.s−1 in the
preceding section, the cylinder is moving at a speed of 0.75 m.s−1 (Re=126000). The convergence
study with the Richardson extrapolation technique and its outcome is detailed in Appendix
A.2. This section is split into two parts. The first part compares converged mesh simulations
(fsCo0.01M3 and SwCo0.01M3) with the experimental results and its qualitative discussion
with both foamStar and foamStarSWENSE solvers. The second part quantitatively compares
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different spatial and temporal combinations (Table 4.2) with the experimental results.

4.4.1 Validation with finest mesh simulations
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Figure 4.11 – Wave probe comparison of the converged mesh simulations (fsCo0.01M3 and
SwCo0.01M3) with the experimental results for both foamStar and foamStarSWENSE solver
for Re 126000

The observations from the numerical probes of the converged mesh simulations (fsCo0.01M3
and SwCo0.01M3) made by the WP5, WP6, and WP7 are shown in Figure 4.11 along with
the results of the experiment. The WP5 results, before the focusing wave hitting the cylinder
were observed to be similar to each other and to the experiment. The only difference is at the
peak amplitudes, numerical results are little higher than the experiment. Probes WP6 and WP7
appear to vary from the experimental observation due to a slight increase in wave amplitude
during impact at the crest and trough, as well as a slight change in phase with WP7 in the wake
region. This is the maximum accuracy observed for both the solvers since further refining did
not improve the results. This is proven in the convergence study for wave probes reported in
Appendix A.2.1 and A.2.2.

The next discussion is to compare the numerical dynamic pressure recorded on the cylinder’s
pressure probes (probe locations: Figure 4.2) for the converged mesh simulations (fsCo0.01M3
and SwCo0.01M3) with the experiment as displayed in Figure 4.12. Nearly all test cases for the
pressure probes PP2-PP8 showed satisfactory agreement with the experimental observations.
Both before and after the focusing event, the submerged pressure probes PP2 and PP3, air
probe PP4, and free surface probe PP6, where the separation begins, displayed a better com-
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Figure 4.12 – Pressure time history of the moving cylinder (0.75 m.s−1) by the converged mesh
simulations (fsCo0.01M3 and SwCo0.01M3) with the experimental results for both foamStar
and foamStarSWENSE solver
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Figure 4.13 – Force recorded for a moving cylinder(0.75 m.s−1) by the converged mesh sim-
ulations (fsCo0.01M3 and SwCo0.01M3) with the experimental results for both foamStar and
foamStarSWENSE solver

parison with the experiment than other probes. The PP5 pressure probe which is above the free
surface requires a good wave runup to have proper pressure observation. This probe demon-
strated a similar discrepancy to earlier validation. The new observation in this study is that
the pressure measurements made by the probes PP7 and PP8, located in the cylinder’s wake,
differ between mesh types and from the experimental results, as indicated by the comparison of
wave probes WP6 and WP7. However, further refinement on spatial and temporal refinement
did not improve the results, as proved in figures, Figure A.10 and Figure A.14. It is concluded
that improvement/validation is still needed in this case study to accurately capture the wake
region of this complex nature if the interest of observation is in the flow field.

Figure 4.13 shows the unidirectional forces observed when a NBR focusing wave hits a
cylinder moving at a speed of 0.75 m.s−1(Re=126000) for the converged mesh simulations
(fsCo0.01M3 and SwCo0.01M3) with the experimental results. The simulated forces are nor-
malized with the factor ρgr3, where r represents the radius of the cylinder. Both the mesh types
are able to reproduce the force observed by the experiment with only a few minimal differences.
After the wave hits the cylinder in the experimental observation, the cylinder encounters a ring-
ing phenomenon that is ignored in the numerical simulations due to the assumption that the
solid body is rigid.

4.4.2 Learning’s from the convergence study (Section A.2.1 and Section A.2.2)

The wave height at three wave probes, the pressure at multiple points, and the total force
on the cylinder are all used in the convergence study described in APPENDIX Section A.2.1
and Section A.2.2. The study’s findings are briefly recalled here for both the solvers.

■ Surface elevation: Compared to the preceding case (Re 55000), when wave probe ac-
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curacy (Figure A.1 and Figure A.5) was in the excellent range, discrepancy in accuracy is
seen among all mesh types for both the foamStar and foamStarSWENSE solvers in this
case. In foamStar test cases (Figure A.9), only for mesh type M3, as opposed to almost
flat curves for M1 and M2, appears to have a convergence behaviour with temporal refine-
ment found. Also, because of the DD coupling, mesh type M1 with very coarse free surface
refinement and coarser time steps can achieve satisfactory accuracy with minimum com-
putational cost. The accuracy of all mesh types in the foamStarSWENSE solver (Figure
A.13) has a strong convergence behaviour with good accuracy compared to the foamStar
solver’s finest mesh. Only M4 is less accurate than other mesh types in terms of accuracy,
and even then, its accuracy was comparable to M3’s medium temporal refinement. After
additional refinement, the correlation amplitudes of M1 approached almost one, confirming
the SWENSE advantage again.

■ Pressure: For the foamStar evaluation, the Cross-Correlation between the various mesh
types and the finest mesh, fsCo0.01M3, demonstrated good convergence behaviour with
decent accurate. Except for M1, where a negative convergence is seen, mesh types M2
and M3 displayed a good convergence with temporal refinement. Because of its higher
refinement close to the cylinder, the mesh M4 type also gains good accuracy. Even the
foamStarSWENSE test cases demonstrated good convergence behaviour for all the mesh
types. The M4 (no free surface refinement) and M1 have an accuracy range similar to M2
and M3 medium temporal refinement but at a computational cost of 100 to 1000 times
less than the finer meshes (M3) requirement.

■ Force: As shown in Figure A.11 and Figure A.15, this is the most accurate solution that
can be obtained by refining the spatial and temporal requirements. One of the primary
conclusions of this study is that, in the case of foamStar, even the M4 mesh type offers
excellent accuracy with a refined time step when the study’s target is the force over the
moving cylinder. The coarser and medium mesh types (M1 and M2) exhibit a little ampli-
tude fluctuation at the focusing event in the case of foamStarSWENSE for different mesh
types, whereas M3 and M4 (no free surface refinement) match the experimental force ob-
servations exact. The accuracy of mesh type M4, with all coarse mesh and only refinement
near the cylinder, was comparable to M3’s best refinement (at 100 to 1000 times reduced
computational time), complementing prior wave and pressure observations. Overall this
again emphasizes the benefit of using the SWENSE approach to solve similar problems to
obtain a good estimate of forces at the highest accuracy with the lowest cost.

4.4.3 Computational efficiency

Figure 4.14 shows the comparison for each mesh type with the cross-correlation coefficient on
one vertical axis and the computational cost on the other vertical axis for the case of Re 126000.
The bar chart shows the recorded computational cost, and the plotline shows the accuracy in
terms of coefficient in each case. In this investigation, all the test cases force observations from
the numerical model cross-correlated with fsCo0.01M3 is presented to investigate the efficiency
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Figure 4.14 – Correlation between different Mesh types M1, M2, M3, and M4 as well as the
computational cost by comparing force recorded by the solvers foamStar and foamStarSWENSE
with the experiment

and cost differences between the solvers (Similar to Section 4.3.3). This validation pattern is com-
parable to the fixed-cylinder and moving-cylinder-first cases (Re 57000). For mesh types M1,
M2 and M3, the accuracy of foamStar is marginally better than that of the foamStarSWENSE
solver (because of the coarser grid around the cylinder). For a similar setup, the computational
cost of foamStarSWENSE is always 1.1–1.6 times higher than that of foamStar. Due to a higher
level of refinement around the cylinder, the foamStarSWENSE solution’s accuracy is equivalent
to that of the foamStar solver despite having a slightly higher computational cost for the finer
mesh M3. Finally, the foamStarSWENSE mesh M4 demonstrates that for a similar setup, foam-
StarSWENSE is more accurate than the foamStar solver. It is evident that foamStarSWENSE
with this configuration requires ten to hundred times less time to estimate results to reach the
same accuracy than foamStar, despite the higher computational cost (check M2, M3 - all Co).
Only for M4, foamStarSWENSE trend is more accurate than foamStar ; otherwise, foamStar
solution shows to be accurate and cost-effective.

4.4.4 Quantitative comparison with experiment

This subsection uses cross-correlation analysis to compare all numerical test cases with the
experiment to validate the foamStar and foamStarSWENSE solvers. Surface elevation, pressure,
and force from all the test cases (of both solvers) are cross-correlated with the experiment, and
the coefficients are displayed against their computational cost in Figure 4.15. In this section,
the experiment results are used as the reference results for the analysis. In the earlier results
and discussion, the experimental time series for surface elevation, pressure, and force measured
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Figure 4.15 – Comparison of correlations between different Mesh types M1, M2, M3 and M4 of
foamStar (Left) and foamStarSWENSE(right) with experimental data. (From top to bottom)
Wave elevation, pressure and force

on the moving cylinder were already shown for reference. Figure 4.15 compares the correlation
for wave elevation, pressure and force with foamStar solver on left side and foamStarSWENSE
on the right side. None of the test cases where the coefficient was close to one which confirmed
uncertainty between the experiment and the numerical results. However, all the coefficient value
is still higher than 0.95, demonstrating the numerical results minimum guarantee of the pattern
with the experiment. Cross-correlation for probes WP5-WP7 is conducted with the test case
and experiment, and an average of the coefficient is shown as a wave probe mean error in
Figures 4.15a and 4.15b. Due to the small difference in the peak amplitudes of the crest and
trough and the phase shift in the wake region, the wave converges around 0.965 in both solvers
(0.992 in the Re=57000 scenario). When comparing foamStar and foamStarSWENSE with the
experiment, there is only marginal improvement in wave surface elevation accuracy (0.965 to
0.97). Surprisingly, PP5 shows a good wave run-up, and the accuracy ranges for M2 and M3 in
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the foamStar solver are 0.99 to 0.995, but for all mesh types in the foamStarSWENSE solver,
they are 0.99 to 0.995. foamStar solver loses its accuracy with M1 and M2, but the loss is not
seen in the foamStarSWENSE solver showing its efficiency. In contrast, force seems to have slight
convergence behaviour with the experimental results in foamStar and foamStarSWENSE cases,
and the improvement ranges from 0.96 to 0.975. The numerical model is achieving an asymptotic
state rather than perfectly matching the experiment with overall accuracy range of 0.96-0.98
in all the parameters. As stated in the previous validation study, the uncertainty between the
experiment and numerical simulation can be attributed to factors such as experimental errors
(Sriram et al., 2021a), HOS-generated focusing wave, CFD assumptions (discretization, time
scheme, schemes), and ability to reproduce moving cylinder wake, among other factors.

4.5 Closure discussion

This chapter addresses the use of foamStar and foamStarSWENSE, a DD-based and a FD-
based numerical solver respectively, to the problem of focused waves interacting with a moving
cylinder. The two moving speeds (0.33 m.s−1and 0.75 m.s−1) under investigation have been stud-
ied in model test experiments, which are used as validation references. The parametric studies,
such as HOS focused wave generation and the need for spatial and temporal resolution in solvers
are identical to those in the preceding chapter and are not reported in this chapter. There are
two sections to the chapter. The moving cylinder at 0.33 m.s−1and its interaction with the fo-
cusing wave are described in the first section using the solvers foamStar and foamStarSWENSE.
The second section is identical to the previous section, but the moving cylinder speed is 0.75
m.s−1. The following observations are drawn from the investigation:

■ The numerical solvers foamStar and foamStarSWENSE are adequately met for validating
the interaction of a moving cylinder with focused waves. Both solvers performed well and
efficiently enough to capture the trend with respect to the experimental results, even
with the coarsest mesh. However, there are certain discrepancies in the results for coarse
discretization, which have been eliminated by refining the mesh.

■ For such temporal situations where the solutions do not approach the experimental results,
the Richardson extrapolation method is used to measure the extrapolated solution between
the mesh types and promptly calculate the asymptotic accuracy.

■ In capturing free-surface variations around the moving cylinder, the solvers are observed
to achieve good agreement against experiments for low towing speed. At high towing
speed, additional complications arise, such as bulging of water in front of the cylinder and
strong 3D deformations of the waves in the cylinder wake. These phenomena are proved
challenging in both the solvers, as shown in WP6 and WP7 observations.

■ The dynamic pressure is measured by seven pressure probes (PPx) for this interaction in-
vestigation (Figures 4.7,4.12. Four pressure probes are in the free surface line encircling half
the cylinder, two are slightly above the free surface (air probes), and two are submerged.
Both solvers fully reflect the submerged pressure observation (PP2, PP3) in both cases.
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There are discrepancies in air probes (PP4, PP5) that are notably noticeable in PP5’s
pressure capture. This is a sensitive probe because a correct wave run-up is required to
record the pressure; therefore, a cross-correlation study of this pressure trend is discussed
in detail. For a cylinder moving at a slow speed (0.33 m.s−1), pressure probes in the wake
regions (PP7, PP8) are well captured by solvers. However, an accurate evaluation of the
dynamic pressure at the separation (PP7) and rear stagnation points (PP8) at high towing
speed is also demonstrated to be highly challenging. Despite, the overall difference is not
too high and the trend is well represented.

■ Such an experiment or model study’s primary goal is to investigate the force acting on
the structure precisely. In this case, both solvers for various mesh types are employed
to validate the experiment’s force measurement at the time of focused wave impact on
the cylinder. Surprisingly, it has been verified that all test case results (even those for
the coarsest combinations) provide accurate measurements of forces. With coupling, both
solvers can be used to get accurate answers at a reasonable computational cost.

■ For the similar problem, the foamStarSWENSE solver incurs an average of 1.1–1.6 times
higher computational costs than the foamStar solver. This is similar conclusion observed
in the fixed cylinder interaction study. foamStar solver is typically more accurate than
foamStarSWESNE solver for analysis based on mesh types M1 and M2. For M3, both
solvers have yielded results that are pretty close. However, due to its coupling, the foam-
StarSWESNE solver performs better with M4. The overall conclusion from this study
is to use M4 for a preliminary estimation of any parameters study, such as forces and
pressure over the structure in foamStarSWENSE, to spend as little time and cost on com-
putation as possible. However, M3 in the foamStar solver demonstrated highly accurate
results, producing a converged solution in all the parameters studied in both the validation
studies.
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Chapter 5

WAVE-STRUCTURE INTERACTION
OF MOORED OC3 HYWIND SPAR

5.1 Introduction

Floating Offshore Wind Turbine (FOWT) technology is a new trend that allows wind tur-
bines to be installed in larger, deeper offshore locations for increased wind potential. Typical
representations of the world’s first commercial floating offshore wind farm Hywind and the first
French offshore wind turbine, FLOATGEN, are given in Figure 5.1. The accurate prediction
of floater behaviour in such a dynamic environment is still challenging (Pinguet, 2021; Huang
et al., 2021; Zhang and Kim, 2018). The model testing directly compares to physical reality
within the limitations of experimental uncertainty and wave tank constraints. However, it is
rarely possible to employ a real-scale test model and accurately calculate critical loads for the
complex multi-physics problem. There is a restriction in choosing the scaling factors based on
the experimental facilities available in model testing (Aliyar et al., 2021). These scaling effects
cannot be ignored in predicting the elemental forces acting over the substructure of wind turbine
models (Make, 2014). Also, moored FOWT experimental models add multiple uncertainties like
the shifts in the equilibrium position, mooring dynamics, and motion effects which are difficult
to control during the experiment for the exact representation of the prototype. On the other
hand, numerical techniques without scaling limitations may improve model reliability by low-
ering uncertainties. Some articles portray the robustness of hybrid coupling numerical solvers
(DD and FD) for coastal engineering applications (Lachaume et al., 2003a; Biausser et al., 2004;
Sriram et al., 2014a) and bottom-fixed support structures (Hildebrandt et al., 2013a; Paulsen
et al., 2014b; Li et al., 2021a; Sriram et al., 2021c; Agarwal et al., 2021a). The extension to the
floating structures is the recent research interest inside the offshore wind and ocean engineering
communities (Xu et al., 2021; Li and Bachynski, 2021). Several studies have used CFD to model
the behaviour of floating structures with a single or multiple degrees of freedom (DoF) (Elhanafi
et al., 2017; Simonsen et al., 2013; Dunbar et al., 2015). Assessing moored floating structures
necessitates a multidisciplinary approach that includes hydrodynamics, floating body dynamics,
mooring, and their interaction. However, there are only a few papers in which CFD-based NWT
is used in conjunction with the mooring library to solve mooring line tensions (Nematbakhsh
et al., 2015; Benitz et al., 2015; Palm et al., 2016; Jiang et al., 2021; Lee et al., 2021). In addi-
tion, most of the research has used a floating box, buoy, or cylinder as a floating structure for
validation, and there is a lack of validation for real geometry of floating substructures like SPAR
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(a) FLOATGEN - Barge Type FOWT (b) Hywind - SPAR Type FOWT

Figure 5.1 – Typical overview of installed FOWT wind farms (Figures taken from official website
of each wind turbine)

(Single Point Anchor Reservoir (SPAR)), TLP (Tension Leg Platform) or Semi-submersible for
industrial applicability.

This chapter aims to validate a static and dynamic mooring model (MoorDyn (Hall, 2015))
implemented in the foamStar and foamStarSWENSE, for a fully coupled analysis of moored float-
ing structures replicating the model test in NWT. The static mooring model (Section 2.1.4.3.1)
will generate the mooring force based on the displacement in terms of global mooring stiffness
coefficients. MoorDyn is a lumped mass based dynamic mooring model (Section 2.1.4.3.3), that
has been associated with a potential flow solver and successfully validated against measure-
ments in a wave tank (Hall and Goupee, 2015). The equation governing dynamics of mooring
lines is coupled to the six DoF nonlinear rigid body motions equations in foamStar and foam-
StarSWENSE (Section 2.2.5). MoorDyn calculates the tensions of the mooring lines, which are
added as an external force to compute the resulting response and motion of the moored floating
structures. Based on the author’s knowledge, there are publications (Lee et al., 2021; Chen and
Hall, 2022) about OpenFOAM and MoorDyn coupling that has been published and some pub-
lications about coupling CFD with mooring (Huang et al., 2022; Jiang et al., 2020; Palm et al.,
2016) available in the literature. Most articles validate simple shape models (box, buoy) and
simple mooring setup (catenary) in regular waves. Few articles (Jiang et al., 2020) addressed ir-
regular waves, but the results are not well compared with the experiment. The validation of this
coupling (HOS-foamStar/foamStarSWENSE-MoorDyn) for complex floater shape (SPAR) with
a complex mooring system (delta type) in regular and irregular waves with the experimental
results, which is rarely addressed in the literature, is the novelty claimed in the present work.

5.1.1 Outline and scope of this chapter

The scope of this chapter is to evaluate foamStar and foamStarSWENSE in conjunction
with a mechanical solver developed to simulate the 6 DoF dynamics of rigid floating bodies and
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to investigate the floating body’s interaction with waves as well as its mooring behaviour. The
validation of the two-way coupling between the foamStar/foamStarSWENSE and MoorDyn is
carried out with the experimental results on a floating SPAR with a delta mooring system. The
moored decay tests are examined to ensure the computational model performance compared to
the experimental model in terms of its natural period, mooring tension, and damping properties.
In the subsequent investigation, the SPAR is subjected to both regular and irregular waves, and
simulations and experimental data are compared to confirm that the developed coupled model
can accurately estimate body motions and mooring line tensions.

This chapter covers the following topics:

— Experiment model and details from (Arnal, 2020)

— Body mesh generation and its influence over the motion of the floater

— Hydrostatics analysis to verify the draft and stability properties

— Free decay analysis in heave, pitch and surge to evaluate the damping and natural period
in different degree of freedom

— SPAR model interaction with regular waves and its validation (in foamStar)

— SPAR model interaction with irregular waves and its validation (in foamStar and foam-
StarSWENSE)

— Salient conclusions

The first step toward a complete simulation of FOWT has been taken with the development
of the hybrid numerical coupled model. We simulate the hydrodynamics of the FOWT substruc-
ture in the present research, which is interdisciplinary and demands a thorough understanding
of different domains. The present work considerably used many contributions from the scien-
tific community about existing methodology or numerical models. The essential aspects of the
associated theories are given in the Chapter 2 and references are provided for more information.

5.2 Experimental methodology

Arnal (2020) carried out the design and validation of an experiment to model rotor loads
along with FOWT wave tank testing. The main elements extracted from Arnal (2020) and used
for setting up the simulations are given in this section. The SOFTWIND SPAR was designed to
get the representative behavior of a 10MW floating wind turbine at a scale of 1:40. As indicated
in Figures 5.2, 5.3, the main components involved in the model testing were :

■ The SPAR floater

■ Three chains and a delta connection for the mooring lines

■ The tower with its casing for transporting the RNA cables

■ Wave probes to measure free surface elevations

■ The wave tank itself, dimensions (50 m x 30 m x 5 m) for the length, width, and depth.
48 hinged-flap wavemakers generate the waves.
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Figure 5.2 – (Left) Typical experimental set up in ECN wave basin, (Right) Underwater picture
of the floater with its mooring system in the wave tank, (Arnal, 2020), A: SPAR, B: Bottom
chain, C: Mooring tension sensor, D: Bridles, E: Mooring sensor cable; F: Fairlead, G: Free
surface

■ An absorbing beach to limit the reflection

The wavemakers can generate regular waves up to 1 m height and irregular waves up to
0.8 m height. The experiment’s goal is to see how the wind turbine controllers affect the global
motions of the FOWT. The experimental model tests cover various wave cases in regular and
irregular cases. Four wave test cases are investigated for the numerical investigation of SPAR
interaction, as indicated in Table 5.2. Regular waves are represented by LC 1, while irregular
waves are represented by LC 2 (generated based on the Bretschneider spectrum). The chosen
cases in Table 5.2 are based on the number of cases attempted in the experiment, which is
likewise investigated with and without wind factors. In the present cases, LC 1.1 represents a
severe situation in regular waves, while LC 1.2 represents a normal sea state. For irregular sea
states, LC 2.1 and LC 2.2 can be portrayed as normal and severe sea states, respectively. The
experiment’s general layout is shown in the Figure 5.3. Eight wave probes were used to measure
the temporal free surface elevations. Two wave probes, WG1 and WG2, are set 15 m and 17 m
from the paddle, respectively, near the sidewall. Wave probes WG3 to WG8 are spaced 15 cm
apart at a lateral distance of 7.5 m from the SPAR. The motions were measured using a MOCAP
system based on a Qualisys environment that included multiple cameras, reflecting markers, and
QTM software for real-time processing. The processing software takes the 3D positions of various
markers as input, smooths them out, and then computes the body’s 6 DoF positions. The wave
elevation data were collected at a sample rate of 100 Hz, and 6-DoF motions are sampled at the
rate of 200 Hz.

The SPAR was chosen as a floater with proportions based on the existing OC3 Hywind SPAR
platform (Jonkman, 2010) and Hywind Scotland as a reference system. The SPAR is made up
of two parts: an aluminum shell that gives the floater its outward shape, and a ballast, battery,
controller, power units, suspended wires, and other components that make up the floater’s core.
A vertically truncated cylinder with the taper and transition piece to the tower forms the
SPAR floater. The primary dimensions and mass attributes have been summarized in Table 5.1.
The three mooring cables were catenary chains positioned symmetrically 120° apart. The main
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Figure 5.3 – The general layout of the experiment in side and top view with the mooring cable
configuration, (Arnal, 2020). Figures are not drawn to scale. WG - Wave

mooring line was fastened to the bottom of the wave tank and connected to two "bridles", which
are part of the delta connection on each cable. The attachment points for moorings were 0.335
m below the waterline. Figure 5.3 shows the various pieces that make up the mooring model.
The underwater unidirectional load cells (LS1, LS2, and LS3) connect the bottom chains to the
bridles and are used to measure the mooring tension. Studless stainless steel chains were chosen
in order to preserve the chain’s mass properties and geometry. Model scale mooring properties
are shown in Table 5.1. The following are the different tests performed during experiment:

— Without waves or wind

— Decay tests

— Hammer tests

— Pull-out tests

— Regular and Irregular waves without wind

— Regular and Irregular waves with wind

The upper part of the model, which includes aerodynamics components (actuator assemblies,
nacelles, etc.), is not included in this study (mass properties are considered) because the main
focus of this research is on the hydrodynamics of the system. More details about these aspects
can be found in Arnal (2020).
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Parameter Units Value
SPAR Mass (including floater, tower and RNA) kg 329.4
Centre of Gravity with respect to Inertial Frame m −0.004, 0,−1.535
Mass Moment of Inertia with respect of
CoG FOWT (Ixx, Iyy, Izz) kg m2 490, 490, 10

Diameter of floater (SPAR) m 0.45
Diameter at MSL (after tapering) m 0.28
Taper height m 0.2
Draft of the SPAR m 2.285

Mooring (Delta or Crow foot mooring)
Anchors depth m 5
Chain diameter mm 3.7
Mass of chain in air kg/m 0.275
Fairlead depth m −0.335
Bridle chain length m 1.2
Bottom chain length (Line 1, Line 2 , Line 3) m 15.69, 15.74, 15.72
Mass of load cell in water (Clumped mass) kg 0.43

Table 5.1 – Mass and dimensional properties of the SPAR with its mooring parameters

Parameters Value
LC 1.1 LC 1.2 LC 2.1 LC 2.2

Wave period (T or Tp) [s] 1.9 1.58 1.72 2.37
Wave height (H or Hs) [m] 0.187 0.132 0.145 0.273

Table 5.2 – Progressive wave test case: wave parameters with LC 1 represents regular waves and
LC2 represents irregular waves

5.3 Numerical setup

In Inertial reference frame R0, HOS-NWT, has its origins in the NWT left corner at the still
water level (SWL) and in Rb, foamStar and foamStarSWENSE has its origin at the body’s center
of gravity. MoorDyn has its origins in an inertial frame of reference (R0) at the SWL in the center
of the foamStar/foamStarSWENSE domain (For more details on reference frames refer Section
2.1.4.1. The generation of the regular waves is achieved by using the stream function wave theory
(Section 2.1.3.2) and the computational domain is similar to the foamStar/foamStarSWENSE
domain shown in the Figure 5.4. For irregular waves, a digital twin facility based on HOS-NWT
is used. The HOS computational domain reproduces the experimental set-up but without the
structure. The wave generated has been transferred into the foamStar domain only through the
inlet relaxation zone, and in general, all relaxation zones can suppress the waves generated from
inside the viscous domain. The foamStar/foamStarSWENSE domain is solely confined near the
SPAR region, which is 6 times the diameter of the SPAR (excluding RZ) and was determined
based on the expected motions of the SPAR in 6 DoF from the experiment. The length of
the relaxation zones is one wavelength for inlet and outlet and half of the wavelength for side
zones decided based on the numerical tests. The numerical domain water depth of 5 m has been
maintained in HOS and foamStar as similar to that of the experiment. This research aims to
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Figure 5.4 – Schematics of the computational domain within the HOS domain with Relaxation
zones (RZ) are represented in terms of wavelength (λ). R0 represents the inertial reference frame,
and Rb represents the body reference frame. HOS is based on R0, but its origin is different

evaluate the moored floating SPAR’s hydrodynamics. Therefore, rotor-nacelle (RNA) assembly
in the upper tower is not considered in modelling or analysis. However, while considering the
total mass characteristics of FOWT, the mass, inertia, and COG of the ignored parts are also
taken into account. The tower’s freeboard has been kept at 1.2 m to appropriately capture the
wave run-up during the wave interaction.

5.3.1 Solver settings

The Courant-Friedrich-Levy number (Co) is often used in CFD solvers for temporal dis-
cretization and it indicates that the how much information (U) travels across a computational
grid cell during the unit timestep. If the Courant number is more than one, the information
propagates through more than one grid cell at each time step, causing the solution to be in-
accurate and potentially resulting in nonphysical results. For adequate resolution and capture
of the transient flow field in ocean wave modeling, relatively small Co numbers are necessary.
The key advantage of the interFoam solver’s PIMPLE algorithm is the possibility to use large
Co numbers. When smaller Co numbers are necessary to accurately capture minor variations
in the fluid, then the benefit becomes less meaningful. In the present study, the maximum Co
number of 0.5 was adopted along with 10 outer (SIMPLE) pressure-momentum corrections, 3
inner (PISO) pressure correction loops have been adopted. The adopted residuals limit in the
present study was 10−8 for all simulations. Table 5.3 summarises the methods of discretization
schemes in space and time used in the present study.
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Term Scheme Order
Gradient Gauss linear Second

Divergence Gauss vanLeer Second
Laplacian Gauss linear corrected Second

Time CrankNicolson Second

Table 5.3 – Numerical schemes

Figure 5.5 – (Left figure)Typical experimental SPAR model with its nomenclature, (Right figure)
SALOME generated SPAR STL model, SnappyHexMesh generated SPAR model(CFD Mesh)

5.3.2 SPAR body mesh validation: Hydrostatics

Following a series of trials and errors, it was observed that the STL (stereolithography)
geometry file used for meshing influences the submerged volume and consequently the body’s
draft. SALOME (Ribes and Caremoli, 2007) is a open source software that provides a flexible
platform for numerical simulation preprocessing, and it allows the user to manage the triangles
formation in the STL file generated. Hence for the current study, an STL file is generated in
SALOME and it is used in SnappyHexMesh (meshing tool) for generating the CFD mesh. The
spatial domain background hexmesh is discretized by cells with unit aspect ratio, using the
blockMesh utility and it is refined based on the solution’s convergence. The body is set in the
numerical domain using the previously described STL file. The mesh is created by splitting
one hexahedral cell into eight split-hexahedra cells and then snapping to the STL geometry
using a simple and orthogonal background mesh. It is done with the snappyHexMesh utility,
which creates two- and three-dimensional meshes from STL triangulated surface geometries
comprising hexahedra and split-hexahedra. It requires an already existing base mesh, where the
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body is sculpted, which is repeatedly refined and morphed to the surface geometry. Figure 5.5
depicted the SALOME generated STL file and typical SnappyHexMesh generated SPAR Body
mesh.

A perfectly meshed floating body’s mass and volume properties must correspond to not
create spurious motions. As a result, a hydrostatic investigation is carried out to validate the
generated body mesh. With the use of blockMesh and the snappyHexMesh tool, many surface
refinements are evaluated, and an accurate mesh is ultimately chosen based on the following
methodology.

V olp = V olfloater + V olcone + V olsubmerged tower (5.1)

where V oltheoretical represents the theoretical volume of the submerged SPAR. The under-
water submerged components of the SPAR are given by V olfloater, V olcone, V olsubmerged tower.

Figure 5.6 – Figures a) Upper figure shows the Free surface with planned box for refinement
b) Sample test case : Complex refinement in the free surface with medium in box 1 and fine
refinement in box 2

Refinement Box1
(Level)

Box2
(Level)

Th.Volume
(m3)

foamStar
function Volume

No - - 0.539 0.539
Medium 2 2 0.539 0.539

Fine 4 4 0.539 0.539
Complex 2 4 0.539 0.539

Table 5.4 – Accuracy of the modified waterVolume function

The correction/error in the body mesh generated is estimated by

Error(%) =
(
V olp − V olOF

V olp

)
× 100 (5.2)
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Parameters Value Uncertainty
Draft [m] 2.285 ±0.03
Mass [kg] 340 ±1

COG -1.535 -
Mass Moment of Inertia (Ixx,Iyy,Izz) [kg m2] 490,490,10

Table 5.5 – Mass properties for analysis of SPAR body mesh

(a) Computational domain (b) Cross sectional view of domain

Figure 5.7 – (Left figure)Computational Domain 6D X 6D X 15D for body mesh analysis, (Right
figure) Typical cross sectional view with types of refinement planned in this study

where V ol is read as Volume, and if the meshed submerged volume (V olOF ) is known, the
accuracy of the body mesh can be obtained. In order to identify the submerged volume of the
meshed body, waterVolume function from Openfoam is modified and applied. This function
object will give water volume (α = 1) of the computational domain at every time step and it is
modified to get the submerged volume of SPAR such as ,

V olOF = V oldomain − V olwater volume (5.3)

Before checking the correctness of the results, this modified function is assessed for precision
across a selection of free surface refinements. For that, a 2D rectangular domain (see Figure
5.6) with the free surface at the origin plane and a water depth of 0.7 m is considered. Two
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Figure 5.8 – Surface refinement on the SPAR surface (from very coarse to very fine)

refinement boxes are set up at the left and right edges of the free surface. These boxes aim
to have unstructured free surface cells that divide the domain, making volume calculation a
little more complicated for the waterVolume function. As shown in Table 5.4, the function’s
underwater volume estimated value appears to be accurate, with no dispute. Hence it is applied
to estimate the accuracy of the meshed volume of the SPAR.

A numerical study in hydrostatic condition is carried out to evaluate the accuracy of the
mesh, with the domain’s length and width are six times the SPAR’s diameter and the depth set
to 5 m water depth along with 2 m freeboard exactly to imitate a physical wave tank (Figure
5.7a). PPSD (Points Per SPAR Diameter), a parameter based on the number of nodes/points in
the SPAR bottom face, is introduced here for mesh analysis. Different types of refinement have
been carried out for this parametric study, as shown in Figure 5.7. Table 5.5 defines the basic
mass properties used in body mesh validation for the hydrostatics study, which were retrieved
from the experiment.

PPSD modification includes edge and surface refinement using the SnappyHexMesh utility.
The blockMesh utility is responsible for background refinement. Hence blockMesh cell sizes
ranging from 0.25 to 1.5 are investigated (non-dimensionalised with SPAR diameter). Surface
features ranging from very coarse to very fine (Level 1 to Level 5) are evaluated for surface
refinement (Figure 5.8). As a result, an overall combination of 25 setup is performed, such as
five surface refinements for each background configuration to achieve acceptable precision while
minimising the number of cells. It was also decided to use a mesh combination parameter with
an error of less than 0.1% as a suitable numerical body mesh for future research. The results of
the study are as shown in the Figure 5.9 and Figure 5.10. The Figure 5.9 depicts a bar chart
for each surface refinement with varying background meshes (from coarsest to finest), with the
horizontal axis representing the error obtained from the equation (Eqn 5.2) and the vertical axis
representing the number of cells created. In all graphs, the results demonstrate a well-known
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Figure 5.9 – Accuracy of mesh based on submerged volume vs Number of cells for different levels
of refinement

trend of maximum error in the coarser case and a minimal error in the finer refinement. Similarly,
when refining reaches the finest level, the number of cells increases.

From very coarse surface refinement with very fine background refinement to very fine surface
refinement with very fine background refinement, the number of cells increased by a factor of
10, while the error decreased from 1% to 0.1% and further. Figures 5.10a and 5.10b shows
other ways of illustrating the above finding. Figure 5.10b is a derived version of Figure 5.10a
(zoomed window). In the Figures, V olp represents the theoretical volume, and V olOF represents
the actual volume from the OpenFOAM utility. The previously noted pattern can also be seen
in this illustration. With a coarser background, medium and all additional finer refinements
have an error of less than 1%. The upcoming investigation will use a combination of fine surface
refinement and a background mesh size less than 0.6, such that accuracy of more than 99.9%
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Figure 5.10 – Error difference between meshed volume and correct volume for a different level
of surface refinement

will be achieved. This combination is also represented in terms of PPSD for a fixed background
mesh size and the results are shown in the Table 5.6. With the objective of error less than 0.1%,
the value of 35 is chosen for its economical (low cell volume) and minimal loss in accuracy.

5.3.3 Spatial and temporal verification: wave propagation

In this section, the validation of the irregular waves generated in the NWT is done in absence
of body. First, the results from HOS-NWT are compared with the experimental time trace, and
then the validation is done with the CFD model for the regular and irregular waves for various
spatial and temporal discretization combinations. Details about the wave cases chosen for the
present study can be found at Table 5.2. The foamStarSWENSE solver is only validated for the
irregular wave condition LC 2.1 and LC 2.2, whereas foamStar is validated for all four wave
conditions.
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P.P.S.D No of cells
(millions)

Meshed
volume

Difference
(%)

5 0.01 0.328157 3.4%
10 0.07 0.338551 0.35%
25 0.23 0.339112 0.18%
35 0.5 0.339407 0.1%
50 1.2 0.339518 0.06%
75 3.88 0.339599 0.04%

Table 5.6 – Mesh accuracy evaluation using PPSD for different mesh refinement

Beach

ZHOS

Wavemaker

Z0

Wave 

propagation

17m

Inlet OutletComputational 

zone

LHOS - 50m

5m

1λ 1λ6 DSPAR

X0

Upper Zone

FS Zone

Lower Zone

2H

XHOS

Figure 5.11 – Sketch of the HOS and CFD domains for wave propagation validation in 2D NWT
and the position xHOS = 17m is identical to x0 = 0

5.3.3.1 Irregular wave validation: HOS wave Vs experiment

It is important to remember that the HOS-NWT formulation was effectively validated with
studies on various cases during the last decade(Ducrozet et al., 2012, 2006; Canard et al., 2020;
Hasan et al., 2019). LC 2.1 and LC 2.2 cover a wide variety of wavemaker motions with large
nonlinearities in order to validate our current concept and implementation. The experimental
paddle motion has been used in the HOS-NWT to simulate the wave characteristics and compare
the generated waves with the experimental measurements. For this simulation, 325 modes in the
flow direction (Nx) and 33 modes in the vertical direction (Nz) have been used. Throughout the
simulation, the HOS order is kept at 3. Figures 5.12a and Figure 5.12b shows the comparison
of the HOS-NWT and the experimental wave elevation time traces at the WG2 probe location,
for LC 2.1 and LC 2.2 respectively. In both figures, we can see that the agreement between the
experiment and numerical models is very good. After 50 s, however, some slight deviations were
noted in the peak magnitude of the crest or trough. This error is connected with the wavefront
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of reflected waves coming back at the wave probe location after 60 s for LC 2.1 and 45 s for
LC 2.2, but the cross-correlation coefficient for these simulations is around 0.994, which makes
the discrepancy quite small, hence disregarded. It should also be noted that these deviations in
the incident wave will have a minor impact on the motion responses in the wave-floating body
simulations.
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(a) LC 2.1 - Irregular wave
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Figure 5.12 – Comparison between experimental and HOS-NWT numerical time series of wave
elevation for the two Irregular wave test cases - LC2.1 and LC 2.2

5.3.3.2 CFD validation : Regular and irregular waves

The mesh and temporal convergence studies for all four test cases for wave propagation are
carried out in a 2D NWT. The sketch of the computational domain is depicted in Figure 5.11.
The domain is a two-dimensional plane that is an exact reproduction of the three-dimensional
domain illustrated in the Figure 5.4, but without the structure. The regular waves (LC 1.1 and
LC 1.2) are generated using the foamStar ’s built-in stream function wave theory and HOS-
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Mesh level Mesh size (∆x, ∆z)
Very Coarse λ/32, H/2

Coarse λ/64, H/5
Medium λ/100, H/8

Fine λ/150, H/10
Very Fine λ/200, H/15

Table 5.7 – Progressive waves test case: Test matrix for convergence study

NWT is used for irregular waves (LC 2.1 and LC 2.2). To be noted, in the R0 reference system,
the origin is different for the HOS domain and CFD domain (Figure 5.11). The HOS domain
(LHOS) has a length of 50 meters and a water depth of 5 m. The length of the CFD domain is
1λ+ 6DSP AR + 1λ, and its origin is positioned from xHOS = 17 m at the inertial frame origin.
The relaxation zones length is set to 1λ for both inlet and outlet, respectively. To be noted, for
irregular wave cases, the HOS domain must entirely include the CFD computational domain
into it.

Upper zone, free surface zone, and lower zone are the three zones that make up the computa-
tional domain in the vertical direction (Figure 5.11). Between z = −H(orHs) and z = H(orHs)
is the free-surface refinement zone. As per the suggestion of (Kim, 2021c), the cell aspect ratio
(∆z/∆x) in the free-surface refinement region is maintained at 0.5, and the outer zones are
kept at ratio of four. To understand the solver’s convergence, several discretizations are used to
investigate the computing grid and time steps. Table 5.7 shows the cell length ∆x and height ∆z
that were examined. Based on the wave period (T or Tp) considered, different temporal resolu-
tions for wave propagation are performed for each cell arrangement (Table 5.7), such as T/100,
T/200, T/400, and T/800. Two investigations performed: modify the cell size while keeping the
time step constant, and the grid is fixed while the time step is only varied in the second set of
investigations. From Mesh32H2T100 to Mesh200H15T400, eighteen combinations of mesh and
temporal resolutions were tested. Mesh32H2T100 indicates that there are 32 cells per wavelength
in the wave propagation direction, 2 cells per wave height in the vertical direction, and 100 time
steps per wave period. With all of the above factors mentioned, the outcomes or validation of
the regular wave is described initially followed by the irregular wave.

Regular wave validation: For the regular wave validation, foamStar computational do-
main was considered with periodic boundary conditions. In this study, the duration of the
simulation is kept at 35 wave periods for investigation. Figures 5.13a, 5.14a and 5.14b presents
the wave generated at the location of the probe WG5 in the case of LC1.1. Similar observa-
tions are noticed for LC 1.2 and hence results are not reproduced here. Figure 5.13a depicts
the observed surface elevation for all cases, demonstrating that all cases are in phase with one
another and despite using the coarser condition, the wave barely loses 10% of its amplitude.
Figure 5.14b displays the peak wave amplitude (ηmax) for each combination of mesh and time
step measured at nearly 20Tp and Figure 5.14a represents the first harmonic amplitude variation
for the whole duration of the wave and its damping behavior. In both the figures, the parameters
clearly demonstrates good convergence when refining the mesh and time step. From the results,
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a cell size of 150 cells per wavelength, 10 cells per wave height, and 400 time steps per wave
period seem to be computationally efficient and used for further analysis.

(a) Wave elevation measured at WG5

(b) Zoomed window of above Figure at 25-29s for clear representation

Figure 5.13 – Progressive waves propagation measured at the WG5 for different mesh and time
configurations

Irregular wave validation:
The irregular waves for various combinations of spatial and temporal discretization (as in

regular waves) measured at WG5 were used in the following analysis. The results from foamStar
and foamStarSWENSE (for LC 2.2) are cross-correlated with the HOS simulations to investigate
the spatial and temporal convergence (Table 5.7) . For theory behind the cross correlation, Sec-
tion 2.1.6.1 can be referred. Free surface elevation recorded in the probe WG2 in the case of LC
2.1 and LC 2.2 are shown in Figure 5.15a and Figure 5.15b respectively. For reference purposes,
the experimental recording at the same location as well as the HOS probe recordings are also
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(a) Regular waves peak amplitudes measured at the WG5 across the duration
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(b) Regular waves first harmonic peak amplitudes measured at the WG5 at 10th peak period for different
test cases

Figure 5.14 – Progressive waves propagation measured at the WG5 for different mesh and time
configurations

shown in the Figures. Typical cross-correlation results between reference signal (HOS) and nu-
merically recorded signals (foamStar) for LC 2.1 and LC 2.2 are shown in Figure 5.16. Although
the experiment and HOS were conducted for a total of 600 s, to avoid the large computational
cost, the comparisons were carried out for 100 s (i.e. around 50Tp). Eighteen different configu-
rations were carried out for both LC 2.1 and LC 2.2, as indicated by the circles and squares in
the Figure 5.16. The lines connect meshes that are of the same type but with varying temporal
discretization. The findings demonstrate that even the coarser combinations have an accuracy
of approximately 0.97 and that refining the discretizations will bring the accuracy closer to 1.
For the wave-structure interaction study, the mesh combination of Mesh150H12T400 which is
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(a) LC 2.1 - Irregular wave

(b) LC 2.2 - Irregular wave

Figure 5.15 – Irregular waves test case: Free surface elevation at the WG2 for different mesh
and time configurations

nearly on and above 0.99 in both load cases is proven to be an affordable combination and hence
this combination is used in the present study.

Only LC 2.2 is validated in a 2D NWT for foamStarSWENSE, the probe findings are
cross-correlated with HOS, as done with the foamStar solver. Figure 5.17 displays the cross-
correlation analysis’s findings. It can be seen that the accuracy of the foamStarSWENSE solver
was 0.98–0.99 up to Mesh100T400 and 0.99–0.995 for the other cases. After further analysis, it
is observed that the wave produced in the foamStarSWENSE can be accurate provided the free
surface zone has a constant aspect ratio, as indicated in the left figure of Figure 5.18. In the
present case, the free surface zone aspect ratio must be kept at one rather than 0.5 in order to
mesh the floating body smoothly (SnappyHexMesh requirement). When interpolating from the
HOS grid to the SWENSE grid, it has been realised to add a small amount of extra frequency,
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Figure 5.16 – Cross-Correlation Coefficient for LC 2.1 and LC 2.2 between different mesh and
time combination in foamStar and HOS
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Figure 5.17 – Cross-Correlation Coefficient for LC 2.2 for different foamStarSWENSE mesh and
time combination with HOS
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Figure 5.18 – Cross section of 2D NWT domain with different aspect ratio in the free surface
zone
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however as the data indicate, it is a minor inaccuracy to be concerned about. To improve the
foamStarSWENSE solver, it will be one of the future changes required.

5.3.4 Mooring validation : MoorDyn

The MoorDyn standalone solver is validated for delta type mooring in this subsection with
different mooring models (MoorPy (Hall et al., 2021), MAP (Masciola, 2018), and AQWA)
as similar to the Section 2.1.4.4. Also the input conditions for the actual SPAR problem are
validated in the standalone solver for identifying their accurate input characteristics.

Figure 5.19 – Typical delta mooring model adopted in the present study with its top view(left)
and isometric view (right)

For the validation, the mooring setup used in the present study, the crowfoot model having
3 main lines connecting 6 bridle lines with the load sensor (LS1 to LS3) as shown in the Figure
5.3 are tested. This configuration is validated in a standalone MoorDyn model for a total of
9 mooring lines and 9 nodal locations, and the typical setup is as illustrated in Figure 5.19.
It is important to validate input characteristics such as connecting nodes, unstretched length,
mass, and stiffness properties from the experiment. The primary mooring properties from the
experiment are listed in the Table 5.1. In order to obtain proper tension, in the numerical
model symmetry adjustment of the anchor and fairlead positions (120o to each main line) are
considered, because of the fact that achieving symmetry while doing physical tests was difficult.
The axial stiffness (AE) and equivalent diameter are obtained from ORCINA recommendations
(ORCINA). In the transverse direction (Eqn. (2.53)), quadratic damping coefficients are set
to 1.8, and in the axial direction (Eqn. (2.54)), they are set to 0.25 based on the numerical
analysis. The added mass coefficient in the transverse direction are set to the value of 1.0. The
convergence with respect to the number of segments in the mooring line was studied, and it was
determined that from the 75 segments in the main line and 6 segments in the bridle were the
most efficient and converged solution.

As stated in MoorDyn validation section (Section 2.1.4.4), the mooring properties used in
the experiment are modified to prototype values (1:40 scaled model of FOWT) using Froude
and Cauchy scaling, and the updated mooring properties are shown in Table 5.8. Similar setups
were also built in various mooring models, and the pretension at the static conditions for major
lines Line 1 to 3 (Figure 5.3) are compared as shown in Figure 5.20. The pretension aligns well
with MAP, and only minor variations were noticed compared to MoorPy and AQWA proving
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Parameters Units Prototype Values
(Froude Scale 40)
Diameter of chain [m] 0.266
Mass density [kg/m] 440
EA [N] 6E9
Added mass coefficient 1.0,0.0
Drag coefficient 1.8, 0.25
Clumped mass (sensor) [kg] 2.75e4
UnstrLen (Major and Bridle) [m] 638.2, 48

Table 5.8 – Parameters of the mooring lines in prototype scale

Figure 5.20 – Comparison of line tensions along delta type mooring lines for different mooring
models

the efficiency of the MoorDyn and input conditions considered. The final system of coupling
considered is as shown in Figure 2.15, wherein the mooring analysis will be carried out in
prototype scale for motions and velocities and the computed forces are then scaled-down and
coupled with the foamStar/foamStarSWENSE.

Also, the MoorDyn results are validated from the experimental pull-out tests for the esti-
mation of stiffness. To characterize the horizontal mooring stiffness for the platform surge DoF,
various pull-out tests were done during the experiments. One such test comparison with exper-
iments is shown in Figure 5.21, wherein the mooring stiffness is nearly 75 N . m−1 based on the
slope of the force/surge relationship. The mooring restoring force can be quite similar to a linear
force, which is interesting for a catenary system since the total restoring force in DeepCWind
campaigns and the related OC4 numerical model (Robertson et al., 2014) tends to be nonlinear
at larger offset values.The average surge response in the experiment rarely exceeds 10 cm in
amplitude, thus over the range of 10cm to 20cm, the restoring coefficients’ linear trend agrees
well with the experiment, and the slope difference beyond 25 cm displacement (Figure 5.21) will
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Figure 5.21 – Comparison of the results of the Pullout test in the MoorDyn solver with the
findings of the experiment

not impact the results. It is important to note that the restoring force stated here refers to the
overall restoring of all 9 lines, not just the catenary line.

5.3.5 Stiffness matrix coefficients

The stiffness coefficient as determined by the pull-out test for surge (K11) mooring lines is
75 N.m−1. Similarly, the sway (K22) and yaw coefficients (K66) were calculated using similar
conditions and also modeling the mooring lines in ORCAFLEX (ORCINA) for validation. The
values are 80 N.m−1 and 127 N.m rad−1, respectively for sway and yaw. Non-diagonal stiffness
in terms of restoring stiffness in heave, roll, or pitch from the mooring appeared to be extremely
minimal in this investigation. In the case of solving wave-structure interaction with stiffness
matrix, the mooring line mass of 11.4 kg (±1 kg) is added to the SPAR’s total mass. Based on
the hydrostatics and the objective to maintain the same draft for to experiment, the total mass
is adjusted as discussed in Section 5.3.2.

5.4 Results and Discussion

The validation of the developed numerical approach with the experimental measurements
is discussed in the following manner in this section : (1) Moored decay test (natural period
estimation, and damping for surge and heave along with their mooring tension) (2) foamStar
- regular and irregular waves interaction with SPAR (3) foamStarSWENSE - Irregular waves
interaction with SPAR

5.4.1 Moored Decay

In the coupled foamStar-MoorDyn solver, two independent DoF decay tests are carried out
with delta mooring lines. The SPAR is perturbed along the DoF of interest, then released
to move freely from that point. Surge, heave and pitch are the decay tests performed. The
mooring tensions and their accompanying modeling results are discussed. The moored decay
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test performed by the foamStarSWENSE solver will be comparable to the foamStar solver since
the foamStarSWENSE solver will only be solving the NS equation if there is no incident wave
field (χ = χI + χC → χ = χC). As this will duplicate the foamStar results, it will be ignored in
this investigation.

5.4.1.1 Surge decay
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(a) Surge motion
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(b) Surge mooring tension

Figure 5.22 – Comparison between experimental and numerical time series of surge decay test
with its corresponding DoF and mooring tension

The initial displacement for the Surge in foamStar is accomplished using the moveDynam-
icMesh utility, which only conducts the dynamic mesh motion without solving the flow field
while monitoring the mesh quality aspects. The SPAR floater with delta mooring lines is moved
0.11m and then released to move freely from its initial position. The COG is set to a displaced
position, and the mooring lines are given initial displacement and zero initial velocity and are
free to move with the body motions. The surge had a strong influence on the pitch and a weak
influence on the heave, making it difficult to estimate the proper surge natural period. Hence
only for this specific test case, the sole surge DoF is taken into account. The findings of the
motion shown in comparison to the experiment (Figure 5.22a and Figure 5.22b), as well as the
mooring tension in Line 1(ref Figure 5.3 for Line nomenclature), appear to be quite accurate. All
of the line tensions were in good agreement, but Line1 was the most critical (as it is in every test
scenario), therefore it is the only one shown. When the SPAR is shifted towards Line1 for initial
displacement, there is a loss of up to 8N in pretension at first, and the variation approaches
±10N . Surge’s natural period is found to be 18.82 s, while the experiment’s natural period is
18.6 − 18.7 s. The overall damping ratio is calculated using the logarithmic decrement method,
and it is found that the percentage changes between 2.2% to 2.3% for the experiment, but from
the numerical simulation it is between 2.35% to 2.45%. In the instance of the surge decay test,
the overall difference is found to be less than 1%, indicating that the coupling model performs
well for both motion and tension estimation in the surge decay problems.

5.4.1.2 Heave decay

The heave decay follows a similar procedure as that of the surge simulation, with the SPAR
being moved in the heave direction for an initial displacement (in this case 0.045m) and then
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(b) Heave mooring tension

Figure 5.23 – Comparison between experimental and numerical time series of heave decay test
with its corresponding DoF and mooring tension

released in calm water. The decay simulation in heave is carried out with all 6 DoF motions
active since the heave motion has only slight influences from all other motions. Also note that
the mooring in the form of stiffness matrix was examined as well (although it did not have
any stiffness in the heave direction) for the present heave decay. The motion recorded in both
mooring scenarios is shown in the Figure 5.23a. The figure has a few noteworthy observations as
follows. The mooring in the form of a stiffness matrix component can be thought of as having no
resistance in the heave direction (K33). As a result, the motion characteristics only depict the
body motions for a given mass and displacement. In this situation, the natural period appears to
be 4.91s, and the damping ratio appears to be 1.5%. Incorporating the mooring into the problem
changes the damping of the problem by adding 0.5−0.6% to total damping, resulting in a natural
period of 4.8s. The natural period in the experiments was determined to be 4.8 − 4.9s, and the
damping was found to be similar to that of the moored simulation. Figure 5.23b compares the
numerical tension of Line 1 (at LS1) with the experiment, to illustrate the effect of mooring
tension variation. The vertical axis is kept the same as in the surge free decay tension figure to
show the reader that the influence in the heave is too small when compared to the surge but
cannot be ignored.

5.4.1.3 Pitch decay
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(a) Pitch motion
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(b) Pitch mooring tension

Figure 5.24 – Comparison between experimental and numerical time series of pitch decay test
with its corresponding DoF and mooring tension
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Similar to the surge and heave simulation, the pitch decay involves moving the SPAR in all
six directions for an initial displacement and rotation (in this case, Pitch 0.11 radians) before
releasing it in calm water. Since the pitch motion has significant influences from the surge and
heave motions, the decay simulation in pitch is performed with all 6 DoF motions active. Also,
note that the stiffness matrix in the form of mooring is not considered for the present pitch decay
investigation because the motion is coupled strongly and involves restoring from surge motion.
The numerically predicted pitch response has a lower pseudo-period and more damped than
the corresponding experimental results, as shown in the Figure 5.24a. Also a different pattern of
mooring tension in mooring lines was observed (Figure 5.24b) in pitch-free decay, due to coupled
response of surge motion. The initial six degrees of freedom positions, the moment of inertia
and pretension (initial mooring position), etc., are all closely related to the pitch response. The
results will be different even if there is a little adjustments to the moment of inertia and COG
location (Palm et al., 2016). For this study, the number of test cases has been evaluated, although
obtaining an accurate depiction of the natural period and mooring tension was more challenging.
Some possible explanations for this other than mass properties are mostly related to the exact
initial 6 DoF positions of the SPAR in experiment and the initial position of mooring lines. Also,
reason for the slight difference in the damping (Figure 5.24a) can be attributed to the sharp
corners of the numerical SPAR which is expected to yield higher drag forces than the smoother
physical model.

5.4.2 Wave interaction with SPAR

Figure 5.25 – Typical representation of computational domain in the wave-structure interaction
study with mooring

In this section, the performance of the foamStar and MoorDyn coupling in reproducing
the experiments on wave interactions with SPAR is reported. The wave interaction’s computa-
tional domain and relaxation zones are the same as those described in Section 3. A common
Mesh150H12T400 is chosen in order to make a similar discretization for regular (Mesh150H10T400)
and irregular waves studies (Mesh150H12T400), and it will be represented in the results with the
prefix ’fs’ denoting foamStar and ’Sw’ represents foamStarSWENSE. The Figure 5.25 depicts a

154



5.4. Results and Discussion

(a) 17.75s (≈ 9.25T ) (b) 18s (9.5T )

(c) 18.5s (9.75T ) (d) 19s (10T )

Figure 5.26 – Typical representation of different time instants of the interaction of regular waves
with the moored floating SPAR using foamStar-MoorDyn coupling for case LC 1.1

typical computational domain with mooring lines. The fine refinement in the free surface and
near the SPAR can be seen in this figure, along with the typical contour of the free surface. The
SPAR body is fine-tuned based on the previous estimates in order to maintain PPSD 35 and
a little mass modification to ensure the same drafts. Based on the wave being considered, the
wavelength will vary for each load case, influencing the number of cells. In the present study of
LC 1.1 to LC 2.2, it varies from 1 to 2.5 million cells, and the code was executed concurrently
using MPI on the LIGER supercomputer at Ecole Centrale Nantes. The duration of the simula-
tion as a whole varies from case to case. Only 25T is kept as the simulation duration for regular
wave cases (LC 1) because the steady state is reached within 4 to 5 peaks of the simulation,
but 50Tp has been kept as the simulation duration for irregular wave cases (LC 2). One CPU
per 30000 cells is chosen for parallel processing and computational time varies from 10 hours in
LC 1 to 36 hours in LC 2. Each LC involves two methods of coupling to handle the mooring
line, one in the form of a stiffness matrix and the other with dynamic mooring (MoorDyn). As
previously indicated, two regular wave test cases (LC 1.1 and LC 1.2) and two irregular wave
test cases (LC 2.1 and LC 2.2) are being carried out and discussed in the following sections.

5.4.2.1 foamStar - Regular wave interaction

The hydrodynamic responses of the SPAR under regular waves are investigated in this sec-
tion. All the waves propagate in the positive surge direction. The waves characteristics are as
listed in Table 5.2. At various time instants, a typical interaction between the wave, structure,
and mooring is demonstrated in the Figure 5.26. The wave LC 1.1 (T= 1.9 s) has an initial ramp
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(a) Case LC 1.1 - Wave probe comparison
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(b) Case LC 1.2 - Wave probe comparison

Figure 5.27 – Comparison between experimental and numerical time series of wave elevation at
WG4 of the Floating SPAR for the two regular wave test cases - LC1.1 and LC 1.2

of 10 s, hence the steady-state time instant of 17.5 s to 19 s was chosen for the presentation
of figure. The magnitude of velocity in the x-direction as the wave progresses is shown in red
and blue on the graph. For clarification, the free surface contour is also displayed (α = 0.5).
The mooring is represented by segment tension, which varies from 18 N to 45 N and is colored
blue to red. The crest of the wave approaches before SPAR (already has its own motion during
transient and few wave periods before) at 9.25 T. Line 1 has the highest mooring tension and
Lines 2 and 3 have slightly lower tension. As the wave progresses, the crest reaches the SPAR
(9.5 T) and impacts (9.75 T), then SPAR travels in lockstep with the wave orbital, reducing
the tension in Line 1 to 30-35 N and causing significant tension in Line 2 and Line 3. Line 3 is
on the opposite side of the figure, making it difficult to visualize in colour. Because Line 3 is
symmetric, it can be said that the behaviour will be similar to Line 2. When the trough reaches
the SPAR at the final instant (10T ), it gently returns to its previous motion, which is similar to
9.25 T, lessening the tension in Lines 2 and 3 and achieving equilibrium before the next cycle
begins.

The comparison between experiments and numerical simulation for wave probe WG4 is shown
in Figure 5.27. Out of all the probes, the probe WG,4 which is aligned with the initial center of
the SPAR, is shown for the comparison. The initial ramping in the experiment is different from
the numerical ramping leading to a small difference up to 10 s. After achieving a steady-state,
the wave appears to achieve suitable amplitudes and is in phase with the experiment. For both
the LC, the total duration of simulation recorded in the experiment is 30 s. Both the LC 1.1
and 1.2 were initially evaluated for 30 s, however, to quantify the surge effects (Surge natural
period roughly 19 s) the LC 1.1 simulations were extended for a few additional seconds. The
numerical and experimental time series for surge, heave, and pitch angles (LC 1.1 and LC 1.2)
are shown in the Figure 5.28. To demonstrate the influence of LC 1.1 over LC 1.2, the vertical
axis limit is kept constant, indicating that LC 1.1 has larger amplitudes than LC 1.2. Sway, roll,
and yaw motions were not shown since they were negligible, both in the numerical simulations
as well as in the experiments. The surge motions shown in Figures 5.28a and 5.28b, appears
to oscillate with increased amplitudes at the ramping time itself before the steady-state due to
the difference in the ramping. The rate of change of oscillation amplitude compares well to the
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Figure 5.28 – Comparison between experimental and numerical time series of the surge, heave,
and pitch of the floating SPAR and wave excitation forces for the two regular wave test cases -
LC1.1 and LC 1.2

surge experimental period. In the case of LC 1.2, the surge motion follows a similar trend as LC
1.1, albeit with a much smaller amplitude. The behavior of the stiffness matrix component and
MoorDyn is virtually identical, although MoorDyn has a very slightly higher amplitude. This
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Figure 5.29 – Comparison between experimental and numerical time series of tensions of the
front, line 1(LS1), and rear mooring lines, line 2 and line 3 (LS2 and LS3), for the two regular
wave test cases - LC1.1 and LC 1.2

is due to the fact that MoorDyn includes coupling of all DoF, whereas, in the stiffness matrix
approach, we have considered only three DoFs. The heave and pitch motions of the LCs are
depicted in the Figures 5.28c and 5.28d, and Figures 5.28e and 5.28f. The motions were well
simulated by both the stiffness matrix approach and MoorDyn and both the motion amplitudes
are quite small, with heave amplitudes of nearly 2 cm and 1 cm and pitch amplitudes of 1.25o and
0.8o. From the results. it proves that the accurate stiffness matrix components are sufficient to
handle the problem for this small amplitude of motions (even if LC 1.1 have larger amplitude).
Thus, dynamic mooring analysis may not be required in such cases. However, MoorDyn has
an advantage if the requirement is for the estimation of restoring force or the mooring tension
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assessment. Figure 5.28g and Figure 5.28h represent the wave excitation forces over the floating
SPAR for the load cases LC 1.1 and LC 1.2 respectively. As stated in section (2.1.4.1), the total
force acting on the SPAR is influenced by a number of factors like mass, buoyancy, gravity,
mooring, fluids (including pressure and viscosity), and so on. Using fluid forces, we can derive
solely the wave excitation forces operating over the SPAR by taking into account the normal
pressure acting over the SPAR and its tangential viscous component.

Following Huseby and Grue (2000), the wave excitation forces (removing the hydrostatic
forces), are normalized by ρgSH

2 , where S represents the cross-sectional area of the SPAR.
Because the motions closely match the experiment, the forces calculated by the solver should
be fairly accurate, and also the numerical cases (stiffness matrix form and MoorDyn form) have
similar motions, only results from one form (MoorDyn) is presented. The obtained force trend
is proportional to each case’s wave elevation, and the x component of the force (Fx) amplitude
appears to dominate the vertical force (Fz) by closely 1.5 times. Otherwise, the normalized
amplitude has only a 5% − 7% difference between LC 1.1 and LC 1.2.

Figure 5.29 shows the line tensions from both LC. It should be noted that the experiment
uses three load sensors at the LS position, therefore only Lines 1, 2, and 3 are considered, and
since the bridle lines had no tension measurements, they were ignored. In the MoorDyn, the
top most segment tensions in the major lines were used for comparison, which was near to LS
in the experiment. The experimental data (sampled at 200 Hz) was subjected to an average
filter, whereas numerical results are saved at a sampling rate (as determined by the CFD solver)
with no filter. The figure shows good comparisons and it’s worth noting that Line 1 is at the
receiving end of the wave, at the back of the SPAR. As a result, the tension oscillations are
up to four times larger than the oscillations of Lines 2 and 3 at the SPAR’s front junction.
Another point to note is that LS2 and LS3 are symmetric, therefore the tension and variation
are identical in both the lines. Despite the input conditions, LC 1.2 tension amplitudes are small
when compared to LC 1.1, it demonstrates that foamStar-MoorDyn coupling could solve for
both the smaller and higher amplitude regular wave interactions with the floating body. Similar
observations for motions and tensions were also seen with the quantitative analysis as presented
in Section 5.4.2.3. Hence concluding that the regular wave generated inside the foamStar by the
CN-Stream function wave model has been evaluated for floating SPAR interaction with mooring
models, and it appears that the coupling is effective in accurately predicting the motions and
forces. The next step is the validation of wave-structure mooring in irregular conditions.

5.4.2.1.1 Run up on upstream tower Figure 5.30 shows the run-ups on the upstream
SPAR tower from a port side view during one wave period (8.42 T - 9.34 T) for the regular
wave case LC 1.1. As the wave amplitude increases, the runup on the tower increases when the
crest passes the tower, the maximum runup is 1.26 times the amplitude of the wave, and the
maximum run down is identical to the amplitude of the trough passing. It should be emphasized
that SPAR is also moving under the influence of the wave, therefore the wave runup recorded is
the relative motion between the SPAR motion and the wave.

159



Chapter 5 – WAVE-STRUCTURE INTERACTION OF MOORED OC3 HYWIND SPAR

(a) At 8.42 T (b) At 8.55 T

(c) At 8.68 T (d) At 8.81 T

(e) At 8.94 T (f) At 9.07 T

(g) At 9.21 T (h) At 9.34 T

Figure 5.30 – Run up around the upstream SPAR tower during one wave period for the case LC
1.1

5.4.2.1.2 Influence of turbulence model The majority of natural flows are turbulent.
Each of the relevant parameters in a turbulent flow can be divided into a "mean" component and
a "fluctuating" part, which both change over time and space in an unstable computation. There
are different methods to solve the turbulence in the flow. With Direct Numerical Simulation
(DNS) solvers, the flow is not decomposed and the governing equations cover the whole range of
turbulence scales, which requires very high mesh resolution and temporal resolution for solving
the computation. The Large Eddy Simulation (LES) is a numerical model that controls the
smallest turbulence length scale via low-pass filtering of the Navier-Stokes equation, reducing
the computational cost with respect to DNS. The computationally cheapest technique is using
Reynolds-Averaged Navier-Stokes Equations (RANSE). κ−ω SST is the widely used turbulence
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model in hydrodynamics. The in-house developed turbulence model ’ free-surface κ − ω SST

(fskOmega)’ which applies the idea of buoyancy production to the OpenFOAM κ−ω SST model
to consider the variation of density of the two-phase flow in the vicinity of the free-surface (Kim,
2021b). This turbulence model is tested for the SPAR for the case of LC 1.1 and the results
obtained are as shown in the Figure 5.31. The wave observed between the models (with and
without turbulence model fsKOmega) is found to be almost identical, with a variation of less than
0.1% in the peak amplitude of crest and trough. The wave comparison between the models is
not provided for a concise representation. The addition of the turbulent model is seen to cause a
slight variation in amplitude, but overall, the model without turbulence is seen to have captured
the motions well in relation to experiment. It holds true for each of the three motions depicted
in the figure. The computational cost is further increased by the inclusion of the turbulence
model due to the increased number of variables that must be solved. Therefore, for all further
upcoming cases, just the model without turbulence is being used.

5.4.2.2 foamStar - Irregular wave-structure interaction

Next the SPAR response was investigated for the uni-directional irregular sea state generated
based on the Bretschneider spectrum (Table 5.2) in HOS-NWT. Two different irregular sea states
were analyzed, Case LC 2.1 is a relatively mild sea state, and Case LC 2.2 corresponds to severe
sea state conditions. HOS-NWT is used to simulate the incidence wave field in the whole wave
tank based on the motion of the wavemaker from the experiment. The simulation has been
carried out for 500-600 s in the experiment and HOS, however in the CFD, it is arranged to
keep 50 Tp to restrict the computational cost. The computational domain is comparable to that
of the domain used in regular wave interaction study, with the exception that λp is used instead
of λ. Based on the peak wavelength and the significant wave height (Hs), the domain zones
were updated to maintain 150 cells per peak wavelength and 12 cells per significant wave height.
Time integration is achieved with 400 timesteps per peak wave period (fsM150H12T400). The
time history comparison between the foamStar and the experimental measurements for WG4
is shown in Figure 5.32. Unlike regular waves, here the experimental wave paddle motion has
been used, so there is no ramping issue in both the test cases. However, it should be noted
that the HOS has few discrepancies in comparison with the experimentally measured wave for
some amplitudes and that these discrepancies (Section 5.3.3.1) are also seen in the foamStar
produced waves. Also, as noted in the parametric study, discrepancies created owing to mesh
and time discretization in foamStar could also be added to the total discrepancy. However, the
difference is very small in the case of a small amplitude case (LC 2.1) and a little higher for a
higher amplitude case (LC 2.2). It should also be emphasized that the waves recorded are with
the SPAR in place in experiment and hence the influence of scattered waves from the SPAR will
also contribute to the wave elevation recorded.

The SPAR response in surge, heave, and pitch for the cases of LC 2.1 and LC 2.2 are
shown in the in Figure 5.33 and mooring tensions from the corresponding cases are shown in
Figure 5.34. The influence of the two mooring approaches is discussed similar to regular wave
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Figure 5.31 – Comparison between laminar and turbulent time series of the surge, heave and
pitch of the floating SPAR and wave excitation forces for the LC1.1
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Figure 5.32 – Comparison between experimental and numerical time series of Wave elevation
WG4 of the Floating SPAR for the two irregular wave test cases - LC 2.1 and LC 2.2

interaction with SPAR. In the case of LC 2.1, there were very few to no discrepancies between the
motions predicted in surge, heave, and pitch with the experiment. Figure 5.33a and Figure 5.33b
depict the surge motions recorded for LC 2.1 and LC 2.2. For LC 2.1, fsM150H12[MoorDyn]
predicted comparable motions than when using stiffness matrix for mooring modelling. However,
for the case of LC 2.2., the comparisons were accurate at the beginning, but when the wave
amplitudes increased, the stiffness matrix approach leads to more deviation modifying the SPAR
response. However, the fsM150H12[MoorDyn] prediction compared well with the experimental
surge motion. For the heave (Figure 5.33c, Figure 5.33d) and pitch (Figure 5.33e, Figure 5.33f)
motions also, mild case (LC 2.1) compared well with the experiment but for the severe case (LC
2.2) stiffness matrix approach has certain discrepancies. The differences in the pitch cases are also
identical to the wave amplitude variations reported. The MoorDyn simulations overpredict the
pitch by a few decimals in the amplitudes and this little over prediction may be seen throughout
the LC, although it is of modest size. The cause for this might be that the mooring configuration
in the experiment is not perfectly symmetric, resulting in small unsettled moments in the pitch
direction. Also, with all of the nacelle RNA supports, it is possible that the Iyy provided by
the experiment is not highly accurate. Overall, the findings showed that the coupled model’s
motion prediction is precise for both the sea state conditions. The stiffness matrix approach
prediction is very good for mild sea states, but for severe sea states, a dynamic mooring model is
required for accurate motion prediction similar to that of the experiment. A similar conclusion
is quantitatively obtained in the Section 5.4.2.3. The Figure 5.33g and Figure 5.33h represents
the normalized hydrodynamic force components obtained over the SPAR for the cases of LC 2.1
and LC 2.2, respectively. As noted in the regular wave cases, the force trend corresponds very
well to the wave elevation, and the amplitude ranges are confined between ±0.5 for both the
load cases. Overall, the range of forces with respect to wave height demonstrates that regular
waves develop nearly 1.5 times higher force range than the irregular waves, whereas irregular
waves display peak amplitudes at certain locations exceeding 0.9-1, indicating the strength of
its impact.

The abrupt change of tension (Figure 5.34b to Figure 5.34f) happening in very short interval
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Figure 5.33 – Comparison between experimental and numerical time series of the surge, heave
and pitch of the floating SPAR and wave excitation forces for the two Irregular wave test cases
- LC2.1 and LC 2.2

of time for the LC 2.2 required robust mooring model to capture tensions accurately. In the
case of LC 2.1, the tension forces match quite well in all three lines. In large surge drift offset
circumstances, the most substantial tension is evident in the seaward cable. The force amplitudes
of the leeward and seaward mooring lines are identical in amplitude when there is little or no
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Figure 5.34 – Comparison between experimental and numerical time series of tensions of the
front, line 1 (LS1), and rear mooring lines, line 2 and line 3 (LS2 and LS3), for the two irregular
wave test cases - LC2.1 and LC 2.2

drift. For LC 2.2, the predicted mooring tension appears to be in phase with the experiment,
however, the amplitudes are slightly larger than expected, the reason has been addressed earlier
in wave comparison part. The amplitude variation of tension between 15 to 25N in a short time
frame of less than a second (LC 2.2) is 3 to 4 times larger than any variations reported earlier
(particularly LC 2.1). The coupled solver captures all of these tension variations with little to no
inconsistencies, showing the efficiency of the coupling. In comparison to all the cases reported,
the LS2 and LS3 lines experience more impact tension variations only in LC 2.2 which is also
accurately captured by the foamStar-MoorDyn coupled solver.
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5.4.2.3 foamStar - Quantitative analysis

The qualitative comparison presented in the previous sections is quantitatively compared in
this section using a cross-correlation analysis. The coefficient is computed with Eqn. 2.1.6.1, but
the motions and the mooring tensions of the numerical model are compared with the experiment
instead of the surface elevation. Recalling from Section 5.3.3, the maximum cross-correlation
coefficient of +1 indicates a perfect match between the foamStar and the experimental results,
and the distance to 1 quantifies the difference between the signals. The surge motions in the
regular wave were sensitive to the ramp in the wave generation, and the Figures 5.35a and 5.35b
illustrate this discrepancy between the signals and the experiment for both the stiffness matrix
and dynamic mooring cases. In the stiffness matrix cases, the coefficient are 0.89 and 0.93 for
LC 1.1 and 1.2, respectively. However, a minor improvement is seen with MoorDyn (coefficient
of 0.94 in both cases), even though the ramp effect is still present. The stiffness matrix approach
achieved a good comparison of 0.98 for the mild sea condition LC 2.1 (Figure 5.35c) but lost
accuracy to 0.86 for LC 2.2 (Figure 5.35d). With values higher than 0.96 in both LC 2.1 and LC
2.2, MoorDyn appears to perform well, supporting the validity of the discussions from earlier
sections. In LC 1.1, LC 1.2, and LC 2.1, heave and pitch motions are well reproduced by the
numerical model, with coefficient ranges of 0.99 and higher by both the approaches. While
MoorDyn appears to perform well in LC 2.2, reaching a coefficient up to 0.96 and above, the
stiffness matrix cases are less accurate, and the coefficient stays at 0.9 to 0.94 (Figure 5.35d).
The mooring tensions appear to match well in all the cases with the coefficients in the range of
0.99 to 0.999 (Figure 5.35), proving the efficiency of the mooring model and its coupling.
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Figure 5.35 – Relative analysis using Cross Correlation between foamStar cases and Experiment
where [K] represents stiffness matrix approach, MoorDyn represents dynamic mooring coupled
approach
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5.4.2.4 foamStarSWENSE - Irregular wave-structure interaction

Only irregular wave interaction with SPAR is examined in the SWENSE approach to vali-
date the model’s efficiency in estimating floating body interaction with mooring. Also, only the
mooring analysis with MoorDyn is investigated because of its robustness, and the mooring in the
form of a stiffness matrix is ignored. The coupling technique is identical to that of the foamStar
since the ODE solver and its force calling remains unchanged. Two cases of LC 2.1 and LC 2.2
irregular waves are examined using the same computational domain used with foamStar. All
other parameters are the same, and the motions recorded for the SPAR are shown in the Figure
5.37 alongside the foamStar data taken as a reference. Figure 5.36 shows a typical representation
of the complementary velocity field uuuc for LC 2.2 snapped at 25 s. The complementary velocity
field is shown over the free surface in the computational zone, with a white line denoting the
border between the relaxation zones and the full-CFD computational zone. The complementary
field distribution over a cross section is shown on the right side of the figure. The legend has
been adjusted to reflect even tiny uuuc replicas. This complementary field across the free surface
represents the scattered wave from the SPAR, together with the modification done by the model
to the incoming wave.

Figure 5.36 – Typical complementary velocity field generated at Tp = 25s for the case of LC 2.2
in both the free surface and vertical plane using foamStarSWENSE

On the left and right sides of Figure 5.37, the surge, heave, and pitch motions recorded
for LC 2.1 and LC 2.2 are shown. The foamStarSWENSE results are strikingly comparable to
those of foamStar, with the difference in the order only 10−4 in the case of LC 2.1. With minor
differences, the motions measured for a severe sea state of LC 2.2 were nearly identical to either
foamStar or the experiment. This is demonstrated using a cross-correlation study that quantita-
tively compares the solutions with the experiment. The results are presented in Figure 5.39. In
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Figure 5.37 – Comparison between experimental and foamStarSWENSE time series of the surge,
heave and pitch of the floating SPAR and wave excitation forces for the two Irregular wave test
cases - LC2.1 and LC 2.2

168



5.4. Results and Discussion

0 10 20 30 40
20

30

40

50

60

(a) LC 2.1 - LS1
0 10 20 30 40 50

20

30

40

50

60

(b) LC 2.2 - LS1

0 10 20 30 40

34

36

38

40

42

44

(c) LC 2.1 - LS2
0 10 20 30 40 50

34

36

38

40

42

44

(d) LC 2.2 - LS2

0 10 20 30 40

34

36

38

40

42

44

(e) LC 2.1 - LS3
0 10 20 30 40 50

34

36

38

40

42

44

(f) LC 2.2 - LS3

Figure 5.38 – Comparison between experimental and numerical time series of tensions of the
front, line 1 (LS1), and rear mooring lines, line 2 and line 3 (LS2 and LS3), for the two irregular
wave test cases - LC2.1 and LC 2.2

both irregular wave conditions, the surge and heave motion predicted by the foamStarSWENSE
solver is marginally more accurate than the one predicted with the foamStar solver. However,
when comparing the results for pitch motion, foamStar solver is somewhat more accurate than
foamStarSWENSE for LC 2.1. However, in the event of LC 2.2, foamStarSWENSE outcomes
are marginally superior. Overall, despite the cross-correlation showing that foamStarSWENSE ’s
accuracy is somewhat superior to foamStar ’s for the analytical time window considered, the
differences are minimal. The force comparison at the bottom of the figure verifies the preceding
statements by demonstrating a good match in terms of phase and amplitude. This demon-
strated that the SWENSE model, like the NS solver, can accurately predict motions and forces
over a floating body. Like the motions comparison study, the mooring tension measured in the
solver proved to be accurate, as shown in Figure 5.38. A quantitative comparison of mooring
tensions between the experiment and foamStarSWENSE further confirms this statement. As
shown in Figure 5.39, the foamStarSWENSE observation of mooring tension exhibits similar
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Figure 5.39 – Relative analysis using Cross Correlation between foamStar and foamStarSWENSE
cases and experiment where ’fs’ represents foamStar solver matrix approach, ’Sw’ represents
foamStarSWENSE solver

accuracy to the foamStar with only negligible deviations for the analysis window considered. As
aforementioned, under large surge drift offset situations, the most significant tension is seen in
the seaward line rather than the leeward lines. In LC 2.1, the force amplitudes of the leeward
and seaward mooring lines are consistent in amplitude and phase with the experiment. The
estimated mooring tension for LC 2.2 also looks to be in phase with the experiment, but the
amplitudes are slightly higher, similar to the foamStar observation. As a result, the solution
produced these tension changes with little to no variance, proving the efficiency of coupling in
SWENSE. The computational cost of the foamStarSWENSE compared to foamStar is similar
to the findings of the focusing wave interaction investigation. foamStarSWENSE has 1.3 times
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higher computational cost than foamStar for the same mesh arrangement (Mesh150H12). The
objective provided is that both solvers were able to recreate the experiment with a moored
floating body. As a result, one of another future study is to determine why the same mesh
configuration in foamStarSWENSE takes more computational time and how to improve the
computational efficiency.

5.4.2.5 foamStarSWENSE - Coarsest mesh vs finest mesh

Figure 5.40 – Typical computational domain for investigating the advantage of using foamStar-
SWENSE solver with mesh type Mesh64H5 on left side and Mesh150H12 on the right side

Next, to evaluate the accuracy of the SWENSE methodology in the moored floating body
simulation, a coarse mesh type combination is chosen as similar to the study carried out in
earlier chapters (ref Section 3.3.1.1). Mesh types from Figure 5.17 are chosen for the cases,
and already, Mesh150H12 has demonstrated a good comparison. This case will be compared
with Mesh64H5, which is regarded as a coarser mesh type for this study. Figure 5.40 provides
an understanding of the two mesh types that will be examined. Based on the lessons learned
from the focusing wave cases, it was decided to maintain the same refinement around the SPAR
body. This is because foamStarSWENSE requires the same mesh resolution as the one needed
with foamStar. Hence, In order to study this SWENSE benefit, the refining close to the floating
body is kept relatively similar to Mesh150H12, and just the outer domain is made coarser. The
number of cells has lowered from 1.8 million cells in the case of Mesh150H12 to 0.6 million cells
in the case of Mesh64H5. Since LC 2.2 is a very irregular and extreme wave state, it has been
chosen as the wave condition for this investigation. Along with that, the motions observed for LC
2.2 are difficult to simulate as similar to the experimental results as seen in previous foamStar
sections, this extreme case (LC 2.2) is chosen to study the coarser mesh evaluation for SWENSE
advantage. It should be noticed that compared to Mesh150H12, the Mesh64H5 wave accuracy
in incident wave generation has little variance. This mismatch is typically seen when predicting
waves with shorter or longer amplitudes. It may also show as missing some higher frequencies.
Refer to Figure 5.17 for an evaluation of wave elevation for various mesh types to confirm its
accuracy. This is to remind the reader that, with this mesh type, the motions and mooring
tension measured during the wave interaction with the SPAR will show a minor reduction in
accuracy.

Figure 5.41 depicts the motion and force that were seen during this interaction. For reference,
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Figure 5.41 – Comparison between experimental and SWENSE advantage mesh type Mesh64H5
of the surge, heave and pitch of the floating SPAR and wave excitation forces for the LC 2.2

the mesh findings from foamStar (fsM150H12) and foamStarSWENSE (SwM150H12) are also
provided with the experiment. It is also included for the reason that a comparison of these
types will be discussed at the end of this section. For a qualitative discussion, SwAdvM64H5
(SWENSE Advantage Mesh M64H5) seems to be in good phase with the motions observed in all
three motions (Surge, Heave and pitch) recorded. The peak amplitudes of the surge and pitch
motions differ slightly about 10−12%. Surprisingly, the heave motion seems to be in good phase
and amplitude agreement with the experiment and fs/SW M150H12 mesh types. The cross-
correlation between the signals in Figure 5.43a is used to analyse and support these statements
quantitatively. From the figure, fs stands for foamStar mesh results, Sw for foamStarSWENSE
mesh results (same mesh like foamStar- Section 5.4.2.4), and SwAdv for foamStarSWENSE
advantage mesh. For the heave motions, the results are identical to both the solver’s solution,
and the surge and pitch results are relatively different from the foamStar and foamStarSWENSE
solutions. Also, based on these findings, a similar trend is observed in the force measured over the
SPAR, with some localised areas where there is a small peak amplitude fluctuation of variation
around 15%. The overall observation appears to suggest that even the coarsest mesh types
on outer regions and finer refinement near the floating body in foamStarSWENSE solver, can
predict motions and force over the body reasonably well with minor variations.

A few things are to be recalled for the comparative discussion over the mooring tensions. LS
represents the load sensor between the mooring lines and bridles, with LS1 representing the line
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Figure 5.42 – Comparison between experimental and SWENSE advantage mesh type Mesh64H5
of the mooring tensions of the floating SPAR for the LC 2.2

on the leeward side of the SPAR and LS2 representing the lines in front of the SPAR. The mooring
tensions encountered during the wave interaction with SPAR for mesh-type SwAdvMesh64H12
are shown in Figure 5.42 . Again, for reference purposes, experimental and SwM150H12 mesh
types results are also shown. It could be observed that LS1 mooring tension observed, appears
to have minimum variation between the experiment and this coarser mesh. But the LS2 and
LS3, although the tension force is in phase with experiment, show variations of order 2%-5% in
specific locations in the deterministic comparison. This is also proved with the cross correlation
analysis between the simulated mooring tensions with the experimental observations (Figure
5.43b). Although LS1 divergence appears to be very minimal, LS2 and LS3 SwAdvMesh64H12
coefficients indicate wider deviation from the foamStar and foamStarSWENSE finer mesh results.
The variations discussed in surge and pitch motions is the main reason for this discrepancy.
Overall, using this coarser mesh evaluation (SwAdvM64H5), even though the findings are not
extremely accurate with the experiment, we can obtain reasonable values of forces and mooring
tensions in a very brief run (Computational cost discussion in following subsection) rather than
running the finer cases for a long period of time.

5.4.2.5.1 Computational efficiency Recalling the computational efficiency procedure fol-
lowed from the Section 3.3.1.3, discretization for parallel simulations is maintained at 1 CPU
for every 30000 cells. All the simulations are run with the same residual tolerances and schemes.
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Figure 5.43 – Relative analysis using Cross Correlation between foamStar and foamStarSWENSE
solvers and experiment where ’fs’ represents foamStar solver matrix approach, ’Sw’ represents
foamStarSWENSE solver, ’SwAdv’ represents foamStarSWENSE advantage mesh types

Considering the variation in the number of CPUs (Np) for different test cases, in an attempt to
compare the solvers and mesh types, a CPU effort defined as (Agarwal et al., 2021a) TCP U Ṅp

TSIM
is is

used . TCP U is the overall execution time for the simulation, TSIM represents the duration of the
simulation. The comparison for each mesh type is plotted in Figure 5.44 with the computational
cost on one vertical axis and cross correlation coefficient on the right axis. For the coefficient,
surge motion accuracy from Figure 5.43a is chosen for the accuracy wise comparison for the
computational cost.

For the same timestep, SPAR simulations in the foamStarSWENSE solver were nearing
instability (sudden spike in Co). This was based on the change in aspect ratio in the free surface
zone and snappy cut cells close to the SPAR. In order to complete the simulation without any
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5.5. Closure discussion
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Figure 5.44 – Comparison between different Mesh types for the computational cost in solving
LC 2.2 floating body interaction problem by solvers foamStar and foamStarSWENSE

instability or collapse, the solver took a quarter to half the time step used in the foamStar solver.
As a result, the simulation time for SwM150H12 takes 1.5 times as long as it would using the
foamStar solver and even with a coarser mesh formulation (SwAdvM64H5), this problem was still
present, necessitating a reduced timestep to prevent the simulation’s Co from rising. Although
the SwAdvM64H5 simulation is faster and solved 0.35 times earlier than the foamStar simulation
due to the simulation having three times less computational cells the loss in certain accuracy is
unavoidable. There are certain improvements that need to be made to the foamStarSWENSE
solver such that it can be used to make a initial guess in an industrial estimation of any offshore
wave-structure problem with high precision and at a very low cost.

5.5 Closure discussion

This chapter presents the development of a coupled numerical model that can simulate the
station keeping of real-time floating offshore structures in both normal and severe sea state
conditions. In the present study, the interaction of fully nonlinear regular and irregular waves
over a floating moored SPAR was simulated using foamStar/foamStarSWENSE solver with
the floating structure’s station keeping was characterized by a static (as a stiffness matrix)
and dynamic mooring model (two-way coupling with MoorDyn). The numerical model results
were compared with the experiment carried by (Arnal, 2020) in the ECN wave basin. The
physical model consists of the SPAR structure moored to the tank bottom using delta type
mooring with nine mooring lines. A good agreement between the numerical and experimental
motions (surge, pitch, and heave) was observed for the regular and irregular wave interaction
over the SPAR. The tensions in the mooring lines also compared well with the measurements.
Mooring in the form of a stiffness matrix provides an accurate comparison for wave cases with
mild and moderate amplitudes. However, to address mild, moderate, and even severe sea state
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conditions with both regular and irregular waves, dynamic mooring simulation (MoorDyn) is
proven to be vital. Additionally, the effectiveness of the foamstar and foamstarSWENSE solvers
was compared for different mesh types, and foamStar is more mature and efficient for now than
foamStarSWENSE on the application tested. A quick simulation using foamStarSWENSE can
be used to estimate rough forces and mooring tensions across the floating body, and foamStar
is faster than foamStarSWENSE for extensive and accurate analysis.
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Chapter 6

CONCLUSION AND
PERSPECTIVES

The objective of the thesis is to evaluate and improve the numerical models which are based
on the domain decomposition (DD) and functional decomposition (FD) approach to simulate
complex interactions between fixed, moving and floating bodies in extreme waves. The thesis
briefly reviews existing literature on both the coupling techniques and their numerical formula-
tions. The thesis also studies the contemporary methods for coupling mooring models into fluid
and rigid body models and subsequent development of the coupling algorithm.

The potential flow region is modelled by solving the Laplacian equation using Higher Or-
der Spectral (HOS-NWT) method. The viscous flow region is modelled by the Eulerian form
of Navier-Stokes equations in the case of DD and by Spectral Wave Explicit Navier Stokes
Equations (SWENSE) for the FD coupling approach, respectively. The thesis adopts two solvers
foamStar and foamStarSWENSE for the evaluation of DD and FD coupling strategy. The foam-
Star (Choi et al., 2018a), which is based on the one-way DD approach, is a two-phase viscous
CFD solver built with the open-source CFD package OpenFOAM. The two-phase SWENSE
method (Li et al., 2021b), which is based on FD approach, is implemented on top of foamStar
and is called foamStarSWENSE. The only difference in the later code is that, the NS equations
solved in foamStar are replaced by the SWENSE.

With this background, the current work aims to assess and enhance the numerical models
for wave structure interaction in fixed and floating wind turbine substructures using both the
foamStar and foamStarSWENSE solver. An extensive validation study has been reported for the
interaction of breaking and non-breaking waves with fixed and moving cylinders using both the
NS and SWENSE solvers. This investigation reports the influence of coupling over the relaxation
zone, initiation time, spatial and temporal requirement, and convergence evaluation procedure
and also validates both the DD and FD models against experimental results. A numerical cou-
pling strategy is devised for including additional physics due to mooring lines in the form of
static (Stiffness matrix-based) and dynamic mooring models (coupling with MoorDyn), which
are developed as part of this study. Both the mooring models are included in the solvers and
are validated with the experimental results.
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6.1 Summary and conclusions

This section provides the summary and conclusion of each validation documented in the
thesis. The first and second part of this section discusses the validation of the interaction of the
focusing waves with the fixed and moving cylinder, and the third part addresses the interaction
of moored spar type FOWT with regular and irregular waves.

6.1.1 Application of focusing waves interaction with cylinder

The validation study of the focusing wave interaction with a cylinder is discussed in Chapter
3 and Chapter 4. In Chapter 3, non-breaking and breaking focused wave interaction with a
bottom-fixed cylinder is addressed, and in Chapter 4, non-breaking focused wave interaction
with the moving cylinder at two different speeds (0.33 m.s−1 and 0.75 m.s−1) are discussed in
detail. The summary and conclusion of each validation study is briefed in this subsection as
follows.

6.1.1.1 Non breaking focusing wave on fixed cylinder

The solvers based on domain and functional decomposition approaches (foamStar and con-
servative form of foamStarSWENSE) have been validated in the OpenFOAM framework. At
first, wave-only simulations using the focused wave kinematics generated from the HOS-NWT
using the time-reversal technique are studied. Although the wave is well represented by HOS,
it has been found that there is a small discrepancy between the HOS and experimental results,
and the average observed cross correlation coefficient value is 0.99 for both focused NBR and
BR wave generated.This distinction will also be apparent in the waves generated inside the CFD
because the HOS input is the feeder to the DD and FD-based solvers. Both coupling strategies
are currently one-way schemes, implying that information is exchanged from HOS to CFD but
not vice versa. Here CFD represents both the NS/SWENSE solvers. The CFD domain is re-
stricted to the zone where vorticity and viscous effects are predominant, and a potential flow
solver is considered for input waves only.

Focusing wave validation: Initially, both approaches were applied to a 2D NWT to gen-
erate a focusing wave from HOS to CFD for wave-only validation. The study has addressed the
effects of the HOS initiation time, the size of the relaxation zones, the spatial and temporal
discretization requirements, and different cell ratios. Following are salient conclusions obtained:

— Due to the coupling, it was found that the CFD initial conditions can be set immediately
before the focusing time (only during the focusing event) and that the simulation does
not need to start from the beginning of the HOS simulation. This results in ten times the
computational time reduction in the present application.

— Focusing wave spatial and temporal requirements in the CFD domain were also explored
based on the cell-based Reynolds and Courant numbers. The mesh Re5e4(64 cells per λ)
to Re1e4(300 cells per λ) for cell-based Co less than 0.25 achieves an accuracy better than
0.99 in both solvers. Also, the SWENSE-based solver can use a grid 2-4 times coarser than
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that of NS based solver(in each direction) to achieve identical accuracy for the application
of NBR focusing waves.

— In general, the length of the relaxation zones should be 1-1.5 times the wavelength (30-40%
of the cells) in the case of regular/irregular waves. The present study used the transient
wavelength, which was found using the dispersion relation. As the focusing event being
investigated is of short duration, the requirement of 0.04 λ shows to be sufficient enough to
generate and absorb the focusing wave. This saves a significant amount of computational
time further.

— By altering the cell size at outer zones distant from the free surface zone using Cell Ratio
(CR), it is found that it has the least influence on wave generation and propagation.

The coupling approach was then applied for a 3D wave structure interaction study repre-
senting a fixed surface-piercing circular cylinder interacting with a NBR focusing wave. Three
different mesh types (coarse (M1), medium (M2) and fine (M3)) were investigated with a re-
finement ratio of 2. Another mesh type (M4) of similar to the fine mesh type but has no free
surface refinement, and only refinement near the cylinder is also generated. The cross-correlation
coefficient was adopted to identify the relative error difference between the time series, thus tak-
ing care of the difference in the wave profile, phase shift and peak magnitude. The physical
quantities compared were the wave elevation, pressure over the cylinder and force. The mesh
types results were initially compared with the finest mesh combination (fsCo0.01M3), and a grid
convergence study was carried out based on the Richardson extrapolation. The simulated results
were also validated with experimental data. It is realized that the numerical results with both
the solvers on further refining reach an asymptotic state and are not converging to experimen-
tal results. This uncertainty estimation procedure is detailed in the chapter. The uncertainty
between the experiment and the numerical simulation can be attributed to factors such as ex-
perimental errors (Sriram et al., 2021b), HOS-generated focusing waves, and CFD assumptions
(discretization, time scheme, schemes), among other factors.

Compared to addressing a similar issue in the complete CFD problem (Sriram et al., 2021b),
both coupling algorithms yield good agreement with experimental results and significantly reduce
CPU time. Even the coarsest mesh (M1 and M4) of the foamStar and foamStarSWENSE solvers
can predict the forces over the cylinder with a difference of less than 10%. The foamStarSWENSE
solver estimates the wave and pressure over the cylinder more accurately on multiple occasions
(M3 and M4) than foamStar, but it takes 1.25-1.5 times longer computational time. Also in
the foamStarSWENSE mesh type without any free surface refinement (M4) showed accuracy
similar to medium mesh refinement in foamStar. Thanks to an explicit treatment of the incident
waves in SWENSE, even a coarse mesh in the far-field can accurately produce the incident
wave information. However, the performance of foamStar cannot possibly be said to be lower
than that of foamStarSWENSE. It consistently produced good results in all types of meshes
with a modest computational cost, despite the accuracy of the results. Overall, the foamStar
and foamStarSWENSE solvers performed well for NBR focused wave generation and interaction
with a fixed cylinder.
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6.1.1.2 Breaking focusing wave on fixed cylinder

The focused breaking wave interaction with a vertical cylinder is simulated using the CFD-
based solver foamStar in combination with the potential theory-based HOS-NWT (One way
DD coupling technique). The SWENSE approach’s investigation of the breaking wave model
necessitates a full reevaluation of its formulation. Therefore, only the foamStar model is used to
analyse the breaking wave interaction. There is a two steps procedure followed to complete this
interaction study. First, both the HOS-NWT and the foamStar validate the focused breaking
wave. A two-dimensional NWT is used for the appropriate parametric analyses for relaxation
zone length, spatial and temporal resolution, and other variables similar to previous validation.
HOS initiation time and cells outside the FS zone produce results similar to those of the NBR-
focused wave case in regard to all previous parametric analyses. Among the parameters tested
(32 cells per λ to 1350 cells per λ) for spatial and temporal refinements based on cell-based
Re and Co, fsRe3e5 (256 cells per λ) at Co 0.1 proven to be reliably accurate and economical
enough to reproduce the breaking wave scenario in the numerical domain. Although there is a
negligible effect on the wave when varying the zonal length, it is decided to maintain 0.1 λ as a
zonal length for the breaking wave propagation case based on the relaxation zone study.

Second, the interaction of the breaking wave with the cylinder is performed. Comparisons are
made between the numerical and experimental data for the wave force, free surface elevation, and
pressure over the cylinder and the results showed good agreement, but still, minor discrepancies
are observed. The wave probes behind the cylinder display a considerable difference because,
after the cylinder interaction, free surface dynamics are very complex, and the probe is in the
middle of the broken wave. Wave probes (in front and at the focusing point) and the pressure
probe’s numerical results compared well with the experimental results. The numerical force
overestimates the force by 1.2 times compared to the experiment. This is because the slightly
higher wave amplitude seen in HOS is also generated in the case of CFD, which seems to increase
the force. The study’s notable aspects are validating the breaking wave model introduced in the
potential solver HOS-NWT and applying domain decomposition methodology for breaking wave
interaction problems. According to the study’s findings, the problems of using a physical tank
can be replaced by this hybrid coupled model as NWT, which can be a valuable tool for assessing
breaking wave forces over any offshore or coastal structures.

6.1.1.3 Non breaking focusing wave on moving cylinder

The next validation is to use foamStar and foamStarSWENSE solvers for the problem of
focused waves interacting with a moving cylinder. The two different moving speeds (0.33 m.s−1

and 0.75 m.s−1) are investigated. The parametric studies, such as HOS focused wave generation
and the spatial and temporal resolution in solvers are identical to those in the previous vali-
dations. Both solvers performed well and efficiently enough to capture the trend with respect
to the experiment, even with the coarsest mesh, although there are slight discrepancies in the
results that cannot be ignored. In capturing free-surface variations around the moving cylinder,
the solvers are observed to achieve good agreement against experiments for low towing speed.
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At high towing speed, additional complications arise, such as bulging of water in front of the
cylinder and strong 3D deformations of the waves in the cylinder wake. These phenomena proved
challenging in both the solvers, to accurately capture the wake field similar to the experiment.

For the pressure over the cylinder, both solvers fully reflect exact under water pressure
observation in both cases compared to the experimental data. The probes above the SWL have
inconsistencies, which are apparent in the results of their pressure measurements. This is a
sensitive probe because a correct wave run-up is required to validate the pressure; therefore, a
cross-correlation study of this pressure trend is discussed in detail in the Appendix A. For a
cylinder moving at a slow speed (0.33 m.s−1), pressure in the wake regions are well captured
by solvers, but confirming the dynamic pressure at the separation and rear stagnation points at
high towing speed proved to be highly challenging. Despite the deviations, the overall error is
not too high to be concerned about, and the trend is also well represented. Next, any experiment
or model study’s primary goal is to investigate the force acting on the structure precisely. In
this case, both solvers for various mesh types are employed to validate the experimental force
measurement at the time of focused wave impact on the cylinder. Surprisingly, it has been verified
that all test case results (even those for the coarsest combinations) provide accurate evaluation
of the forces. With the advantage of coupling, both the solvers can be used to get nearly accurate
answers (if sufficient precision can be less than 100% ) at a reasonable computational cost.

For the similar problem, the foamStarSWENSE solver incurs an average of 1.1–1.4 times
higher computational costs than the foamStar solver. This is similar conclusion observed in the
fixed cylinder interaction study. The foamStar solver is typically more accurate than foamStar-
SWESNE solver for analysis based on coarser and medium mesh types. For finer mesh types,
both solvers have yielded results that are pretty close. However, due to its coupling, the foam-
StarSWESNE solver performs better with mesh types with only refinement near the structure
but no free surface refinement. The overall conclusion from this study is to use later said mesh
type for a preliminary estimation of any parameters study, such as forces and pressure over
the structure in foamStarSWENSE, to spend as little time and cost on computation as pos-
sible. However, finer mesh types in the foamStar solver demonstrated highly accurate results,
producing a converged solution in all the parameters studied in both the validation studies.

6.1.2 Application of moored floating body interaction with waves

One of the primary objective of this thesis is to develop a numerical tool that allows the
study of the survivability of floating structures in extreme sea states. For evaluation of the float-
ing structures, besides the 6 DoF rigid body model, mooring plays a vital role in the body’s
station keeping and stability. In this study, the moorings are modelled in two ways. One is by
considering the mooring lines as a linear spring with defined spring stiffness, and another is
by coupling the solvers (foamStar/foamStarSWENSE) with a lumped-mass mooring dynamics
model (MoorDyn). MoorDyn represents the mooring line behaviour with axial elasticity, hy-
drodynamic forces, and vertical contact forces with the seabed. The coupling procedure follows
three phases: initialization of mooring lines, information sharing between the rigid body solver
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and mooring solver, and closing of the mooring solver. To summarize the coupling, foamStar/-
foamStarSWENSE uses a body reference system (Rb) for its governing equation, and MoorDyn
uses an inertial frame of reference (R0) for its governing equation. Hence, body displacements
and velocities are transferred from foamStar/foamStarSWENSE to MoorDyn at the inertial
reference frame at each timestep, and mooring tension from MoorDyn will be transferred to
foamStar/foamStarSWENSE in the body reference frame.

In the present study, the interaction of fully nonlinear regular and irregular waves over a
moored SPAR was simulated to validate the developed model. The CN-Stream wave model was
used for regular wave generation, while for irregular wave generation, the HOS-NWT was used.
The floating structure’s station keeping was characterized by a static (as a stiffness matrix)
and dynamic mooring model (two-way coupling with MoorDyn). The numerical model results
were compared with the experiments carried out in the ECN wave basin, see Arnal (2020) .
The physical model consists of a SPAR structure moored to the tank bottom using delta-type
mooring with nine mooring lines.

It was critical to mesh a floating body accurately since improper meshing would change
the body’s volume, change the draft, and make the motions observed irrelevant for validation
purposes. Hence, a new parameter, PPSD (points per SPAR diameter), is introduced, and a value
of 35 is recommended to accurately mesh the floating structure and avoid significant volume loss.
Different types of mooring setups were investigated to see the efficiency of the dynamic mooring
model MoorDyn, and the results were compared with other mooring models (MAP, MoorPy,
AQWA) for the validation of model. For the present investigation, mooring data was obtained
from the experimental data. Since working in the model scale in the MoorDyn caused numerical
instability in the delta-type mooring case, the MoorDyn solver was made to operate in the
prototype values.

Surge, heave and pitch decay tests were numerically simulated in foamStar, and it is interest-
ing that in the heave-moored decay, mooring-driven damping accounts for nearly 25% of overall
damping. In the case of surge decay, the natural period, damping, and mooring tension from the
coupled model provided acceptable results compared to the experiments. The pitch decay test
was put to the test, and some important conclusions were drawn. Surge and Pitch motion are
strongly coupled, while other motions are only weakly coupled. Because pitch is equally sensitive
to all six degrees of freedom (DoF) of motion and mooring and experimentally determined COG
and mass moment of inertia, the initial setup for pitch decay must be sufficiently accurate in all
of these categories. The moored decay test performed by the foamStar solver will be similar to
the foamStarSWENSE solver.

The wave structure interaction is examined under four load cases (LC 1.1, LC 1.2, LC 2.1
and LC 2.2), with LC 1 representing regular waves and LC 2 representing irregular sea states. All
four cases are investigated in the foamStar solver, and two different types of investigations were
done in the foamStarSWENSE solver. First, the same mesh setup and other configurations are
kept for comparison with the foamStar cases, with two cases of LC 2 are investigated. Second, a
new mesh arrangement is developed with coarser refinement outside and only higher refinement
near the SPAR (similar to SWENSE advantage mesh in the focused wave study). This new mesh
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arrangement has been verified solely for the most severe case, LC 2.2.
In the foamStar solver, good agreement between the numerical and experimental motions

(surge, pitch, and heave) was observed for all the cases. The tensions in the mooring lines also
compared accurately with the experimental measurements. Mooring in the form of a stiffness
matrix provides an accurate comparison for wave cases with mild and moderate amplitudes.
However, to address mild, moderate, and even severe sea state conditions with both regular and
irregular waves, dynamic mooring simulation (MoorDyn) is proven to be vital. Using the same
mesh configuration with the foamStarSWENSE solver, identical behaviour was seen in both LC
2.1 and LC 2.2. Motions and mooring tensions were seen to be accurately represented, but at
a cost that was 1.4 times greater than that of the foamStar simulation as in the focused wave
situations. With the second configuration, SwAdvM64H5, the solver behaved surprisingly in a
manner almost identical to that of a highly refined mesh configuration, with only minor variations
in the motion and mooring tension. Also, the simulation cost is only 0.6 times that of the original
foamStar simulation. This conclusion again validated the efficiency of the foamStarSWENSE
solver in solving the simulation for reasonable accuracy at a low computational cost. Hence,
it is proven that the DD and FD coupled solvers can be used to simulate the more complex
wave-floating structure interactions at reasonable computational cost. These capabilities will
aid in designing and analysing the floating structures and mooring to survive in extreme wave
conditions efficiently.

6.2 Key contributions from the thesis

The outcomes of the thesis are listed below.

■ Development of static (Stiffness matrix) and dynamic mooring (coupling with MoorDyn)
models coupling with full NS (DD) and SWENSE (FD) based fluid solvers.

■ Performance of the NS and SWENSE solvers for complex floater shape (SPAR) with a
complex mooring system (Delta type) in regular and irregular waves.

■ Static mooring models are sufficient for mild wave conditions (small displacements), and
dynamic mooring models are required for mild and severe wave conditions.

■ Detailed procedure for focusing wave generation in the coupled solver’s are reported and
recommendation of various parameters (initiation time, spatial and temporal requirements,
relaxation zone) to significantly reduce computational costs without compromising accu-
racy.

■ Assessment of moving body with constant forward speed methodology for the application
of cylinder interacting with waves inside the coupled solvers

■ A convergence assessment procedure is formulated to evaluate asymptotic accuracy in
temporal problems using Richardson extrapolation and the cross-correlation coefficients.

■ The study concludes that the SWENSE solver can deliver solutions with acceptable accu-
racy at a substantially lower computational cost for a preliminary evaluation of motion,
mooring tensions and forces over the fixed and floating structures.
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6.3 Proposals for future work

The present work provides a proper validation of the NS and SWENSE approach (foamStar
and foamStarSWENSE) for extreme wave structure interaction like focusing wave interaction
with fixed and moving cylinders and regular and irregular wave interaction with the moored
floating body. Following the implementation instructions provided in this thesis, the reader is
encouraged to reproduce this work. The proposals for future works are given as follows.

■ Improvements in foamStarSWENSE: Overall, all validation investigations demon-
strated that the foamStarSWENSE solver has a computational cost of 1.2–1.6 times greater
than that of the foamStar solver for a given problem setup. Compared to other NS-based
CFD solvers, most marine and offshore applications would benefit significantly from the
higher precision at much less computational time if the simulation duration per time step
could be reduced in the foamStarSWENSE solver.

■ Coupling with OpenFAST: The present study is restricted to calculating the motions
and mooring tensions of the floating body under the effect of waves. However, to fully
address the FOWT problem, aerodynamics must also be included in the solver. The suc-
cessful validation of the OpenFOAM-MoorDyn coupling in the present work sets the path
for the future coupling of the OpenFAST solvers with the foamStar and foamStarSWENSE
solvers, enabling the complete analysis of any FOWT problem. This tool should allow users
to investigate wind turbine and wind plant performance and loading under the full range
of atmospheric conditions, different wave types and in different terrain.

■ Hydroelasticity: Hydroelectricity is a crucial factor when analyzing the behaviour of
very large floating structures (VLFS). Due to their geometrical and unusual length scales
compared to the wavelength and the characteristic length, VLFS are characterized by their
elastic behaviour. Also considering the hydroelastic reactions when wave frequencies are
close to the structure’s eigenfrequencies, and structural deformations are comparable to
rigid body responses is crucial. For FOWTs, structural deformation may also be caused by
the transferred aerodynamic loads that pass through the tower and onto the platform. In
certain situations, structural deformation might alter the wave–structure interaction re-
sponses itself. Several approaches are already developed for hydroelastic analysis of floating
structures (?) and it can be included in the future for enhancing robustness of the solvers.

■ Overset/ Sliding Mesh motion: The present study adopts the mesh morphing tech-
nique for floating body motion inside the NWT. The deforming mesh has a defined number
of cells, and the number of cells remains unchanged during the entire simulation. Com-
pared to the overset and sliding mesh techniques, the deforming mesh technique is superior
regarding computational time. However, the deforming mesh has some clear application
limitations, the motion of the body has to be limited. A too large body motion creates too
much distortion of the cells in the mesh, and the simulation becomes unstable and produces
inaccurate results or does not converge (Jasak, 2009). The deforming mesh technique also
has limitations when the body is rotating. When the body rotates, the mesh follows the
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rotating object. This can also produce instabilities in the simulation. Hence to improve
the robustness and efficiency of the solver, overset/sliding mesh motion technique should
be tested and implemented for the foamStar and foamStarSWENSE solvers. As a point of
reference for the implementation inside the openfoam solver, the work of Pinguet (2021)
applying overset mesh to a semi-submersible platform in the OpenFOAM framework may
be taken into consideration.
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Appendix A

CONVERGENCE STUDY FOR NBR
FOCUSING WAVE INTERACTION WITH

MOVING CYLINDER

This appendix chapter details the convergence study based on different spatial and temporal
refinements for 3D focusing wave interaction with the moving cylinder, which follows similar
procedure adopted in Chapter 3. The study based on moving cylinder at Re 57000 is discussed
in the first section of the chapter, and the study based on moving cylinder at Re 126000 is
discussed in the second section.

A.1 Case 1 : Re 57000

There are two subsections to this section. Different mesh and temporal combinations are
validated with the finest mesh configuration in foamStar solver in the first subsection and foam-
StarSWENSE solver in the second subsection.

A.1.1 Validation with finest mesh combination - foamStar

The WP5, WP6, and WP7 probes measured the free surface elevation of the foamStar cases
before, at and after the focusing point, and the results are as shown in Figure A.1. With only
minor variations at the peak crest, all mesh types accurately replicate the whole focused wave.
Due to their coarse mesh for wave propagation, M1 and M4 display the major share of these
minor variations. All the mesh types are cross-correlated with the fsCo0.01M3 test case results
under the assumption that the finer mesh with the finer time step is accurate enough to capture
the total flow fields. This assumption will be validated at end of the section. The mean of
the coefficients for the wave probes WP5–WP7 is chosen for discussion because each wave
probe’s numerical wave in each test case is virtually identical. The mean error measured in
cross-correlation is plotted against the computational cost as shown in Figure A.1d.

A similar accuracy of about 0.995 is shared by the meshes M1, M2, and M3, but the accuracy
of each mesh is improved by lowering the Co. For mesh type M1, accuracy is 0.998, but for mesh
types M2 and M3, accuracy has increased to 0.999 and is approaching one. The M1 shows no
improvement after the third Co refinement, but the M2 and M3 show a slight increase in accuracy.
Even without free surface refinement for Mesh M4, foamStar can still maintain accuracy of 0.989
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Figure A.1 – Wave probe comparison between different Mesh types M1,M2,M3 and M4 with the
foamStar solver

and above for the coarsest mesh and coarsest time step. This is one of the coupling’s key benefits.
Further refinement of the Co increased accuracy to 0.993, but subsequent refinement shows little
to no improvement compared to other mesh types. In terms of computational cost, the study
follows a standard trend that an improved accuracy will be associated to an increase of the
computational effort. M4 with coarser refinement provides good accuracy at a very low cost if
the required accuracy on the free surface description is 0.99. However, if 0.998 or higher is needed,
M1 with medium refinement is the most affordable option. Compared to M3 with medium and
fine temporal refinement, which yields similar accuracy, M2 with medium temporal refinement
is sufficient to produce similar results with lower computational costs.

Next, the various mesh type’s ability to replicate the focused wave pressure on the cylinder
is evaluated by comparing the numerical dynamic pressure recorded on the cylinder’s pressure
probes (probe locations: Figure 4.2) between different mesh types and the experiment as shown
in Figure A.2. A good agreement with the experimental observations could be seen in almost all
test cases in the pressure probes PP2-PP8. In terms of observing the similar dynamic pressure
in both, before and after the focusing event, PP2, PP3, and PP6 results are well compared to
other cases. After the focusing impact, a slight pressure drop and wake effects could be seen
in PP7 and PP8 for coarser mesh types. However, finer refinements accurately capture the
pressure variations, even behind the cylinder. Even though some test cases (M1 and M4) have
poor free surface refinement, these test cases decently reproduce the pressure over the cylinder.
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Figure A.2 – Pressure time history of the moving cylinder (Re 57000) in NBR focusing waves
for different mesh types simulated by the foamStar solver
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Figure A.3 – Force recorded for a moving cylinder (Re 57000) in NBR focusing waves by the
foamStar solver (left) and its correlation coefficient with fsCo0.01M3 (right)

Peak pressures in air probes (PP4, PP5) reveal a difference in the peak amplitude and even
though the difference is minimal in PP4, it is slightly higher in PP5 to be ignored. Hence, to
study the convergence behaviour, cross-correlation estimation for the probe PP5 correlated with
the fsCo0.01M3 was chosen. In comparison to fsCo0.01M3, the accuracy is lowered when M1 is
refined with respect to Co. This decrease in accuracy is brought on by distortion in the wake
that Mesh M1 recorded after the focusing wave hit the cylinder (Figure A.2d). Other mesh types
M2, M3, and surprisingly even M4, exhibit a decent convergence trend when refined with Co,
and their accuracy is nearly 0.995 and steadily increases in the direction of convergence.

Figure A.3b shows the unidirectional forces exerted by a NBR focusing wave hitting a moving
cylinder travelling at a speed of 0.33 m.s−1 . The simulated forces are normalized for the con-
venience of comparison with the factor ρgr3, where r represents the radius of the cylinder. The
total force predicted by all the mesh types is quite similar to each other, with minor differences.
The correlation study for forces for each mesh type with the finest combination fsCo0.01M3 is
shown in Figure A.3b. All the mesh types exhibit well-defined convergence when refining the
mesh and time step. The accuracy of mesh M1 with the coarsest timestep is 0.975 but spa-
tial refinement improved accuracy to 0.99 and further to 0.995. Similarly, temporal refinement
improved accuracy from 0.975 to 0.99. This is similar to other mesh types, but the curve was
nearly flattened after medium refinement in M2 and M3. One of the notable accuracy is the
force prediction in M4 (no free surface refinement), exhibiting an accuracy of 0.987 with low
computational cost, which shows the solver’s ability to quickly obtain the rough estimation of
force to be expected on the structure in extreme events.

In order to confirm that the fsCo0.01M3 mesh type is a converged configuration, the Richard-
son extrapolation method was applied. Based on the cross-correlation coefficient values obtained
for each mesh type (Mesh 1 (M1), Mesh 2 (M2), and Mesh 3 (M3)) by fixing the time step of
0.001s, the convergence was determined. The surface elevation, pressure, and force were all in-
cluded in the convergence investigation, and the results are shown in Figures A.4a, A.4b, and
A.4c. The convergence slope from Mesh 1 to Mesh 2 appears to be 0.07%, and from Mesh 2 to
Mesh 3, it appears to be 0.03% (L1 norm). The extrapolated coefficient between Mesh 2 and
Mesh 3 reaches a value of 0.9999 for wave elevation, and its slope from Mesh 3 is 0.01%. This
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Figure A.4 – Extrapolation of coefficients with the Richardson method and its corresponding
convergence for foamStar

proves that convergence of the solution has already been achieved. The pressure PP5 shows a
similar pattern, except that accuracy is marginally lower, and the reasons have already been
discussed. The extrapolated coefficient for force is estimated to be 0.9999. Since the grid conver-
gence from Mesh 1-2, Mesh 2-3, and Mesh 3-extrapolated coefficient is 0.5%, 0.2%, and 0.09%,
respectively, the solution for the force also appears to have already converged. This study shows
that even the coarsest mesh has a good estimate of force, and all the results had already con-
verged, indicating that the finest mesh (fsCo0.01M3) had already produced a solution that was
accurate enough to be kept as the base result for cross-correlation.

A.1.2 Validation with finest mesh combination - foamStarSWENSE

This section investigates focused wave interaction with the moving cylinder at a constant
speed of 0.33 m.s−1 using foamStarSWENSE solver. Wave parameters and mesh types in this case
are identical to those used in the previous foamStar section. The surface elevation, pressure and
force are cross-correlated with fsCo0.01M3 to have a comparable conclusion between the solvers.
Additionally, because each non-dimensional parameters are similar to the previous section, they
are not repeated in this section.

Figure A.5 compares the time series of numerical wave probe recording with experiment for
probes WP5, WP6 and WP7. Because the peak amplitude of the HOS-generated focusing wave
is a bit higher than the experiment, the foamStarSWENSE solver also has a peak amplitude for
all mesh types 4 to 7% higher. Interestingly, the solver can capture the focusing event (WP6) and
the wake effects very well, despite having minimal differences with the experiment (WP7). This
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Figure A.5 – Wave probe comparison between different Mesh types M1,M2,M3 and M4 in the
foamStarSWENSE solver

is reflected in the wave probe mean error (Figure A.5d), which was calculated using the same
method as in the previous section by averaging the cross-correlation between all the mesh types
in each probe. All mesh types indicated good convergence behaviour with fsCo0.01M3, and the
overall accuracy is more than 0.994. To reiterate, one of the key benefits of foamStarSWENSE
is the explicit treatment of incident waves; as a result, reliable incident wave information may
be produced even with a coarse mesh in the far-field. This is evidently demonstrated by the
correlation amplitudes of M1, which have magnitudes of 0.998 and are further heading towards
0.999 as they refine. This further proves the comments about the SWENSE approach from the
Chapter 3 regarding the advantage of using coarser cells for wave propagation in reducing the
computational cost.

Next, the experimental pressure measurements and dynamic pressure observed by the numer-
ical probes PP2-PP8 with foamStarSWENSE solver are presented in Figure A.6. Every mesh
type’s pressure is accurately captured and virtually equivalent to the experimental pressure,
similar to the pressure observations made by the foamStar solver. The PP5 probe exhibits a
noticeable difference, where the wave run-up is poor for coarser mesh and improves with spa-
tial and temporal resolution. This probe is cross-correlated with fsCo0.01M3 for a comparable
discussion between the solvers. The accuracy of the mesh M1 is 0.987, and temporal refinement
does not significantly improve this. M2 and M3 have a similar pattern. However, M3 is seen to
attain 0.999, demonstrating the similarity between the solvers. The unexpected outcome again
is that M4 starts at 0.992 with minimal computational cost and improves to 0.995 on temporal
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Figure A.6 – Pressure time history of moving cylinder (Re 57000) in NBR focusing waves
recorded by foamStarSWENSE for different mesh types
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Figure A.7 – Force comparison for moving cylinder (0.33 m.s−1) in NBR focusing waves between
different mesh types under foamStarSWENSE

refinement. This again supports the SWENSE approach’s benefit of only requiring refinement
close to the structure, with lower computational costs and the ability to produce acceptable
accurate simulation results.

Finally, for forces, the foamStarSWENSE mesh types demonstrate that, it can accurately
replicate the force observed across the moving cylinder during the impact with focused waves,
as shown in Figure A.7. Minimal differences between solvers are seen for combinations of mesh
types. Cross-correlation analysis with fsCo0.01M3 (Figure A.7b) reveals, however, that all mesh
types exhibit convergence behaviour during temporal and spatial refinement. The accuracy of
Mesh M1 is observed to be 0.97 and increases to 0.985. However, for M2 and M3, the accuracy
starts at 0.99 and converges to 0.998. The SWENSE advantage mesh M4 predicts the force with
a precision of 0.991 at the lowest possible cost, and with further refinement, it achieves 0.995
at a cost 100 times lower than the finest mesh combinations (M3). This again demonstrates the
benefit of using the SWENSE approach for problems of a similar nature in order to obtain a
reasonable estimate of forces at the lowest possible cost.

The Richardson extrapolation method was used based on the cross-correlation coefficient
values obtained for each mesh type (Mesh 1 (M1), Mesh 2 (M2), and Mesh 3 (M3)) at the time
step of 0.001s to demonstrate that the surface elevation, pressure, and force results showed are
a converged configuration. Figures A.8a, A.8b, and A.8c shows the extrapolation convergence
plot for all the three parameters. The extrapolated coefficient is almost one in each of the three
parameters, and Mesh 3 is consistently close to the convergence point. In each plot, the slopes
from Mesh1 to Mesh2 are 0.08%, 1.7%, and 0.45%, and from Mesh2 to Mesh3, they are 0.03%,
0.04%, and 0.2%, respectively. The extrapolated coefficient’s final slope is 0.01%, 0.02%, and
0.1%, demonstrating that the curve is flattening and that further improving outcomes would
mostly affect computational cost rather than accuracy.
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Figure A.8 – Extrapolation of Coefficient with the Richardson method and its corresponding
GCI for foamStar-SWENSE

A.2 Case 2 : Re 126000

There are two subsections to this section. Different mesh and temporal combinations are
validated with the finest mesh configuration in foamStar solver in the first subsection and foam-
StarSWENSE solver in the second subsection.

A.2.1 Validation with finest mesh combination - foamStar

Figure A.9 displays the results from the observations made by the WP5, WP6, and WP7
numerical probes of the foamStar case’s free surface elevation. The WP5 probe results, before
the focusing wave hitting the cylinder were similar to each other and also to the experiment.
The only difference is at peak amplitudes between the coarser and finer mesh types. However,
virtually no mesh types precisely match the experimental results with the probe at the focusing
point and probe in the wake (WP6 and WP7), yet the deviations are not that large. This can
be proved by observing the mean error of the cross correlation coefficient shown in Figure A.9d.
Compared to the earlier case (Re 55000), where wave probe accuracy (Figure A.1d) was in the
range of 0.996 to 0.999, here more loss in accuracy amongst the mesh types is observed. The
accuracy of all mesh types relative to the finest one falls in the range of 0.99 to 0.995, and for
the mesh type M4 (no free surface refinement) accuracy range is between 0.975 to 0.98. Only
with mesh type M3 is convergence with temporal refinement observed as opposed to almost flat
curves with M1 and M2. The advantage of DD coupling is proven here as that the Mesh type
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Figure A.9 – Wave probe comparison between different Mesh types M1,M2,M3 and M4 with the
foamStar solver for moving cylinder (0.75 m.s−1 )

M1 with very coarse free surface refinement and coarser time step can achieve accuracy of 0.992
and beyond with little computational cost. After discussing pressure and force over the cylinder
in the following subsections, the solver’s loss in accuracy and efficiency for this kind of problem
will be compared.

The next discussion is to compare the numerical dynamic pressure recorded on the cylinder’s
pressure probes (probe locations: Figure 4.2) with the experiment as displayed in Figure A.10.
Almost all test cases for the pressure probes PP2-PP8 showed a satisfactory agreement with the
experimental observations. Both before and after the focusing event, the submerged pressure
probes PP2 and PP3, air probe PP4, and free surface probe PP6, where the separation begins,
displayed a better comparison with the experiment than other probes. The PP5 pressure probe
in air, which requires a good wave runup to have proper pressure observation, demonstrated
a similar discrepancy like earlier validation. The Cross-Correlation (PP5) between the various
mesh types and the finest mesh, fsCo0.01M3, demonstrated good convergence behaviour and an
accuracy range of greater than 0.99 is observed. Except for M1, where a negative convergence
is seen, mesh types M2, M3, and others displayed good convergence with refinement accuracy
exceeding 0.995 and approaching one. Because of its higher refinement close to the cylinder,
mesh M4 type also surprisingly gains an accuracy of 0.998 and above, similar to results near the
finest mesh. The new observation in this study is that the pressure measurements made by the
probes PP7 and PP8, which are located in the cylinder’s wake, differ between mesh types and
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Figure A.10 – Pressure time history of the moving cylinder (0.75 m.s−1) in NBR focusing waves
for different mesh types simulated by the foamStar solver
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Figure A.11 – Force recorded for a moving cylinder(0.75 m.s−1 ) in NBR focusing waves by the
foamStar solver (left) and its correlation coefficient with fsCo0.01M3 (right)

also from the experimental results, as also indicated by the comparison of the wave probes WP6
and WP7. It is concluded from the present study that improvement/validation are still needed
in this case study to accurately capture the wake region of this complex nature.

Figure A.11 shows the unidirectional forces observed when a NBR focusing wave hits a
cylinder moving at a speed of 0.75 m.s−1 (Re= 165000). All the mesh types estimated a similar
trend of total force with only a few minimal differences. After the wave hits the cylinder in the
experimental observation, the cylinder encounters a ringing phenomenon that is ignored in the
numerical simulations due to the rigid body assumption. Figure A.11b displays the correlation
analysis of each mesh type force with the finest combination, fsCo0.01M3. Proper convergence
trend is observed for all the mesh types by refining the mesh and time step. With the largest
timestep, mesh M1’s accuracy is 0.978 and with temporal refinement accuracy increased to 0.98
and further to 0.984. The accuracy improvement for M2 is from 0.982 to 0.992 and M3 is 0.994
to 1. For M4 (no free surface refinement), accuracy of 0.99 improved to 0.997 on refining the
timestep. One of the main findings of this study is that if the study’s objective is force over the
cylinder, even M4 provides excellent accuracy with at very small computational cost.

To verify the convergence between the mesh types and demonstrate that the finest mesh
selected for cross-correlation is a converged solution, the Richardson extrapolation technique
is applied. The plots for the analysis for surface elevation, pressure and force are shown in
Figures A.12a, A.12b, and A.12c respectively. The convergence slope from Mesh 1 to Mesh 2
appears to be 0.09%, and from Mesh 2 to Mesh 3, 0.04%. The extrapolated coefficient between
Mesh 2 and Mesh 3 reaches a value of 0.9952 for wave elevation, and its slope from Mesh 3 is
0.025%. This reveals that the solution’s convergence has been approached with Mesh 3 is close
to the converged solution. The pressure PP5 shows a similar pattern, except that accuracy is
marginally lower, and the reasons have already been discussed. The extrapolated coefficient for
force is found to be 0.9999 and the grid convergence slope from Mesh 1-2, Mesh 2-3, and Mesh
3-extrapolated coefficient is found to be 0.8%, 0.6%, and 0.4%, respectively. The solution for
the force appears to approaching the convergence with grid refinement and Mesh 3 is closely
near to the converged solution. The results of this study reveal that even the coarsest mesh has
a good estimate of force, and the results are nearly convergent, showing that the finest mesh
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Figure A.12 – Extrapolation of coefficient with the Richardson method and its corresponding
convergence for foamStar

(fsCo0.01M3) had already provided a solution that was accurate enough to be preserved as the
base result for cross-correlation.

A.2.2 Validation with finest mesh combination - foamStarSWENSE

Using the foamStarSWENSE solver, this subsection examines focused wave interactions with
a moving cylinder moving at a constant speed of 0.75 m.s−1 . The mesh types and wave pa-
rameters used here are the same as those in the foamStar section before. To ensure that the
results from the solvers are comparable, the surface elevation, pressure, and force are cross-
correlated with fsCo0.01M3. Additionally, none of the non-dimensional parameters is repeated
in this section because they were covered in the section before.

Figure A.13 compares the time series of numerical wave probe recording with experiment
for probes WP5, WP6 and WP7. Probe WP5 observations are comparable to those of foamStar
in that they show a similar profile for all mesh types and the experiment as well, with only a
slight variation in the peak amplitude of nearly 5%. Once again, WP6 and WP7 appear to vary
from the experimental observation due to a slight increase in wave amplitude during impact at
the crest and trough, as well as a slight change in phase with WP7 in the wake region. However,
compared with the finest mesh in the foamStar solver, the accuracy of all the mesh types falls
with an accuracy range of 0.994 and has an assertive convergence behaviour. The only mesh
type that performed less accurate in contrast to other mesh types was M4, but even it was
nearly 0.984. The correlation amplitudes of M1, which have magnitudes of 0.998 and are further
approaching 0.999 as they refine, once again confirming the SWENSE advantage.
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Figure A.13 – Wave probe comparison between different Mesh types M1,M2,M3 and M4 in the
foamStarSWENSE solver

Figure A.14 displays the dynamic pressures recorded at probes PP2-PP8 for different mesh
types compared to the experiment. With a slight discrepancy in amplitudes at the peak crest,
pressure readings from PP2, PP3, and PP4 are similar to those from the foamStar solver.
Also, PP5 observe very slight differences in amplitudes in adequately capturing the wave run-
up among different mesh types. This is proven with a cross-correlation plot (Figure A.14h),
where the coefficients range from 0.996 to 0.998. Even the M4 (no free surface refinement) and
M1 monitor to have an accuracy of 0.996 and above with a computational cost of 100 to 1000
times less than finer meshes(M3). This results also proved the SWENSE efficiency in obtaining
highly accurate results in similar to coarsest mesh combinations with foamStar (Figure A.10h).
However, the pressure sensors in the wake regions (PP7 and PP8) have a similar disparity to
the foamStar solver but are robust enough to catch the trend with minor changes in amplitude
for all the mesh types.

Like the foamStar solver solutions for different mesh types, foamStarSWENSE is also able to
reproduce the force observed by the experiment during focusing wave interaction , as shown in
Figure A.15a. The coarser and medium mesh types (M1 and M2) shows slight amplitude variation
at the focusing event, but M3 and M4 (no free surface refinement) match almost perfectly with
the experimental force observations. This is demonstrated by the cross-correlation of all the mesh
types with regard to fine mesh fsCo0.01M3 (Figure A.15b). All mesh types were found to have
a convergence trend, with M1 and M2 falling within ranges of 0.986 to 0.99 and 0.987 to 0.994,
respectively. Even the most refined mesh M3 begins its accuracy with 0.995 for the coarsest
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Figure A.14 – Pressure time history of the moving cylinder (0.75 m.s−1) in NBR focusing waves
for different mesh types simulated by the foamStarSWENSE solver
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Figure A.15 – Force recorded for a moving cylinder(0.75 m.s−1 ) in NBR focusing waves by the
foamStarSWENSE solver (left) and its correlation coefficient with fsCo0.01M3 (right)

time step and converges to 0.998. Similar to previous wave and pressure results, mesh type M4,
with all coarsest mesh outside and only refinement near the cylinder achieved an accuracy of
0.994 and converged to 0.998 (at 100 to 1000 times reduced computational time) . This again
highlights the advantage of applying the SWENSE technique to similar issues to get a good
estimate of forces at the lowest cost with high accuracy.
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Figure A.16 – Extrapolation of Coefficient with the Richardson method and its corresponding
GCI for foamStar-SWENSE moving cylinder case (0.75 m.s−1 )

In order to demonstrate, the converged solution was obtained using mesh type M3, and
further no refinement was required, Richardson extrapolation was carried out as earlier, for each
mesh type (Mesh 1 (M1), Mesh 2 (M2), and Mesh 3 (M3)) at the time step of 0.001s. Figures
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A.16a, A.16b, and A.16c shows the extrapolation convergence plot for surface elevation, pressure
and force respectively. In each of the three cases, the extrapolated coefficient is not close to one,
and Mesh 3 is consistently close to the convergence point. This demonstrates that the results of
the foamStarSWENSE solvers are not approaching the exact results of fsCo0.01M3 and instead
reach an asymptotic that is somewhat off the result. M3 from foamStarSWENSE is close to
the extrapolated value, which shows that convergence is nearly attained; further refining will
raise the computing cost rather than accuracy. This convergence is also proved by comparing
the slope between the solutions. The convergence slope from Mesh 1 to Mesh 2 in each case is
0.07%, 0.05%, 0.06% and it reduces for Mesh 2 to Mesh 3 like 0.03%, 0.03% and 0.3% respectively.
Finally, towards the extrapolated coefficient, the slope is further reduced to 0.01%, 0.02%, and
0.1%, demonstrating that the curve is flattening and that further refining would mostly affect
computational cost rather than accuracy.
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Résumé : La thèse vise à étudier l’efficacité et la
précision des solveurs NS et SWENSE pour si-
muler des structures fixes et flottantes. Les deux
solveurs sont basés sur OpenFOAM et sont cou-
plés indépendamment avec HOS pour la géné-
ration d’onde en termes de domaine et d’ap-
proche de décomposition fonctionnelle. Les sol-
veurs sont testés pour trois applications. Les pre-
mière et deuxième applications présentent l’inter-
action d’ondes de focalisation avec des cylindres
fixes et mobiles et la troisième est l’interaction
d’ondes régulières et irrégulières avec la sous-
structure de type OC3 Hywind SPAR. Les mé-
thodes et paramètres de génération d’ondes pour
les solveurs NS et SWENSE sont discutés en
détail pour les ondes régulières, irrégulières et

focalisées. Pour vérification, l’incertitude du cas
est quantifiée à l’aide de l’approche d’extrapola-
tion de Richardson et validée avec les mesures
expérimentales. Une réduction significative de la
taille du maillage est prévue dans les deux ap-
proches. Pour l’étude de l’interaction des ondes
de corps flottant, les amarres sont modélisées de
deux façons : en considérant les lignes d’amar-
rage comme un ressort linéaire avec une raideur
de ressort définie et un couplage avec un modèle
d’amarrage dynamique (MoorDyn). Les résultats
numériques de l’élévation de surface, des mou-
vements du corps et des tensions d’amarrage
sont validés par rapport aux expériences menées
dans le projet SOFTWIND, et l’efficacité et la pré-
cision des deux solveurs sont comparées.

Title: Extreme wave interaction with fixed and floating structures using hybrid coupling approach

Keywords: Coupling; SWENSE; OpenFOAM; focusing wave; SPAR; Moorings; FOWT; MoorDyn

Abstract: The thesis aims to study the effec-
tiveness and accuracy of the NS and SWENSE-
based solvers for simulating fixed and floating
structures. Both solvers are OpenFOAM-based
and are independently coupled with HOS for
wave generation in terms of domain and func-
tional decomposition approach. The solvers are
tested for three applications. The first and second
applications present the focusing wave interac-
tion with fixed and moving cylinders and the third
is the interaction of regular and irregular waves
with the OC3 Hywind SPAR type substructure.
The wave generating methods and parameters
for NS and SWENSE solvers are discussed in de-
tail for regular, irregular, and focused waves. For

verification, the case’s uncertainty is quantified
using the Richardson extrapolation approach and
validated with the experimental measurements.
A significant reduction in the mesh size is pre-
dicted in both approaches. For the floating body
wave interaction study, the moorings are mod-
elled in two ways: by considering the mooring
lines as a linear spring with defined spring stiff-
ness and coupling with a dynamic mooring model
(MoorDyn). The numerical results of surface ele-
vation, body motions, and mooring tensions are
validated against the experiments carried out in
the SOFTWIND project, and the efficiency and
accuracy of the two solvers are compared.
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