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Titre: Étude de la largeur et de la forme des lignes d’exciton dans les hétérostructures de van der
Waals des dichalcogénures de métaux de transition par microscopie et spectroscopie électroniques

Mots clés: hétérostructures de van der Waals, excitons TMD, élargissement inhomogène de la largeur
de raie, forme de raie d’absorption de type fano, spectroscopie et microscopie électroniques, diffraction
électronique

Résumé: La spectroscopie de perte d’énergie
des électrons (EELS) et la cathodoluminescence
(CL) dans un microscope électronique à trans-
mission à balayage (STEM) sont des méthodes
extrêmement puissantes pour étudier la physique
des excitons des dichalcogénures de métaux de
transition (TMD). Dans cette thèse, nous avons
étudié la largeur de ligne et la forme des lignes
de l’exciton des TMDs sous différentes configura-
tions d’hétérostructures de van der Waals (vdWH).
Dans la partie de cette thèse, nous avons démêlé
les facteurs d’élargissement inhomogènes de la
largeur de ligne de l’exciton en utilisant des
EELS combinés à faible perte et à perte cen-
trale, la cartographie de la déformation et les
séries d’inclinaison de diffraction à faisceau large.
Les TMD encapsulées dans du nitrure de bore

hexagonal (hBN) offrent la meilleure qualité de
matériau optique, montrant la largeur de ligne ex-
citonique la plus nette, car ce vdWH élimine les
variations diélectriques, les désordres de charge,
les dommages dus à l’irradiation et les ondula-
tions. Dans la partie suivante, nous avons mod-
ifié la forme des lignes d’absorption des exci-
tons par le graphite/graphène. Comme le semi-
conducteur-métal combine des états d’énergie dis-
crets et continus, le couplage électromagnétique
entre les TMD et le graphite a montré une forme
de ligne asymétrique de type Fano dans les EELS
et l’absorption optique. Ensuite, l’étude STEM-CL
de la TMD/graphène encapsulée dans le hBN mon-
tre un spectre d’émission qui ne contient qu’une
seule ligne amortie, mais nette, provenant de
l’exciton neutre.

Title: Investigation of Exciton Linewidth and Lineshapes in Transition Metal Dichalcogenides van der
Waals Heterostructures by Electron Microscopy and Spectroscopies

Keywords: van der Waals heterostructures, TMD excitons, homogeneous linewidth broadening, fano-
like absorption lineshape, electron spectroscopy and microscopy, electron diffraction

Abstract: Electron energy loss spectroscopy
(EELS), and cathodoluminescence (CL) in a scan-
ning transmission electron microscopy (STEM) are
extremely powerful methods for investigating the
exciton physics of transition metal dichalcogenides
(TMDs). In this thesis, we investigated the TMD
exciton linewidth and lineshape under various van
der Waals heterostructure (vdWH) configurations.
In the part of this thesis, we have disentangled
the exciton linewidth inhomogeneous broadening
factors by using combined low-loss and core-loss
EELS, strain mapping and wide-beam diffraction
tilt series. TMDs encapsulated inside hexago-
nal boron nitride (hBN) provide the best opti-

cal material quality showing the sharpest excitonic
linewidth, as this vdWH eliminates dielectric varia-
tions, charge disorders, irradiation damage and cor-
rugations. In the next part, we have modified the
exciton absorption lineshape by graphite/graphene.
Because the semiconductor-metal combines dis-
crete and continuous energy states, electromag-
netic coupling between the TMDs and graphite
have shown Fano-like asymmetric lineshape in
EELS and optical absorption. Afterwards, STEM-
CL investigation of TMD/graphene encapsulated
inside hBN shows an emission spectrum which con-
tains only a single damped, but sharp line from the
neutral exciton.
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Chapter 1

Synthèse en français

Les dichalcogénures de métaux de transition (TMD) font partie de la famille des matériaux
bidimensionnels (2D). Leurs monocouches présentent une bande interdite directe dans la
gamme des longueurs d’onde visibles, ce qui permet une émission de lumière efficace. En
raison du faible écrantage diélectrique de l’environnement local, la réponse optique des TMD
est déterminée par les résonances d’exciton, qui correspondent à des paires électron-trou
liées par des forces de Coulomb. Plus important encore, l’intégration de TMD avec d’autres
matériaux bidimensionnels aux propriétés spécifiques sous la forme d’hétérostructures de van
der Waals (vdWH) a mis en évidence des interactions lumière-matière uniques, qui peuvent
être adaptées pour obtenir de nouvelles fonctionnalités. Il est donc nécessaire de contrôler
les propriétés optiques des vdWH atomiquement minces pour diverses applications futures en
optoélectronique.

Cependant, les propriétés des matériaux 2D, et en particulier ses monocouches, sont forte-
ment affectées par l’environnement local dans lequel il se trouve, car les monocouches ont une
surface spécifique élevée qui les rend très sensibles à son environnement, comme le désordre
externe et l’environnement diélectrique. Des expériences préliminaires ont montré que le dé-
sordre contient des facteurs tels que la déformation, la rugosité, les absorbants, les impuretés,
les charges piégées, l’oxydation. En plus de la propreté de l’interface et de l’environnement
diélectrique homogène, l’encapsulation des monocouches dans d’autres couches de matériaux
2D garantit leur planéité à l’échelle de dizaines de picomètres. Outre ces effets "positifs"
et la reduction de la désordre diélectrique, le couplage en champ proche entre couches joue
également un rôle important dans les performances de ces structures en couches minces.
Donc, les propriétés optiques du matériau peuvent être modérées par le couplage au substrat.
Récemment, ces questions ont été abordées par des chercheurs dans de nombreux domaines,
notamment l’évolution mobilité-température, le comportement de supraconductivité et la pho-
toluminescence (PL) de monocouches 2D sous différentes configurations.

Une quantité considérable d’ouvrages a été publiée sur l’étude des propriétés optiques des
matériaux 2D. Cela a conduit à des progrès rapides dans l’étude de nombreux nouveaux
dispositifs optiques quantiques basés sur les vdWH, tels que les émetteurs de photons uniques,
les dispositifs émetteurs de lumière flexibles, les biocapteurs, les cellules solaires, etc. Les
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techniques optiques telles que les spectroscopies d’extinction/émission optiques sont utilisées
depuis longtemps pour étudier les TMDs. Selon le critère de Rayleigh, la longueur d’onde de
la source lumineuse détermine la résolution spatiale, de sorte que les techniques qui utilisent la
lumière comme source d’excitation peuvent difficilement atteindre une résolution inférieure à
quelques centaines de nanomètres. Bien que le microscope optique basé sur la super-résolution
puisse surmonter la limitation de la résolution due à la diffraction et réaliser des mesures
optiques avec une résolution inférieure à la longueur d’onde. Cependant, ces techniques
fournissent des types limités d’informations à l’échelle nanométrique de l’échantillon. En
effet, l’hétérogénéité des matériaux et de l’environnement se produit à l’échelle de moins
de 100 nm, ce qui justifie la nécessité d’explorer les TMD par microscopie et spectroscopie
électroniques.

Technique particulièrement puissante, la microscopie électronique à transmission à balayage
(STEM) utilise des électrons libres comme source d’excitation et peut cartographier les vari-
ations optiques, structurelles et chimiques des échantillons avec une résolution spatiale à
l’échelle nanométrique. Il a été prouvé expérimentalement que la spectroscopie de perte
d’énergie des électrons (EELS) et la cathodoluminescence (CL) mesurées dans un STEM
sont des contreparties parfaites à l’échelle nanométrique des technologies optiques. Dans cette
thèse, diverses méthodes de caractérisation en STEM sont utilisées, y compris l’acquisition
d’informations sur la déformation du réseau et la contrainte basée sur la diffraction des élec-
trons, les propriétés optiques basées sur la spectroscopie de perte d’énergie des électrons
(EELS) et la cathodoluminescence (CL), la contamination et l’épaisseur de l’échantillon à
partir de la perte de cœur, afin d’étudier systématiquement les propriétés optiques et struc-
turelles des TMD monocouches dans différentes configurations de vdWH.

Dans cette thèse, l’effet des hétérostructures sur les propriétés optiques des TMD a été étudié à
l’échelle nanométrique. Une variété de troubles associés aux TMD monocouches ont été exam-
inés et leurs effets négatifs sur la largeur de ligne excitonique ont été clarifiés par microscopie
électronique et spectroscopies. Il a été démontré que les TMD encapsulées entre deux couches
de matériau 2D sont préservées de la meilleure manière possible. Afin d’étudier les propriétés
optiques des TMD monocouches, les spectres EELS et CL de diverses TMD monocouches à
base de hBN, de graphène et de graphite vdWH sont étudiés, tels que hBN/TMDs/hBN ,
graphite/TMDs/graphite, hBN/TMDs/graphite et hBN/TMDs/graphite/hBN .

Les principes expérimentaux pour les matériaux 2D par les techniques STEM sont présentés
dans le chapitre 3. Des échantillons de TMD monocouches dans diverses hétérostructures
sont préparés par la méthode de transfert à sec par estampage viscoélastique par mes collègues
Nianjheng Wu et Steffi Woo, comme présenté dans le chapitre 4. En outre, la physique de
la vallée de spin des TMD et la transition de résonance de l’exciton sont présentées dans le
chapitre 7. Différents matériaux diélectriques à bande interdite, à savoir le hBN et le nitrure
de silicium amorphe (Si3N4), le graphite non dopé sous différentes configurations, sont étudiés
en tant que matériaux de support ou d’encapsulation pour les monocouches de TMD afin
d’étudier l’influence du substrat/diélectrique sur la forme des lignes d’absorption des excitons
dans les TMD à l’aide de la spectroscopie de perte d’énergie électronique (EELS) dans un
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microscope électronique à transmission à balayage (STEM). Tout d’abord, les rugosités des
monocouches sont déterminées à partir d’une série de clichés de diffraction électronique à
faisceau large en évaluant l’élargissement des taches de diffraction en comparaison avec les
simulations effectuées à l’aide du logiciel QSTEM dans le chapitre 5. Pour mieux comprendre
l’élargissement inhomogène dans les TMD monocouches (chapitre 7), des expériences de
cartographie chimique, de cartographie de la déformation et de contrôle de la dose par EELS
sont menées. Dans le chapitre 8, graphite/WS2/graphite sont mesurés à la fois par EELS
et par absorption optique, afin d’évaluer leur pertinence dans l’observation de la forme des
lignes de Fano. Pour hBN/graphène/WSe2/hBN vdWH, les mesures EELS et CL sont
conçues pour étudier la neutralisation complète des monocouches de TMD par le graphène,
ainsi que le transfert sélectif non radiatif d’espèces excitoniques à longue durée de vie comme
le trion vers le graphène. L’absorption optique est réalisée à l’Université de Münster par les
collaborateurs Robert Schneider et Ashish Arora. Ces formes de lignes sont interprétées dans
le cadre de la résolution de l’équation de Maxwell pour une couche 2D infiniment mince,
qui est développée par F. Javier García de Abajo à l’ICREA-Institució Catalana de Recerca
i Estudis, et Avançats et Andrea Konečná à l’Université de technologie de Brno. Toutes les
expériences STEM/EELS/CL et les analyses associées ont été réalisées au Laboratoire de
Physique des Solides à Orsay. Enfin, les principales contributions de ce travail et les travaux
futurs seront discutés dans le chapitre 9 et le chapitre 10, respectivement.





Chapter 2

Introduction

Transition metal dichalcogenides (TMDs) are members of the two-dimensional (2D)
materials family, and their monolayers have a direct energy bandgap at visible wave-
length range, leading to efficient light emission [1]. Due to theweak dielectric screening
from the local environment, the optical response of TMDs is determined by exciton res-
onances, which correspond to electron-hole pairs bonded by Coulomb forces [2]. More
importantly, the integration of TMDs with other two-dimensional materials of specific
properties in the form of van der Waals heterostructures (vdWH) has demonstrated
unique light-matter interactions, which can be tailored to further obtain novel function-
alities. It is therefore necessary to control the optical properties of atomically-thin vdWH
for various future applications in optoelectronics.

However, the properties of 2D materials, and in particular its monolayers, are highly
affected by the local environment in which it is located, because monolayers have a high
specific surface area which make them highly sensitive to its environment, such as the
external disorder and dielectric environment. Preliminary experiments have shown that
the disorder contain factors including strain [3], roughness [4], absorbates [5], impuri-
ties [6], trapped charges [7, 8], oxidation [5]. In addition to interface cleanliness and
homogeneous dielectric environment [9], encapsulating the monolayers within other
2D material flakes ensures its flatness down to the tens of picometer-scale [10, 11]. Be-
sides these "positive" environments and reduced dielectric disorder effects, interlayer
near-field coupling also plays a significant role in the performance of such thin layered
structures, and therefore thematerial’s optical properties can bemoderated by coupling
to the substrate [12]. Recently, these questions have been addressed by researchers in
many fields including the mobility-temperature evolution [13, 14, 15], superconductiv-
ity behaviour [16] and photoluminescence (PL) [17, 18] of 2D monolayers under differ-
ent configurations.

A considerable amount of literature has been published on the investigation of the op-
tical properties of 2D materials. This led to rapid progress in the study of many novel
quantum optical devices based on vdWH, such as single photon emitters [19, 20], flexi-
ble light-emitting devices [1, 21], biosensors [22], solar cell [23] and etc.
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Optical techniques such as optical extinction/emission spectroscopies have been used
for a long time to study TMDs. According to Rayleigh’s criterion [24], the wavelength
of the light source determines the spatial resolution, resulting in the techniques that use
light as excitation source can hardly achieve resolution below hundreds of nanometers.
Although the opticalmicroscope based on super-resolution can overcome the diffraction
limitation to resolution and realize optical measurementwith subwavelength resolution
[25, 26, 27]. However, these techniques provide limited types of nanoscale information
of the sample. As amatter of fact, material and environment heterogeneity occurs in the
<100 nm scale [28, 29], justifying the need to explore TMDs with electron microscopy
and spectroscopy.

Figure 2.1: Information available in the STEM: 1) optical information, including (c) low-
loss EELS and (d) CL; 2) structural information, including (e) images and (f) diffraction;
3) chemical elemental distribution retrieved from core-loss EELS. Reproduced from ref.
[28].

A particularly powerful technique, scanning transmission electron microscopy (STEM)
uses free electrons as excitation source and can map the optical, structural and chemical
variations of samples with nanoscale spatial resolution [28, 30, 31, 32, 33]. It has been
experimentally proven that electron energy loss spectroscopy (EELS) and cathodolumi-
nescence (CL) measured in a STEM are perfect nanoscale counterparts of optical tech-
nologies [34]. In this thesis, a variety of characterization methods in STEM are used, as
partially shown in Fig. 2.1, including acquiring information on lattice deformation and
strain based on electron diffraction, optical properties based on low-loss EELS and CL,
contamination and sample thickness from core-loss, to systematically investigate the op-
tical and structural properties of monolayer TMDs under various vdWH configurations.
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2.1 Statement of my work

In my thesis, the effect of heterostructures on the optical properties of TMDs was inves-
tigated on nano-scale. A variety of disorders associated with monolayer TMDs were
examined and their negative effects on excitonic linewidth were clarified by electron
microscopy and spectroscopies. It was demonstrated that the TMDs encapsulated be-
tween two 2D material flakes are preserved in the best possible manner [35, 17, 5, 9].
In order to investigate the optical properties of monolayer TMDs, its EELS and CL spec-
trum in various hBN-, graphene-, and graphite-basedmonolayer TMDs vdWHare stud-
ied, such as hBN/TMDs/hBN , graphite/TMDs/graphite, hBN/TMDs/graphite and
hBN/TMDs/graphite/hBN .

Disorder and excitons in the TMDmonolayers

As mentioned previously, one particular property of TMDs is that they display bright
luminescence when their thickness is down to atomically thin monolayers, possessing
a direct bandgap, as opposed to its multi-layers and bulk [1, 2]. Since TMD monolay-
ers have been studied by optical extinction/excitation techniques, local shift of emis-
sion/absorption line lead to an inhomogeneous linewidth broadening is observed due
to the average response on micron-sized scale [17, 18].

Figure 2.2: PL spectrum of TMD monolayers (a) 300 K and (b) 4 K: the monolayer
MoSe2, WSe2, MoS2 and WS2 on SiO2 (top); encapsulated by hBN (bottom). Reproduced
from ref. [17].

The broad linewidth can obscure the intrinsic properties of monolayer TMDs and cover
other weaker characteristic peaks at energies close to it. Broad linewidth was some-
times attributed to SiO2 substrates which introduce substantial extrinsic disorder to
TMDsmonolayer [5], such as intrinsic disorder, surface contamination and charge traps.
These external disorders have been shown to hugely affect 2D materials, particularly
monolayer graphene and TMDs [5]. It is therefore necessary to understand and control
extrinsic disorders in order to maximize the potential of 2D monolayers.
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It has been observed that the hexagonal boron nitride (hBN) encapsulation can protect
the properties of TMDs from extrinsic and intrinsic disorders, leading to a better elec-
tronic mobility and sharper emission/absorption excitonic linewidths approaching the
homogeneous broadening limit [17, 35, 36]. An example of this is the study carried
out by Cadiz et al. [17, 36] in which the linewidth of neutral exciton is as narrow as
2 meV in hBN/MoS2/hBN, significantly reduced from the 10 meV of MoS2 monolayer
on bare SiO2 at T=4K as shown in Fig. 2.2. Table 2.1 summarized the selected absorp-
tion/emission of TMD excitons measured in varouis literatures by different techniques
at room temperatures (RT) and below. Here, linewidth is defined as the value of the full
width at half maximum (FWHM), which is derived from exciton peak features fitted by
Gaussian, Lorentzian, hyperbolic secant functions, or simply estimated at the energy
axis at half the value of the maximum resonance intensity.

Table 2.1: TMDs monolayer (MoS2, MoSe2, WS2, WSe2) exciton spectrum measured
by different technologies. The temperature reported is an approximate representation
of the actuarial temperature, which can be found in the cited references.

Configuration Temperature Technique Linewidth Energy center Reference
freestanding MoS2 LN2 EELS >100 meV 1.88 eV Ref. [37, 29, 38, 39, 40]
freestanding MoS2 RT EELS >200 meV 1.88 eV Ref. [38, 41, 42, 43, 40]

MoS2 on SiO2 or sapphire 2-10 K Reflectivity ∼ 40 meV ∼ 1.95 eV Ref. [44, 45, 46]
MoS2 on SiO2 RT PL ∼ 40 meV ∼ 1.87 eV Ref. [17, 47]

hBN/MoS2/hBN on SiO2 4 K Reflectivity, PL <5 meV ∼ 1.95 eV Ref. [17, 18, 35]
hBN/MoS2/hBN on SiO2 RT PL, CL ∼ 30 meV ∼ 1.87 eV Ref. [17, 35, 48]

freestanding MoSe2 LN2 EELS > 100 meV ∼ 1.62 eV Ref. [37, 29, 38], this work
hBN/MoSe2/hBN LN2 EELS ∼ 20 meV ∼ 1.64 eV This work

MoSe2 on SiO2 < 55 K PL ∼ 10 meV ∼ 1.69 eV Ref. [17, 49, 50, 46]
MoSe2 on SiO2 RT PL ∼ 40 meV ∼ 1.57 eV Ref. [17, 51]

hBN/MoSe2/hBN on SiO2 4 K PL <5 meV ∼ 1.64eV Ref. [17, 18, 35, 50]
hBN/MoSe2/hBN on SiO2 RT PL ∼ 30 meV ∼ 1.57 eV Ref. [17, 35]

freestanding WS2 LN2 EELS >100 meV ∼ 2.15 eV Ref. [37, 39], this work
hBN/WS2/hBN LN2 EELS, CL <40 meV ∼ 2.11 eV Ref. [28, 52], this work

WS2 on SiO2 4-10 K Reflectivity, PL ∼ 20 meV ∼ 2.04 eV Ref. [17, 44, 46]
WS2 on SiO2 RT PL ∼ 30 meV ∼ 2.01 eV Ref. [53, 17]

hBN/WS2/hBN on SiO2 4 K PL <5 meV ∼ 2.00 eV Ref. [17, 18, 35]
hBN/WS2/hBN on SiO2 RT PL,CL ∼ 30 meV ∼ 2.03 eV Ref. [17, 35, 48, 53]

freestanding WSe2 LN2 EELS >100 meV ∼ 1.83 eV Ref. [37, 43, 39, 40], this work
hBN/WSe2/hBN LN2 EELS ∼ 30 meV ∼ 1.76 eV Ref [39], this work
hBN/WSe2/hBN RT CL ∼ 50 meV ∼ 1.65 eV Ref. [48, 54]

WSe2 on SiO2 4-30 K PL ∼ 10 meV ∼ 1.75 eV Ref. [17, 55, 36, 46]
WSe2 on SiO2 RT PL ∼ 40 meV ∼ 1.66 eV Ref. [17, 53]

hBN/WSe2/hBN on SiO2 4-10 K PL <5 meV ∼ 1.70 eV Ref. [17, 18, 36, 35]
hBN/WSe2/hBN on SiO2 RT PL ∼ 30 meV ∼ 1.73 eV Ref. [17, 35, 53]

Even if the optical properties have been widely studied by optical measurements [17,
18, 36], STEM/EELS/CL has not been widely used to probe the optical properties of
TMD monolayers, with only a handful of reports in the literature [29, 37, 38, 40, 41,
42, 43, 52], as its measured exciton linewidth presented in Table 2.1. A large part for
the lack of interest in this technique was the observation of large absorption linewidths
(above 150 meV) for suspended monolayer TMDs on nano-scale at low temperature,
which is considerably larger than one would expect even for room temperature optical
measurements on SiO2 substrates at micro-scale.

Unlike PL experiments [17], the CL signal on TMD monolayers in an electron micro-
scope is not detectable, unless they are encapsulated in two hBN flakes [28, 48, 52].
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Recently, EELS experiments of hBN encapsulated WS2 have shown that the exciton
linewidths can be much narrower at around 30 meV [28], approaching values compa-
rable to those measured using optical absorption at similar temperatures around 110 K
[35], as shown in Table 2.1.

It is noteworthy that no comprehensive and systematic comparison experiments so far
have been conducted to determine the specific role of hBN or other substrates, but neg-
ative aspects such as the broadening in exciton linewidth induced by charge disorder
[35], as well as dielectric environments variation [5] have been described separately. In-
stead of straightforward and evidence controlled experiment, most works are generic
attribution of linewidth broadening to factors as mentioned above and sample protec-
tion [17, 36].

Previous works on TMDs by electron microscope missed 1) how does the linewidth
is influenced by the substrate? 2) what are the origin of inhomogeneous broadening
for excitons in TMDs? 3) Why encapsulation with hBN improves the optical quality of
TMDs in both optical and EELS study? 4) Is hBN encapsulation of TMDs is the only
heterostructures that have the most sharpest linewidth in EELS measurements?

In view of the limited amount of research on electron spectroscopies studies of TMDs,
the first part of this thesis project was set out to disentangle the negative factors to the
optical properties of TMDs, that can induce exciton inhomogeneous broadening. With
this purpose, I used many combined technologies inside STEM to study the absorption
spectra of TMDs on various substrates, namely insulators vaccum, amorphous Si3N4
and hBN. The variability of these substrates and configurations allows one to obtain the
effects of TMDs roughness, charge disorder, sample cleanliness and damage on exciton
absorption linewidth, respectively.

Excitons in TMDmonolayers engineered by graphite

As a two-dimensional material, graphite provides the same level of surface flatness for
two-dimensional monolayers [10, 56]. In addition, since graphene is a metallic mate-
rial [57], it has the capability of resolving charge disorder of TMDs. Therefore, TMDs
vdWH configurations involving graphene, graphite/hBN or double-graphite encapsu-
lation provides the same atomic flatness, surface protection, and other benefits for TMD
monolayers as hBN encapsulation. Despite that, no previous study has investigated the
absorption spectra of TMDs encapsulated by graphite flakes, thus there is no knowledge
of the exciton linewidth for such heterostructures. Investigating the optical properties
of TMDs inside graphite-based heterostructures is a continuing concern within the in-
homogeneous broadening schemes in previous section.

First of all, the Fano-like line profile was observed for the first time in both EELS and



10 Chapter 2. Introduction

optical absorption for graphite encapsulated TMDs. As a result of quantum interfer-
ence between two competing optical absorption channels in such vdWHs, one discrete
and the other continuous, asymmetric lineshapes are produced akin to the Fano effect
[58, 59]. There are only a few reports of TMDs/metal system leading to Fano-like line-
shapes, and they are all have different mechanisms than the one presented here. For
example, monolayer TMDs have been shown to exhibit strongly exciton-plasmon cou-
pling that Fano lineshape is achieved in the reflection or the scattering spectrum with
metal nanostructures such as gold triangles [60] and silver bowtie [61]. Other than
that, graphene/MoS2 hybrid structures exhibit sharp Fano resonances between planar
waveguide polaritons and surface plasmons in Kretschmann’s configuration [62].

Since semiconductor/metal combines discrete and continuous energy absorbers, it is
a good candidate to observe optical Fano-resonances in absorption measurement. Al-
though the optical properties of monolayer TMDs/graphite heterostructures possess all
the elements to show Fano effect, but this has not been extensively explored [63]. Thus,
monolayer TMDs heterostructure based on graphite is investigated in this thesis under
electron excitation to study its optical response in nano scale.

A further effect of graphene in TMD-based vdWH has been shown to be a filter of light
emission, causing only single, narrow-line PL emission to arise solely from neutral ex-
citons instead of both charged and neutral excitons [18]. Remarkably, the linewidth of
monolayer TMDs on graphite substrates is as sharp as those in the hBN encapsulated
monolayers in excitation spectra, indicating that the exciton lifetime is not largely influ-
enced by the presence of the graphite layers [18, 64, 65]. It is unexpected, as damping
from the conductive graphene should increase non-radiative decay of excitons, leading
to wider linewidths.

Here I accordingly designed the hBN encapsulated WS2/graphene as the ref. [18] and
attempts to achieve both measurable neutral exciton emission and trion filter effects at
the nanoscale at liquid nitrogen temperature. This part of work is an attempt to study
the excitons in TMDmonolayers engineered by graphite under different configurations,
with the objective to understand the possible effects leading to absorption/emission line-
shapes in electron spectroscopies.

2.2 Outline of this thesis

In this thesis, the optical and structural properties of TMD monolayers in various het-
erostructures by means of electron microscopy and spectroscopies were explored . The
experimental principles for 2D materials by STEM techniques are presented in chapter
3. Samples of monolayer TMDs in various heterostructures are prepared by viscoelas-
tic stamp dry transfer method by my colleagues Nianjheng Wu and Steffi Woo as in-
troduced in chapter 4. In addition, the spin-valley physics of TMDs and the exciton
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resonance transition are introduce in chapter 7.

Various bandgap dielectric materials, namely hBN and amorphous silicon nitride
(Si3N4), undoped graphite under different configurations are investigated as support
or encapsulation materials for TMD monolayers to study the substrate/dielectric in-
fluence on the exciton absorption lineshape in TMDs using electron energy loss spec-
troscopy (EELS) in a scanning transmission electronmicroscope (STEM). Firstly, mono-
layer roughnesses are determined from tilt series of wide-beam electron diffraction pat-
terns by assessing the broadening of diffraction spots in comparison with simulations
using QSTEM software in chapter 5. To gain a better understanding of the inhomoge-
neous broadening in monolayer TMDs (chapter 7), chemical mapping, strain mapping,
and dose-control EELS experiments are conducted.

In chapter 8, graphite/WS2/graphite are measured both though EELS and optical ab-
sorption, in order to evalute their relevance in the Fano-like lineshape observation. For
hBN/graphene/WSe2/hBN vdWH, the EELS and CL measurements are designed to
study the complete neutralization of the TMD monolayers by graphene, as well as the
selective non-radiative transfer of long-lived excitonic species such as trion to graphene.
The optical absorption is performed at University of Münster by collaborators Robert
Schneider and Ashish Arora. These lineshapes are interpreted in the frame of solving
theMaxwell equation for a infinitely thin 2D layer, which is developed by F. Javier García
de Abajo at ICREA-Institució Catalana de Recerca i Estudis, and Avançats and Andrea
Konečná at Brno University of Technology. All the STEM/EELS/CL experiment and
related analysis were performed in the Laboratoire de Physique des Solides in Orsay. Fi-
nally, the main contributions of this work and future work will be discussed in chapter
9 and chapter 10, respectively.





Chapter 3

Experimental technique: electron
microscope and spectroscopies

This thesis investigates the properties of excitons in TMDs and how they are affected
by various dielectric environments. Through the combination of scanning transmis-
sion electron microscopy (STEM) with electron energy loss spectroscopy (EELS) and
cathodoluminescence (CL), also known as STEM/EELS/CL, I gathered a significant
amount of spatially-resolved information through electron-matter interaction to obtain
information about the sample, including imagingmechanisms, diffraction patterns, low-
loss and core-loss electron energy-loss spectra (EELS) and CL spectra [30]. It is only
by understanding the physical mechanisms that one can develop novel devices and
improve the repeatability based on these existing material systems. This chapter in-
troduces the technique, equipment, and data processing method that will be used in
subsequent chapters. This chapter does not contain any original results.

3.1 Introduction

STEM and scanning electron microscopy (SEM) work very similar: a focused electron
beamwith its size from nanometer to sub-atomic scale is scanned over the sample, while
a detectormeasures the signal intensity I(x,y) at each scan point. Unlike the SEM,which
records the secondary electron and back scattering signal, the STEM records the trans-
mitted electron after it passes through the sample. STEM uses multiple detectors to
collect the signals from the sample, including circular detectors, annular detectors, and
an electron energy spectrometer. The instrument could also be equipped with a CL
detector to collect the luminescence signal of the sample under high-energy electron ex-
citation. Additionally, the energy dispersive X-ray (EDX) detector system can also be
used in electron microscopy for elemental analysis or chemical characterization. 1

At the nanoscale, it is difficult to find any setup other than STEM that can perform mul-
tiple test methods and provide such a wide range of information for materials [31, 66].

1There are no X-ray related experiment in this thesis.
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The purpose of this chapter is to provide details of electron-matter interaction (section
3.2), STEM setup (section 3.3), imaging and spectroscopy for materials (section 3.4),
practical experiment details (section 3.5), and algorithms related to data processing (sec-
tion 3.6).

3.2 Elastic and inelastic electron-matter interaction

As electrons traverse the sample in an electron microscope, they interacted with the
sample through Coulomb forces. The force changes the direction of the fast incident
electrons. Typically, electrons fall into two categories: elastic scattered and inelastic
scattered. STEM setup is built based on that these scattered electrons which contains
sample information. Therefore I will discuss the various mechanisms of electron inter-
action with matter as well as the various types of damage that can be caused by fast
electrons in this section.

3.2.1 Elastic scattering

The charge of an atomic nucleus produces a strong electric field in its vicinity, and the
interaction between the incident electron and this field is known as elastic scattering.
The scattered electrons, however, are deflected to different angles by Coulomb forces
and the distribution is similar to the Rutherford scattering of alpha particles [67]. The
angular distribution of these elastically scattered electrons in the far field is detected by
several different detectors in STEM to obtain information about the sample.

In fact, the majority of the incident electrons go through large impact factors b (far from
the nucleus) experiences a weaker electrostatic attraction, correspond to small scatted
angle θ. Whereas electron back scattering at small impact factors (near the nucleus of
the target atom) will go through large deviation. For a fast electron with kinetic energy
E0 deflected by the electrostatic field of a stationary nucleus with massM by an angle θ,
the electron transfers an amount of energyE to the nucleus as a result of the conservation
of energy and momentum, as below:

E = Emax
1− cosθ

2
(3.1)

where Emax = E0(E0 + 2m0c
2)/Mc2 is the maximum energy transfer. Actually, only the

scattered angle within the collection aperture of EELS will contribute to the EELS spec-
trum in the practical experiment. 2 So in term of the energy lost of the collected trans-

2The EELS setup within the STEM will be described in section 3.4.3, where we focus on the
electron-matter interactions that contribute to the collected EELS signal.
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mitted electron though elastic scatteing scheme, it is collection angle dependent. It will
cause the zero energy loss peak in terms of inelastic scatterings, (as illustrated in 3.4.3.3)
is located differently in terms of various θ [68].

Figure 3.1: Energy loss of incident electrons of 60 keV, 100 keV and 200 keV at scat-
tering angles: (a) 20 mrad, (b) 60 mrad and (c) π rad. Only elements contained in the
samples that I tested is calculated, including B, C, N, Si, S, Se, Mo, W.

As shown in Fig. 3.1 and Eq. (3.1), increasing acceleration voltage and decreasing
atomic number lead to an increase inmaximum energy transfer. In this thesis, I used the
STEM at the acceleration voltage of 60 keV to minimize the knock-on radiation damage,
since if the Emax is greater than the displacement energy of an atom, the atom will be
removed from its lattice site. As shown in Fig. 3.1(a), the maxium energy gain by the
most light atom among WS2, WSe2, MoS2, MoSe2 is 16.3 eV at 200 keV, and reduces to
4.3 eV at 60 keV.

The collection semi-angle is set to 21mrad from the EELS entrance aperture, as I will
introduce later. Thus as shown in Fig. 3.1(c), the energy exchange is limited to a few
meV, so electron energy loss through elastic scattering is negligible in this situation as it
is within the zero loss peak in the EELS spectrum. Typically the collection semi-angle
of the scattered electrons is only up to 100mrad in (S)TEM 3, and the energy exchange
is also very small as shown in Fig. 3.1(b). The summary of the electron energy lost
through elastic scattering under different deflection angles at 60 keV is presented in
Table 3.1.

Table 3.1: Energy transfer of few elements at 60 keV through elastic scattering.

Element B C N Si S Se Mo W
Emax (eV ) 12.9 11.6 9.9 4.9 4.3 1.8 1.45 0.75

Eθ=100mrad (eV ) 0.032 0.029 0.025 0.012 0.011 0.004 0.003 0.002
Eθ=20mrad (eV ) 1.29e-3 1.16e-3 0.99e-3 0.49e-3 0.43e-3 0.18e-3 0.14e-3 0.007e-3

3Except for HAADF for imaging, which will be introduced later in section 3.4.
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3.2.2 Inelastic scattering

As a result of Coulomb interaction between a fast incident electron and atomic electrons
that surround each nucleus, inelastic scattering occurs. Inelastic processes in the inner
shell can be explained by the excitation of an individual electron into a Bohr orbit which
having a higher quantum number. The inelastic processes occurring at the outer shell
can be understood in terms of energy band theory, which is located at a higher energy
level. The main mechanisms of energy loss can be divided into the following categories
with an increasing trend in energy:

• Phonon Scattering: the interaction of an incoming electronwith an array of atoms
results in an excited state for the quantum mechanical quantized modes of the
the periodic atomic vibration, which are known as phonons. Energy associated
with the phonons are below few hundard meV and are not resolved by the usual
electron microscope/spectrometer system in the past. The magnitude of these
phonon energies is around kBT, where kB is the Boltzmann constant, T is the ab-
solute temperature [69].

• Excitons: an electron can be excited from the valence band of an insulator or semi-
conductor to a Rydberg series of states situated just below the conduction band’s
minima, resulting in an energy loss Ex = Eg − Eb/n

2, where Eg is the energy gap,
Eb is the exciton binding energy, and n is a integer labeled analogous to hydrogen
series [70].

• Interband transition: the interaction between an incoming electron and outer-
shell electrons may cause a valence electron to undergo an interband transition in
semiconductors and insulators.

• Plasmon resonance: an incoming electron interact with outer-shell electrons, may
also cause collective oscillations with collective electron density in the valence
shell.

• Inner-shell electron excitation: the ground state energy of inner electrons out-
side the nucleus are generally hundreds or even thousands of eV below the Fermi
level. In the case of interaction of an incoming electron with the inner-shell elec-
tron in a atom, since the unoccupied energy states of the atom are all above the
Fermi energy level, the inner electron can only transit upward. According to the
conservation of energy, when such inelastic collisions occur, the incident electron
losses hundreds or even thousands of eV. As a result of this absorption, the atom
becomes excited and the outer electrons drop into the electron vacancy, releasing
the energy as electromagnetic radiation (characteristic X-rays) or electron kinetic
energy (Auger electron) [71].

Unlike elastic scattering that can extend to a large range of solid angles (θ), the inelastic
scattering is only concentrated into smaller angles (up to only fewmrad for carbon atom
at 100 keV) than elastic scattering according to Bethe theory [71]. In some materials the
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electrons in the valence band may not revert to their original positions after absorbing
energy, which can result in permanent damage to the chemical bond, which is known as
ionization damage. It is evident that there is a direct relationship between the extent of
damage and the required electron dose. There is an increased risk of radiation damage
to the sample in the event of high electron exposure (high current density) [71].

3.3 Scanning transmission electron microscope

The purpose of this section is to provide a detailed description of the illumination sys-
tem in the STEMbefore introducing the various detectors and techniques in next section.
The Fig. 3.2(a) provides a schematic representation of a STEM microscope, which con-
sists of several components:

Figure 3.2: Scanning transmission electron microscope system: (a) A scheme of a
STEM microscope. (b) A photograph of the ChromaTEM, and its monochromator is
covered by a grey fabric box.
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• (i) Electron gun: electrons are extracted from a metallic tip. Consideration of
electron source for high-performance STEM should consider both high bright-
ness and small energy distribution. Using an electron gun with high brightness
ensures that all signals in the STEM are intense and that noise fluctuations are
less noticeable, and monochromator is used for high energy resolution EELS. The
electron source can be obtained in a variety of ways, among thermionic emission,
Schottky emission, and cold field emission guns (cFEG). This thesis work uses
a STEM called ChromaTEM equipped with a cFEG that has high brightness and
good monochromaticity, with 300 meV energy spread range without a monochro-
mator.

• (ii) Monochromator: for optical studies, it is not sufficient to use a STEMwith an
energy fluctuation range of 300meV for measuring the EELS spectrum of excitons
in monolayer TMDs, because the exciton resonances would remain hidden in the
ZLP tail. Further improving the monochromaticity of the electron beam requires
a STEM equipped with a monochromator. In general, monochromators are es-
sential in STEM-EELS systems to achieve high energy resolution. The monochro-
mator has the capacity to filter out the electrons that have an energy deviation
away from the central energy, thus enhancing the monochromaticity of the elec-
tron beam while at the same time decreasing some of the brightness as a conse-
quence of the filtration. Electron beam monochromatien makes use of various
methods to spread electron beams in space and then filter the energy through a
small slit. It is generally assumed that the energy resolution of the system is de-
fined by the full width at half maximum (FWHM) of the elastic scattering peak
without any sample in vacuum as a reference.

• (iii) Condenser lenses: an electron beam is collected from the accelerating sys-
tem by means of a focusing system built by the condenser lenses. It consists of
several electromagnetic lenses that adjust the focal length, brightness, and semi-
convergence angle α of incident electrons, the size of which is determined by the
aperture in the focusing system. As a result, the ChromaTEM consists of three
lenses in the condensing system, providing three independent degrees of free-
dom for the current, convergence angle, and focal length.

• (vi) Scan coils: focused electron probe is formed on the sample surface after high-
speed electrons are ejected from the electron gun after they have been accelerated
and focused. Through two dipole electromagnetic lenses, the probe is scanned
across the surface of the sample. Similarly, a (vii) descan coil controls the elec-
trons transmitted through the sample to be collected by the detectors.

• (v) Aberration correction system: it is important to note that photons and elec-
trons are wave-like particles, and a phase that is not ideal can result in poor image
quality. There is a direct relationship between the aperture size and the beam size:
as the aperture size increases, the converging electron beam becomes smaller, but
the aberration becomes more noticeable. Electromagnetic lens are not ideal, hav-
ing strong aberrations, which limit the beam size (spatial resolution). It is for this
reason that a variety of methods have been investigated to correct aberrations,
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including correction of the higher order aberrations. C3 and C5 aberration are
corrected by quadrupole and octupoles electromagnetic lenses in ChromaTEM.

• (viii) Objective lens: the objective lens is one of the most important components
of STEM. The objective lens consists of two symmetrical polepieces at a distance
of about 5mm between them, and the objective lens converges electrons strongly
with the sample between them. ChraomaTEM however, has pole-pieces with a
6mm gap that have been designed specifically for the insertion of the CL mirror.

• (ix) Sample stage: inside the objective lens, the sample stage controls the entry
and exit of the sample and its height can be adjusted. The mechanical stability of
the sample holder is crucial for high-resolution imaging of samples. The sample
stage can be rotated to accommodate the tilting of the sample during an experi-
ment. Furthermore, the sample stage can be equippedwith a temperature control
system for low-temperature measurements. It should be noted that the tilt angle
of the sample is limited inside ChromaTEM to near 400mrad as a result of the
stage clearance between two pole-pieces. The temperature-control sample holder
in ChromaTEM is designed and constructed by HennyZ [72]. It has a cooling sys-
tem linked to a liquid nitrogen (LN2) dewar with a conductive braid that allows
for cooling the samples down to 110K.

• (x) Projector lenses: the equivalent distance between the transmitted electron
beam and the detectors is controlled, which, in turn, regulates the different round
and annular detectors to collect scattered electrons across a wide range of solid
angles, as shown in Fig. 3.3. In TEM, it influence the magnification of im-
age/diffraction patters.

• (xi) Detectors: a variety of detectors may be employed depending on the type of
information that is being collected. In addition to bright-field (BF) and annular
dark-field (ADF) imaging systems, CL and EELS cameras are also available for
measuring the emission and absorption spectra (section 3.4). The exciton study
inmonolayer TMDs employedHAADF, CL detectors and also the electron energy
spectrometer and EELS detectors as introduced later in section 3.4.3.

All my experiments are performed on the ChromaTEM microscope, a modified Nion
HERMES200 equipped with a spherical aberration corrector and an electron monochro-
mator, as shown in Fig. 3.2(b), which equipped with C3 and C5 aberration correctors,
CLmirror and aMerlin electron detector (Medipix3). Duringmy PhD study at LPS, the
ChromaTEMwas equipped withMerlin detectors in 2021, so the earlier EELS for TMDs
linewidth study was conducted using Princeton KURO CMOS detectors and more re-
cent data for fano-like lineshape were recorded by Merlin detectors. Camera detective
quantum efficiency (DQE) and modulation transfer function (MTF) responses in Mer-
linEM [73] are near-ideal, allowing for the detection of very weak signals with no addi-
tional readout noise. To havemore of a degree of confidence, I will only draw conclusion
on data acquired on the same detector.
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3.4 Various Detectors in STEM

The purpose of this section is to provide a detailed overview of electron beam detec-
tion after introducing the physics of electron-matter interaction. Essentially, elastically
scattered electrons are used to build high-angle dark field (HAADF images, diffraction
patterns, and also make up the zero-loss peaks in EELS. Inelastic scattering is mainly
used for optical spectrum and chemical element analysis in EELS.

In STEM, there are two basic types of detectors: a single pixel detector, signals within
which are integrated as one number, and an array detector (also called configuration de-
tector), in which electrons arrive in different regions to produce different signals. Single
detectors of different shapes are used for image detection as described in section 3.4.1,
while array detectors are used for recording diffraction patterns and EELS detection as
described in section 3.4.2 and section 3.4.3, respectively. In addition, a CL collection
system including a parabolic mirror and coupling optics, can be optional added inside
STEM to collect the cathodoluminescence radiative deexcitation signal as introduced in
section 3.4.4.

3.4.1 Imaging in STEM

Most of the electrons hitting the sample pass away from the nucleus, and most of the
electrons are scattered only at a small angle. In the case of 60-100 keV incident electrons,
most of them are scattered between 10 mrad and 100 mrad. As shown in Fig. 3.3(b),
STEM imaging detectors usually are sorted by spatial segregation in angular in increas-
ing order: bright field (BF), annular bright field (ABF), low-angle annular dark field
(LAADF), middle-angle annular dark field (MAADF), high-angle annular dark field
(HAADF). A scintillator/photomultiplier combination is used in STEM as a single de-
tector. As the electrons arrive at the scintillator, they are converted into photons, and
then the photomultiplier converts the weak signal into an electrical signal that can be
recorded.

During the beam scanning process, each single detector collected the signal and
summed up the transmitted electronswithin its own areas, and provide a number called
counts for each pixel. By observing the intensity of scattered electrons, one obtains the
image contrast of the sample. Since the incident electrons are scattered by the specimen
at various angles, the image contrast arises from the various scattering schemes of the
incident beam as follow:

• Bright field: the bright field (BF) image is composed of an image with contrast
given by the intensity of the signal collected at the detector angle β, of 0 <β <α,
whereα is the convergence angle of the probe. As the name suggests, a bright field
image is one whose intensity is highest when no object is present, and decreases
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when a sample is present. This portion of the signal gives the similar contrast as
phase contrast in the TEM, except that the convergence angle is close to zero in the
TEM. BF images are coherent, and contrast depends upon the sample’s structure,
such as thickness and atomic arrangement.

• Annular dark field: an annular dark field image is an image composed of the
intensity given by the signal collected by the detector angular range at α <β
<80mrad as a contrast.4

Figure 3.3: There are several imaging mechanisms commonly used in STEM: the
electron beam scans along the x-y plane of the sample (a), and scattered electrons
are collected by different detectors: bright-field detectors (BF) and annular dark-field
detectors (ADF). (b) A variety of detectors are used for STEM imaging, including bright
fields (BF), low-angle annular dark fields (LAADF), medium-angle annular dark fields
(MAADF), and high-angle annular dark fields (HAADF).

• High-angle annular dark field: high-angle annular dark field (HAADF) images
are produced by the intensity of the signal collected by the detector at an angle of
β >80 mrad. Electrons are scattered by Rutherford scattering in this case, and the
scattering cross-section is proportional to Zr , r≈ 1.6, thus HAADF is also called
“Z-contrast” image according to ref. [74]. Due to its simple and strightford con-
trast transfer mechanism, nowadays HAADF is themost frequently used imaging
method in STEM.

3.4.2 Diffraction in (S)TEM
4The annular dark field image is referred to as either a medium-angle annular dark field

(MAADF) or a low-angle annular dark field (LAADF) image depending on the outer annular
collecting angle β2. In general, MAADF is diffraction contrast imaging, where the detector
collects transmitted electrons in the angular range determined mainly by diffraction effects.
When the internal angle is further reduced to contain a portion of the transmitted electron beam
that is not scattered by the material, one call this image an annular bright field image, which is
mainly used for imaging light atoms.
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In the case of crystals, it is necessary to take into consideration the wave nature of the
incident electrons. Due to interference between scattered electron waves, the intensity
of scattered electrons changes from a continuous distribution to one that is scattered
at a specific angle. This elastic scattering is then called diffraction, and its pattern is
recorded by the same detector as the ronchigram, which is a scintillator/CMOS coupled
array detector with fibre optic plates in the middle in our microscope set-up.

Specifically, the electron processes thewave-particle duality, so thatwhen itswavelength
is sufficiently short to be of the order of the atomic structure periodicity or smaller,
diffraction patterns are produced. In a typical (S)TEM, the electron beam has a wave-
length that is in the pm range such that the crystal lattice acts as a diffraction grating
[75]. Thus, the electron beam incident on the atomic lattice can be seen as a planar
wave, which is re-transmitted by each atom as a spherical wave. In a crystal lattice, the
constructive interference at the angles θn satisfies the Bragg condition:

2dhkl · sin(θn) = nλ (3.2)

where the integer n represent the diffraction order, dhkl is the interplanar distance of
plane with Miller indices (hkl) depicting a cubic system for simplicity, λ is the wave-
length of the electrons, and θn is the diffraction semi-angle.

3.4.2.1 The Ewald sphere and relrod

It is known that the incident plane wave propagating through the crystal has a wave
vector whose length is k1, and its diffracted plane wave has a wave vector k2. During
the diffraction process, which is elastic, no energy is gained or lost, therefore, k1 and k2
have same length |k1|= |k2|=1/λ. Diffracted electron waves differ from incident elec-
tron waves by a scattering vector K=k2 -k1, as shown in Fig. 3.4(a). Due to their equal
lengths, k1 andk2must lie on a sphere of radius 1/λ, which is known as an Ewald sphere.
In this case, Bragg condition can be write as

2 · sin(θn)
λ

=
n

dhkl
= |ghkl | (3.3)

where g is the reciprocal lattice vectors linked to interplanar distance dhkl . It can be
seen that constructive interference can only occur when K = g. In the Ewald sphere,
direct beams pass through the origin of the reciprocal lattice (point O) and if any other
pointwithin the reciprocal lattice intersects the surface, the planes corresponding to that
point satisfy the Bragg condition, and so the planes will diffract strongly, as shown in
Fig. 3.4(a).
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Figure 3.4: The geometric relationship among incident electron wave, diffracted
electron wave, diffraction angle and reciprocal lattice in: (a) a thick sample and (b) a
thin sample. An Ewald sphere in reciprocal space of radius 1/λ which passes through
the origin of a reciprocal lattice point O in both (a) and (b).

Based on the point of view of momentum, creating constructive interference in a diffrac-
tion experiment implies that in reciprocal space, the values ofmomentum transferwhere
constructive interference occurs form a reciprocal lattice as well. And the reciprocal lat-
tice represents a 3D array of points, each of which represents an atomic plane.

TMDs are 2D atomic structures, and because the dimensions of these thin objects are
small along the beam propagation direction (w), their reciprocal lattice points extend
further along this direction. As shown in Fig. 3.4(b), the reciprocal lattices of a thin
material are elongated into reciprocal lattice rods, known as relrods [75]. Accordingly,
the Bragg diffraction condition is relaxed such that the Ewald sphere intersects the rel-
rods with an excitation error s = K−g in this case, where g is the exact Bragg diffraction
condition and K is the relaxed Bragg diffraction condition.

3.4.2.2 Reciprocal space of rough materials

The reciprocal lattices of a flat and rough material are very different as shown in Fig.
3.5(e) and (f), respectively. 5 For a flat 2D nanosheet, the reciprocal space consists of
a set of relrods arranged perpendicularly to the reciprocal lattice. For atomically rough
sheets, however, a superposition of diffracting beams frommicroscopic flat areas causes
the relrods to become cone-shaped volumes. For this reason, diffraction spots blur at
large sample tilt angles as shown in Fig. 3.5(c), and the effect is more pronouncedwhen
the diffraction spots are more away from the sample tilt axis.

A diffraction pattern of WS2 at different levels of roughness is shown schematically in

5The reason why suspended monolayers are rough and hBN encapsulation is flat will be
investigated in chapter 5.
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Fig. 3.5, and the size of the diffraction spots can be used to assess the roughness of the
sample. In chapter 5, these basic concept will be used to study the reciprocal lattice and
diffraction patterns of TMD monolayers under different vdWH configurations.

Figure 3.5: Electron diffraction pattern of WS2 monolayer: (a) diffraction of suspending
WS2 monolayer and hBN/WS2/hBN flakes at incidences angle isn’t vertical to the sample
surfaces; (b) and (c) are the schematic diffraction patterns on two different regions at (a);
(e) and (f) are the corresponding reciprocal space of (b) and (c), respectively.

3.4.2.3 4D-STEM

The basic idea behind 4D-STEM is to runmany electron diffraction experiments sequen-
tially, so that the diffraction pattern obtained at each probe position is determined by the
local sample structures. In Fig. 3.6, (b) and (c) are the diffraction patterns of the pixel
marked by red and green squares on (a). Nowadays, it is highly common to capture an
image of the diffracted electron beam at each probe position, usually arranged in a 2D
navigation grid.

As a result, the datasets of 4D-STEM are rich in information [31, 32], including local
structure, orientation, deformation, electromagnetic field, that can be determined for
each probe position.
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Figure 3.6: An example of 4D STEM experiment on monolayer WS2. The red and
green squares marked position where were measured for (b) the diffraction pattern
of freestanding WS2 and (c) hBN/WS2/hBN, respectively. Purple dots represent the
diffraction pattern of WS2, and green dots represent the diffraction pattern of hBN.

3.4.2.4 Strain mapping by scanning nanodiffraction

The convergence semi-angle α should be chosen carefully based on the particular re-
quirements of each scanning nanodiffraction experiment. As a reminder, α is the ra-
dius of the bright-field disk within the diffraction plane, as well as the radius of each
diffracted Bragg disk within a crystalline sample. Real-space probe sizes are inversely
related to convergence angles; larger convergence angles correspond to finer probes, and
overlapping diffraction disks is the requirement of a sublattice-sized probe, enabling the
acquisition of information at atomic level resolution [76].

Figure 3.7: Example of square unit cell to illustrate different axial strain and displace-
ment. The blue and transparent squares are the standard unit cell and single deformed
unit cell. The single deformation including: horizontal, vertical and shear stain. The
rotation is just displacement of the object without any strain.

A non-overlapping disk diffraction under small α (scanning nanodiffraction) is used
to extracting a strain map, since strain can only be defined on length scales equal to
or greater than individual unit cells. Considering a system with ordinate (x, y) and
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deformed state characterized by displacement field (u,v), the infinitesimal strain matrix
can be expressed as:

ϵ =
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A 2D strain map of each strain component can be decomposed from Eq. (3.4), as shown
in Fig. 3.7. For details of calculation refer to ref. [31, 32] for converting deformation
from reciprocal lattice to real lattice.

Aside from non-overlapping nanodiffraction, geometrical phase analysis (GPA) based
on high-resolution image is also a very common local displacement analysis method
in (S)TEM that the lattice displacement vector could be extracted from the geometric
phase component in the back Fourier transform of a filtered Fourier transform of an
HREM image [77, 78]. By analysing the derivative of the displacement field, local strain
could be obtained. For more details about the GPA, refer to ref. [79], which includes the
dedicated theory and data process details. A comparison of different nanoscale strain
measurements in terms of precision and accuracy are detailed in ref. [80].

3.4.2.5 Diffraction pattern simulation

In electron crystallography, one of themajor challenges has been quantifying the diffrac-
tion pattern and determining the crystal structure to a greater degree. Modern ana-
lytical software enable one to perform such quantitative analysis. The difficulties for
calculating the diffraction patterns quantitatively come from the electrons interact with
samples in a complex manner. Even perfect crystals are not stationary, and their vibra-
tion increases with temperature, and this vibration means that the atoms within the
crystal are not perfectly ordered, and phonon scattering occurs between the spots in the
diffraction pattern.

The QSTEM simulation software is a popular tool for analyzing quantitative diffraction
patterns and producing high-resolution atomic images [81]. Using a multislice algo-
rithm, the software implements a graphical user interface for quantitative simulations
of STEM/TEM/CBED images, and details about the software can be found in the doc-
toral dissertation of the developer, Prof. Christoph Koch [82]. Due to the popularity
and dominance of python for data processing, the open source abTEM code [83] was
recently developed for diffraction and image simulation as well. Images and diffraction
patterns can be obtained easily with the combination of abTEM and Atomic Simula-
tion Environment (ASE) module [84]. Compared to abTEM, QSTEM based on C++
is much faster due to the limitations of the underlying logic and working principles of
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the programming language. Nevertheless, abTEM is capable of increasing computa-
tion speed by utilizing GPUs or memory-intensive computing techniques [83]. It was
QSTEM rather than abTEM that I chose to simulate diffraction images in this thesis.

3.4.3 Electron energy loss spectroscopy (EELS)

Electron energy loss spectroscopy (EELS) is a technique for analysing the energy distri-
bution of incident electrons after they pass through an object. In (S)TEM, the optical
and chemical information provided by EELS complements the structural information
provided by imaging and diffraction. Here, I will firstly describe the EELS setup inside
the STEM column (section 3.4.3.1). As a next step, I will describe the typical data clas-
sification in section 3.4.3.2, followed by illustrate a typical EELS spectrum and describe
how it is partitioned in section 3.4.3.3. Finally, the thickness measurement technique
based on elastic/inelastic scattering ratio will be given in section 3.4.3.4.

3.4.3.1 Dispersion and detection

The BF electron detector and the CCD or CMOS camera of Ronchigram must be moved
out of the way so that this fraction of scattered electrons may enter the electron energy
less spectrometer system in order to obtain the EELS signal. The electron energy anal-
ysis system will contain a collection entrance aperture, whose physical size is 1-2mm
to limit the maximum solid angle of the electron beam entering the EELS system. The
electron beam then enters a magnetic electron prism to disperse in energy the transmit-
ted electrons. Based on the relationship between the radius of curvature and electron
velocity, electron beams of differing energies are separated spatially according to their
energies, as shown in Fig. 3.8(d).

Figure 3.8: Electron energy loss spectrometer operating principle diagram: (a) the
electron beam is transmited (b) the sample and passes through (c) the aperture; under
the influence of (d) magnetic prism and (e) the quadrupole lenses, (f) the scintillator
detector converts the electrical signal into an optical signal, and the light passes through
(g) the optical fiber bundles to record the (i) EELS spectrum on (h) the CCD.
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A scintillator converts electrons into photons, and these photons going through optical
fiber, which are then detected by a CCD or CMOS camera. 6 In this part, the energy-
dispered electrons are recorded on the detector as the number of electrons on each chan-
nel with energy dispersion ∆E. A set of quadrupole lenses lies between the magnetic
prism and the detector device, whose function is to amplify the distance of the energy
spatial dispersion and its focal length must correspond precisely with that of the scintil-
lator detector as shown in Fig. 3.8(e). Additionally, scintillator and CCD/CMOS detec-
tors can be replaced with a direct electron detector (DED) that produce less noise, such
as MerlinEM [73], K3 cameras [85], etc.

3.4.3.2 Signal classification and visualization

The logic for classification of a typical signal recorded inside STEM is based on a bench-
mark data processing library commonly used for electron microscopy: Hyperspy [86].
The dataset measured inside the STEM is first exported from hardware to Python as a
multidimensional array in this process. The multidimensional arrays are indexed with
two types of dimensions in Hyperspy: the navigation dimensions of the scan and the
signal dimensions of the quantity measured.

Figure 3.9: A scheme of dataset nomenclatures for navigation dimension and signal
dimension is provided: (a) one-dimensional dataset (1×1024); (b) two-dimensional
dataset (1024× 1024× 1); (c) three-dimensional dataset (1024× 1024× 1024).

The dimension N of the dataset can be represented by the navigation dimension (n) of
the sampling and the signal dimension (m) of the result: N=n+m. Intuitively, the
navigation dimension is the image one see with spatial information, while the signal
dimension is an energy spectrum with a single signal set for each pixel point in the
navigation dimension. This definition can be generalized: the navigation dimension
can be a temporal dimension or any dimensions, while the signal dimension can be one-
dimensional or two-dimensional or even higher.

Datasets with several commonly used dimensions are illustrated in Fig. 3.9. A spectrum
6With Medipix3, it can directly measure the dispersed electrons and record the spectrum.
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is a one-dimensional data set (N=1, n=0,m=1), and if its spectra has a length of 1024 pix-
els, it can be represented as (1; 1024), where before the semicolon is the number of pixels
in each navigation dimension, and after the semicolon is the number of pixels in each
signal dimension. For an image, it is a two-dimensional array (N=2, n=2,m=0), taking
a 1024× 1024 image as an example, it can be represented as (1024, 1024; 1). For a spec-
trum image (SPIM), that is, the spectrum is measured at each point of the image, which
is an array of three dimensions (N=3, n=2,m=1), along the above image and spectrum
dimensions, at this time the spectrum image can be expressed as (1024, 1024; 1024). If
one perform scanning nanodiffraction test on the sample, make 1024× 1024 scans on
the sample and record a 512× 512 diffraction pattern at each scan point, the data dimen-
sion is (1024, 1024; 512, 512). In order to visualize the spectrum image, one must select
a specific energy range to plot.

3.4.3.3 Electron-energy loss spectrum

As illustrated in Fig. 3.10, an electron energy-loss spectrum is typically divided into
three parts: zero-loss peak, low-loss region and core-loss region:

Figure 3.10: An illustration of the electron energy loss spectrum. The above diagram
shows a typical EELS spectrum with zero loss peak, plasmons, and two core-loss edges
of atoms A and B. A lower plot illustrates an energy band of a semiconductor material,
showing both the absorption peaks of plasmons and the deep electron excitations in the
inner shell. Reproduced from ref. [87].
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• Zero-loss peak (ZLP): as described in previous section 3.2.1, the incident elec-
trons collide elastically with the sample, and almost no energy is lost; therefore,
an EELS system’s resolution is generally defined by its ZLP full-width at half-
maximum (FWHM). In addition, ZLP can be reduced in width using by sev-
eral electron monochromator schemes [88, 89], for example, in ChromaTEM, the
FWHM is reduced from 300meV to 5-20meV after passing through an energy-
selecting slit in the monochromator. Due to the fact that most electrons pass
through the sample without losing energy, the ZLP is the most intense peak on
the EELS spectra.

Figure 3.11: Semiconductor materials with bandgap Eg are excited by electromagnetic

waves with frequency ωab >
Eg

ℏ
and de-excited in the following order: (a) the mate-

rial first absorbs energy, then electrons leap from the valence band to the conduction
band, leaving holes in the conduction band, which corresponding to optical absorption
spectrum or EELS; the electrons and holes interact with the phonon, moving towards
the extremes of the energy bands, which are indicated by the black arrows in (a); (b)
the occupancy of excited electrons and holes in the energy band follows a Fermi-Dirac
distribution over time, at which point the electrons and holes recombine, and part of
them will go though radiative decay, then give rise to PL or CL emission.

• Low-loss region: the energy loss of electrons below 50 eV is mainly determined
by the energy band structure of the material, such as excitons, phonons, plasmon,
etc.; low-loss regions are generally used to measure the optical properties of
the sample, such as excitons, bulk plasmon, surface plasmon, and energy band
structures. It includes single electron excitation and plasmon excitation when
fast incident electrons scatter inelastically with the outer electrons surrounding
the nucleus, as described in section 3.2.2. Actually, the electromagnetic field
accompanying the point charge can be considered an evanescent source of
radiation, thus an electron beam could be regarded as a spatially nanoscale,
but energetically broad band light source [34].
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In the case of single electron excitation as shown in Fig. 3.11, electrons in the
valence band of a semiconductor or insulator can absorb energy to jump to the
conduction band, and similarly, electrons in the conduction band of a metal will
absorb energy to jump to the conduction band at a higher energy position. En-
ergy absorbed by the sample is released as electromagnetic radiation (for example,
electrons in the valence band returning to the conduction band) or heat (electron-
phonon interaction).

• Core-loss region: the energy loss of electrons is in excess of 50 eV due to the
absorption of incident electrons and electron interactions in the inner shells of a
atoms. At the ionization threshold, there is a sharp rise in EELS, which approx-
imates to the binding energy of the respective atomic shell. A further character-
istic of core-loss in EELS is not peaks but edges, where the inner-shell intensity
increases rapidly and falls more slowly with increasing energy loss. By using the
initial core state, one can classify absorption edges according to the atomic shell
nomenclature according to principle quantum numbetr, n; K for n=1 states, L for
n=2 states, etc. By performing core-loss EELS, one can determine both the ele-
mental and chemical composition of the samples.

3.4.3.4 Measurement of specimen thickness: log-ratio method

In addition to optical and elemental information, EELS could be used to measure the
thickness of the specimen. The log-ratio method will be introduced here for the pur-
pose of determining the thickness of graphite and hBN in some samples. As the log-ratio
thickness measurement assumes that incident electrons going through inelastic scatter-
ing events are independent, the Poisson statistic can be used to calculate the probability
(denoted as Pn) that electrons will experience inelastic scattering n times.

One electron incident a samplewith thickness t, the probability of it undergoing inelastic
scattering is t/λ, where λ is mean free path for inelastic scattering, representing the
average distance between two collisions. According to the assumption that electrons
going through inelastic scattering inside the specimen is independent of each other, the
probability of electron being inelastically scattered follow a binomial distribution: X ∼
B(n,t/λ). When the number of electronsN is large enough, binomial distribution can be
approximate into Poissonian distribution:

Pn =
(t/λ)n

n!
e−t/λ (3.5)

It and In is given by the specific elastic scattering events (counts of energy loss t∆E )
and sum of inelastic scattering events (counts of all channels), respectively. Thus Pn,
the probability of being scattered n times is:
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Pn =
In
It

=
(t/λ)n

n!
e−t/λ (3.6)

In practice, the zero-loss peak is always intence and easy to fit. One can fit the ZLP
through many models and take its integrated area sum as I0. Importantly, one needs to
make sure that the recorded ZLP peak does not saturate. When t = 0, intensity of the
ZLP is maximal representing only unscattered events. So when n = 0, Eq. (3.6) gives:

ln
It
I0

=
t
λ

(3.7)

But this only provides relative thickness, so λ need to be estimated for obtaining the
absolute thickness. A precise and easy estimation for λ is based on the dipole approxi-
mation when β≪ (E/E0)1/2 [71]:

λ ≈ 106F(E0/Em)
ln(2βE0/Em)

(3.8)

Eq. (3.8) gives λ in nm, where E0 is the incident energy in keV, Em is the mean energy
losswhich depends on the chemical composition of the specimen in eV, β is the collection
semi-angle before the detector in mrad. According to Malis et al. [90], when average
atomic number Z is known, Em ≈ 7.6Z0.36, and F in Eq. (3.8) is a relativistic factor de-
fined by: F = 1 +E0/1022/(1 +E0/511)2. The mean free path of a 60 keV fast electron
inside the hBN and graphene flakes is around 72 nm, which is larger than the thickness
of the vdWH samples, thus preventing multiple-scattering. In this regard, electron mi-
croscopy is particularly well suited to the study of 2D materials, which by definition
have small vertical dimensions.

3.4.4 Cathodoluminescence (CL)

CL signals are collected using a parabolicmirrorwith a hole that allows the incident elec-
tron beam to pass through. As shown in Fig. 3.12, ChromaTEM has a 2mm CL mirror
with numerical aperture of 0.5, inside the 6mm gap polepiece. This mirror has a focal
spot that covers a hole in the grid of 500 nm radius easily. Obtaining CL signals requires
the alignment of the beam limiting aperture, the electron beam position, the height and
lateral position of the parabolic mirror, and the position of the collection system’s fiber.
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An optical spectrometer is connected directly to the CL system by inserting the opti-
cal fiber bundle. Rather than using mono-mode fibers, fiber bundles can increase the
collection of CL light while maintaining spectral resolution. In one experiment, semi-
convergence angle α for EELS and CL are same. However, the monochromator slit is
removed for CL in order to improve its collection efficiency by providing more current.
Since EELS monochromated uses a lower dose, concurrent images suffer more from
noise, CL produces a better ADF image than EELS.

Figure 3.12: The CL mirror inside ChromaTEM: (a) ChromaTEM sample chamber: the
gap between two polepieces is 6 mm; (b) ChromaTEM sample chamber with a CL mirror
inserted that is 2 mm tall.

3.5 Alignment of the electron microscope

ChromaTEM can adjust the focal length, convergence angle and current of the electron
illumination independently, because of the presence of three condenser lenses as I de-
scribed in section 3.3. There are mainly four different mode that I used in this thesis,
and their essentially different is convergence angle α as shown in Fig. 3.13. Based on the
condenser and projector lenses, the electron microscope can be switched back and forth
between EELS mode, diffraction mode and standard mode, while not necessary to tune
the focal length. Usually, standardmode (Fig. 3.13(a)) is used to get high-resolution im-
ages as reference for EELS and diffraction experiment. Scanning andwide-beam diffrac-
tion modes are used to get the lattice deformation and roughness of TMD monolayers
in this thesis, respectively. Additionally, CL is also measured at the same condition as
EELS mode with the monochromator slit out.

The electron beam energy is set at 60 keV for all measurements, and the wavelength of
the electrons is 4.9 pm [91]. Because of the cryogenic-capable sample holder, samples
are able to be cooled down to liquid nitrogen temperature LN2 (110K) for EELS and CL
measurement. The convergence and collection half-angles for the EELSmeasurement is
21mradwhich is corresponding to 1mm entrance aperture. The convergence half-angle
was set to 1 mrad to approximate an almost parallel beam in TEM for the diffraction
measurements, and 1 or 5 mrad for nano-scale diffraction. It is important to note that
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when using near-parallel-beam (also called wide-beam illumination) diffraction mode,
a Köhler illumination is used, which ensures a uniform distribution of electrons over a
large specimen area and <1mrad diffraction spots. To achieved the Köhler illumination,
it demanded to tune the electron beam crossover before the polepiece to the front focal
point of it, thus the uniform and parallel distribution of electrons can be achieve within
the polepieces. Other modes are diffraction-limited, which means the spatial resolution
is either limited by aberrations or sampling. In the experiments, the sampling step in
general is set at 2-10 nm, which is very far from the diffraction limit.

Figure 3.13: Operating modes defined by the convergence angle: (a) 30 mrad standard
mode in ChromaTEM for imaging; (b) 10 or 15 mrad for EELS mode. (c) 1 mrad or
5 mrad nanodiffraction mode for strain mapping. (d) 1 mrad wide-beam diffraction
mode.

Control software AS2 for ChromaTEM can store multiple operating modes which can
be freely selected by a simple click on the computer after calibration of each candidate
setting. But there are still fine tuning to be made, such as beam shifts, astigmatism and
focal length.

EELS scan mode

Two types of EELS spectra are measured in this paper: slow-scan and fast-scan EELS.
Typical exposure time for slow-scan is 150–500 ms per pixel, with the CMOS/Merlin
detector exposure time the same as the sample dwell time, typical of a scanning/detector
scheme for STEM-EELS spectrum imaging (SPIM). For fast-scan, the beam rasters on top
of the sample at a speed of several µs per pixel and detector is accumulating for 150-500
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ms like in slow-scan, such that each spectrum is averaged across the full scanned area
from a few passes on few hundred square nanometers, as shown in Fig. 3.14.

In order to distinguish beam scan rate and detector accumulating period, sampling
dwell time and exposure time are used to describe how long the beam dwells at each
scan position before moving to the next position, and the time taken to accumulate the
spectrum, respectively. The low-loss, and core-loss EELS spectrometer dispersion is
around 5 meV/pixel and 1.06 eV/pixel, recorded onto a Princeton Instruments KURO
CMOS detector with 2048× 2048 pixel array or Merlin detector with 1024× 256 pixels.
The monochromatic zero-loss peak of EELS used for the experiments is around 5-20
meV.

Figure 3.14: Slow-scan and fast-scan mode for EELS. (a) EELS spectrum either cor-
responding to orange line profile in (c) or one SPIM pixel in (d). (b) is the scan area
reference image for both (c) fast-scan and (d) slow-scan.

Electron diffraction

In the wide-field illumination diffraction experiments of monolayer TMDs, the beam
diameter was around 100 nm wide, which provides a good compromise of not only
containing few corrugation periods but also providing some local information. As the
accurate size measurement of the beam is unachievable, the HAADF image under this
setting enables one to estimate the beam diameter is larger than 100 nm. In the scanning
nanodiffraction experiments, the convergence semi-angleαwas set to 5mrad. The beam
size is around a few nanometers, and so is the raster sampling step used to extract local
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strain and deformation.

3.6 STEM Data analysis

The raw spectrum-image and diffraction data must be processed before interpretation.
A majority of the data treatment tools used for EELS/CL are available in Hyperspy or
Gatan DigitalMicrograph, including zero-loss peak alignment, gain calibration, back-
ground remove, multi-fit, as described in section 3.6.1. For the scanning nanodiffraction
datacube, the direct-peak centralization, peak finding and center of mass determination
using Pyxem library will be explained in section 3.6.2, which are the basic steps before
the deformation and roughness analysis.

3.6.1 EELS/CL spectrum image data process

Gain correction, hot-pixel removal and ZLP alignment of EELS

In ChromaTEM, it is four 256×256 pixelated-detectors (Medipix) arranged together into
a 1024×256 array detector. For direct electron detectors, the gain (accounting for varia-
tion in sensitivity of different channels) of each pixel point is fixed at the same accelera-
tion voltage. It is therefore possible to apply gain correction to each spectrum to obtain
a better signal, which is achieved by measuring a gain reference under uniform illumi-
nation. In addition, a hot pixel is generated at the joint of every two detectors, and this
hot-pixel is the result of the physical seam and edge of individual detector chips in Fig.
3.15(a). This pre-processing step is required for all acquired spectra on theMerlin detec-
tor. Additionally, there are some small spikes in the test results that are also hot pixels
arising from the electronics.

For the 1mm EELS aperture, only half area of the detector is activated. Specially,
each column is integrated into a single pixel along the non-energy-dispersive direction.
Therefore the gain correction also only takes the sum of the unilateral half-lengths in y
direction as a reference. In Fig. 3.15(c), as compared to the spectrum before gain correc-
tion (blue and orange), the spectrum after gain correction (green) is less noisy. EELS
spectra can shift as a result of voltage instabilities on the camera over time. This is re-
flected in a shift in the ZLP position from one pixel to another in the spectrum image,
as shown by blue curve in Fig. 3.15(b). An alignment procedure is applied in order
to correct the ZLP shift by aligning all maximum intensity pixel to same energy posi-
tion E = 0 eV, as shown by orange line in Fig. 3.15(b). Using software Hyperspy or
Digital Micrograph, this alignment procedure was automatically performed. The gain-
corrected, hot-pixel removed and ZLP-aligned spectrum is shown in Fig. 3.15(c), and it
indicates that it is less noisy after the treatment.
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Figure 3.15: Gain reference, calibration and zero-loss peak alignment. (a) Gain
reference measured on the Merlin detectors at 60 keV. (b) The ZLP position before and
after the alignment. (c) Spectrum of TMDs excitons before and after the gain-correction,
hot-pixel removal and ZLP-alignment, the spectrum is the sum of 1000 fast-scan spectra.

Background removal of EELS

As seen in the EELS spectra of Fig. 3.16, the sample’s response is located at the tail of
the ZLP. In order to obtain the response of TMD excitons, ZLP must be extracted after
the alignment as mentioned. Various methods can be used for ZLP subtraction, such as
Gaussian/Lorentzian fitting, reflected tail, power-law background tail.

Figure 3.16: EELS background extraction by power-law model: the residual spectrum
(in green) is extracted from raw data (in red) subtracts the ZLP tail (in blue).

Generally, one selects a method based on the setup and the quality of the data (signal-
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to-noise ratio). The right-hand side of the ZLP can be subtracted by reversing the left-
hand side of the ZLP for a (S)TEM equipped with a monochromator, and it is known
as reflected tail subtraction, but this method may add artifacts if the ZLP is not highly
symmetric. In the case of Gaussian/Lorentzian methods, one must fit the shape of ZLP
by either methods, and then subtract it to obtain the residual spectrum.

In this thesis, Gaussian/Lorentzian are used to fit theZLPbackground for log-ratio thick-
ness calculation. However, for low-loss spectra, the logarithmic tail is a straightforward
and directmethod as one can customized choose the range of the tail for the fit. Logarith-
mic tail considers that the tail of the ZLP is estimated by the elastic scattering and that
obeys an exponential distribution. As illustrated in Fig. 3.16, a power-law background
model separates the raw spectrum into ZLP tails and residual spectrum of monolayer
TMDs.

Read-out noise and calibration of CL

Awavelength-dispersive dispersion grating with 150 grooves per mmwas used to mea-
sure the CL signal, and the resolution is 0.34 nm/pixel or 0.8meV at 720 nm. In order to
obtain a better signal, an EMCCD is used for CL detection, and read-out noise should
be subtracted. Aside from that, there are also cosmic X-rays that keep randomly hit-
ting on the camera in the form of spikes on CL spectra. The derivative method allows
to identify and remove these spikes by providing appropriate threshold. As mercury-
argon light sources provide accurate gas emission lines, they are used to calibrate the
CL spectrometer.

In this thesis, CL data f(λ) recorded on EMCCD in intervals of wavelength need to be
plotted in energy units. Thus it is necessary to convert signal in wavelength f(E) to
energy f (λ). From conservation of energy, f (E)dE = f (λ)dλ, thus

f (E) = −f (λ)
hc

E2 (3.9)

where hc/E2 is called Jacobian transformation factor. One canmake this non-linear trans-
formation by Lumispy [92] python library or Gatan DigitalMicrograph.

Smoothing and denoise

As the energy loss increases, the signal intensity of EELS decreases [68]. Thus, the
signal-to-noise ratio (SNR) is small and the signals are heavily affected by noise. There-
fore, several methods are necessary to remove the noise and extract the signal. In many
cases, noise can be understood as rapid, random fluctuations in amplitude from point to
point within the signal. Several methods can be used to reduce noise, including sliding-
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average, weighted, and Savitzky-Golay smoothing, which is the least-squares fitting of
polynomials to segments of the data. It should be noted, however, that low-frequency
noise remaining in the signals still interferes with the precise measurement of peak po-
sition, height, and width even after smoothing. If smoothing is applied on some of the
low-loss EELS data for noise reduction, it will be indicated.

Principal Component Analysis (PCA)

Additionally, principal component analysis (PCA), which is a dimensionality reduction
method, is often employed to reduce the dimensionality of the spectra being studied. A
better interpretation of spectra can be achieved by focusing on the most important key
components. PCA is accomplished by transforming a large number of variables into a
smaller subset that still represents most of the information from the large set based on
the following steps: i) standardize the dataset X; ii) calculate the covariancematrix XXT ;
iii) calculate the eigenvalues and eigenvectors for the covariance matrix through singu-
lar value decomposition method X=USVT ; iv) sort eigenvalues v of V in decreasing
order; v) construct the projection matrix from the chosen number of top eigenvalues.
PCA is applied in the weak core-loss EELS signals to map the contamination and low-
loss EELS on monolayers at room temperature.

Model fitting

Spectrum imaging (SPIM) has the advantage of allowing the creation of various maps
based on the information generated at each pixel. Models can be used to fit the se-
lected region of the EELS/CL spectrum to study the energy position and FWHM of
the excitons throughout different regions of the sample. In this thesis, I used the
Lorentzian/Gaussian distribution to fit the excitons in EELS/CL spectrum.

3.6.2 Diffraction pattern

To study the lattice deformation and roughness from scanning diffraction and tilt-series
diffraction, a dataset is processed as follows. First, align all direct beam to the center po-
sition through cross correlation by measuring the similarity of all direct beam as a func-
tion of the displacement and shift them all to the center of same origin point. One needs
to check the radius of the direct beam is in the range for searching. Secondly, several
blob detection algorithms such as the Laplacian of Gaussian (LoG), difference of Gaus-
sian (DoG) are used to locate diffraction spots. Since there is a compromise between
spatial and reciprocal resolution, diffraction peaks are disks instead of dots. In this case,
refinement of the spot location is necessary through center of mass. One can index all
the peaks through coordinates and magnitudes, and select two pairs for base vectors
of strain mapping or lattice deformation. In the case of tilt-series diffraction patterns,
they were stacked together to create a 3D dataset after the above-mentioned processing.
The scale of diffraction patterns is calibrated using a standard sample of gold. Besides
Pyxem, Py4dstem and Libertem are also available Python library for pixelated 4D STEM
processing tasks.





Chapter 4

Sample preparation of van der
Waals heterostructures by viscoelas-
tic stamping

The purpose of this chapter is to introduce the sample preparationmethod for themono-
layer TMD Van der Waals heterostructures (vdWH): viscoelastic stamping. As a tool
for transferring and stacking 2Dmaterials, a viscoelastic polymer stamp [93, 94] is com-
monly used. It is important to remember that thismethod, alongwithmaintaining clean
interfaces, allows one to create different vdWHs at will.

In order tomake the TMD samples for (S)TEM, one not only needs to prepare themono-
layer but also transfer the fragile monolayer/multilayer membranes onto microscope-
compatible grids. As amatter of fact, TMDmonolayers are easily available, either direcly
grown using chemical vapor deposition (CVD), or as a result of mechanical exfoliation
using Nitto blue tape. The above methods for preparing monolayer 2D materials are
well-established. In addition, the yield of monolayers by exfoliation can be improved by
a gold-mediated process because of gold have of strong affinity for chalcogens which
can preferentially obtain large areas of TMD monolayers [95].

In this chapter, it will be first discussed how to prepare a viscoelastic polymer stamp
in section 4.1. For the selection of target thickness of 2D materials, for example hBN,
graphite and TMDs, their thickness can be identified by imaging contrast differences
caused by material thickness in optical microscope, as shown in section 4.2.

Several robust electron microscopy grids that can withstand stamping is concluded in
section 4.3. In fact, an optical microscopy-based sample transfer stage is necessary (sec-
tion 4.4) for the preparation of vdWH, which is detailed in section 4.5. This chapter
concludes with the presentation of all TMD heterojunction samples studied in this the-
sis in the last section 4.6.
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4.1 Viscoelastic polymer stamp preparation

In terms ofmaterials, viscoelasticity refers to the combination of viscous and elastic char-
acteristicswhen thematerials are deformed. Viscoelasticmaterials behave elastically un-
der slow deformations, whereas they only exhibit viscosity under rapid deformations
[93, 96]. A polydimethylsiloxane (PDMS) film is a viscoelastic and optically transparent
material that allows flakes to be aligned during the stacking process under an optical
microscope, as well as different ways to touch a substrate depending on its speed.

Figure 4.1: Scheme of a viscoelastic stamp preparation: (a) PC crystal dissolved inside
the chloroform to make PC solution, the weight ratio between chloroform and PC crystal
is 19:1; (b) take a drop a PC liquid by a pipotte; (c) put a drop of PC liquid on the glass
slide; (d) take another glass slide and press the PC solution drop; (e) two glass slides are
fully contacted and PC drop squeezed into thin liquid film; (f) split two glass slides, PC
film are at both sides; (g) choose the flatter one, usually both of the PC films are flat on
the slide; (h) take a punched tape, align the center of the hole with the center of the PC;
(i) press the tape to the PC film; (j) pull up the tape with the PC film; (k) take the tape
with PC film and align the center of its hole with a small PDMS on glass slide and press
the tape on the glass slide; (l) an intact viscoelastic stamp with PC film on glass slide
fixing by a tape with a hole is ready.

Glassy substance can go through glass transition at Tg (glass transition temperature),
which is a reversible transition between the glassy and highly elastic states . At tem-
peratures below Tg, the material exhibits a rigid "glassy" state, while at temperatures
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above Tg, the material exhibits a viscous or rubbery state. Polymers, such as polycarbon-
ate (PC), polypropylene carbonate (PPC), etc., all have this reversible glass transition
[97]. But the glass transition temperature of materials is very different, like polystyrene
(PS), polymethyl methacrylate (PMMA) these materials have Tg higher than room tem-
perature, so at room temperature these materials are glassy and inelastic; while some
materials such as polyisoprene, polyisobutylene (PIB), their Tg is lower than room tem-
perature, so at room temperature is soft and flexible on the other hand [97, 98].

A viscoelastic stampused for samples preparation in this thesis consists of a small PMDS
block adhered between a glass slide and a polycarbonate (PC) film by tape in the case of
high-temperature capable transfer technique [99]. The process of this stamppreparation
is presented in detail as shown in Fig. 4.1. In general, the polymer of a viscoelastic stamp
could be either PC (Tg = 147◦C) or PPC (Tg = 40◦C) [98].

Compared with some other methods [100, 101], the viscoelastic stamp avoids the di-
rect contact between the heterojunction interface and the solution or polymer, so the
adsorbates at the interface are greatly reduced, which guarantees the cleanliness of the
heterojunction interface [102, 103]. It was shown that the contacting process between
2D flakes generate many small bubbles, which converge with each other to form large
bubbles within a few seconds when the temperature increases (the movement process
can be seen in the video in reference [102]).

In the preparation of heterojunctions by the viscoelastic stamp method, the viscoelastic
stamp is in contact with the material on the substrate at a certain inclination angle (see
section 4.5 for details), and the viscoelastic stamp pushes small bubbles containing in-
terfacial impurities toward the boundary of the heterojunction. At high temperatures,
the migration rate of bubbles and impurities is faster than it is at low temperatures, so
the heterojunction interface is cleaner at high temperature, as shown in Fig. 4.2. Also,
the quality of the heterojunction interface is affected by the speed of contact between
the two, and in general, slower contact results in fewer impurities [102].

Therefore, we chose the PCwith higherTg temperature as the polymer in the viscoelastic
stamp. Both PC and PDMS in the viscoelastic stamp are transparent, so that through it
one can still visualize the flaky 2Dmaterials on the substrate and can choose whether to
image the viscoelastic stamp or the substrate by changing the optical microscope focal
length (see section 4.4 for details).
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Figure 4.2: Interfacial quality of vdWH at different assembly temperatures: (a)
microscope view of a graphene/hBN heterojunction on a PPC, where graphene is brought
up by hBN on the PPC at 40◦C. (b) Atomic force microscope (AFM) in the area marked
in (a); (c) magnified view of the area marked with a black box in (b). (d) At 40◦C, many
bubbles are clearly visible when hBN/graphene is placed on another piece of hBN. (e)
Corresponding to the AFM map marked by the box in (d). Graphene is clearly visible
due to the extra blisters, and the graphene heterojunction is marked by the dashed
line. The height difference of the white straight line range in (e) is given by (f). (g) At
110◦C, otherwise the same as in (a). (h) AFM shows that the maximum height difference
of graphene/hBN on the substrate is less than 5 nm with almost no bubbles. (i) The
region marked by the black box in (h), compared with (e). (j) At 1100◦C, hBN/graphene
is placed on another piece of hBN, and no impurities can be seen under the optical
microscope. (k) AFM plot corresponding to the black boxed region in (j), with the height
difference of the white straight line range (i) given in (l). Reproduced from ref. [102].

4.2 Flake identification in the optical microscope

The selection of materials is crucial for the production of 2D vdWH. In most cases, there
is a requirement for the thickness of the material to be specified, e.g., monolayer TMDs,
graphene and tens of nanometers hBN and graphite, etc. The hBN, graphite and most
of the TMDs are thinned by mechanical exfoliation onto SiO2/Si substrates. However,
this approach will result in a very wide range of material thicknesses, generally from
monolayer to several hundred nanometers.
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It has been reported that the color and contrast of 2D flakes are thickness-dependent
[104, 105, 106, 107], one could identify the thickness combination with theoretical cal-
culation by Fresnel equation [104, 106, 108]. A simple and convenient technique was
developed to observe and identify the number of layers of 2D materials on substrates
under an optical microscope [104, 105, 106, 107]. This is because even a single layer in-
creases the light path of reflected light sufficiently so that a change in interference color
with respect to the color of the empty substrate occurs (phase contrast).

Figure 4.3: Optical images of hBN flakes on 90-nm SiO2/Si substrates. The scale bars
are 50 µm. The thickness of the regions indicated by the arrows are (a) 3.6, (b) 8.1, (c)
11.5, (d) 37.3, (e) 52.1, (f) 95.6, (g) 130.7, (h) 147.9, (i) 194.2, (j) 244.4, (k) 319.4, (l)398.4
nm. Reproduced from ref. [104]

.

Figure 4.4: Color optical images of 1 to 14 layers of WSe2 nanosheets on 90-nm
SiO2/Si. The scale bars are 5 µm. The digits shown indicate the number of layers of
WSe2. Reproduced from ref. [105].
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In this thesis, this fast and facile method was used to estimate flake thickness under
the optical microscope. Thickness could be measured more precisely in the electron
microscope by t/λ if needed, as detailed in ref. [104, 106, 108] and section 3.4.3.4. Fig.
4.3 gives the color benchmark of hBN thickness ranging from 3.6 nm to 398.4 nm on
90-nm thick SiO2/Si substrate under white light illumination [104]. In Fig. 4.4, optical
contrast used to identify various thickness of WSe2 on 90-nm SiO2 is also presented.

The 2Dmaterials used for the vdWH stacks are provided by our collaborators including:
MESO group at LPS (France), University of Münster (Germany), Imperial College Lon-
don (United Kingdom), International Center for Materials Nanoarchitectonics (Japan),
National Taiwan University of Science and Technology (Taiwan).

4.3 (S)TEM grids for electron microscope

For performing experiments on very thin 2D vdWH in an electron microscope, the sam-
ple needs to be transferred to an appropriate (S)TEM support grid. The grid consists
of two parts: a conductive grid and a support film. The conductive grids include but
not limited to: Au, Mo, Cu, Ni, doped/coated Si3N4 and other materials. There are
two main types of support films: continuous support films and porous (holey) support
films, typical materials including: carbon porous films (holy carbon) and amorphous
Si3N4 films.

It is necessary to transfer the stack on top of the relatively more fragile (S)TEM grids
for electron microscopes, as opposed to most optical work involving dropping stacks
onto silicon or sapphire substrates. This places two demands on TEM grids: support
membrane that are toughwhichwouldn’t break during several temperature change pro-
cesses; membranes that are flat which undertakes uniformly stress with the melting PC,
so theywouldn’t breakwhen immersed inside solution. Anumber of types of gridsmeet
the above requirements. Below are the grids that have met the above requirements after
several tests, which can also provide different dielectric environments:

• The Quantifoil Mo/Au-supported holey carbon film grid. In this case the sample
is self-supporting, with vacuum on the top and bottom sides of the material;

• The PELCO silicon-supported holey 200-nm Si3N4 film with 10-20 nm thick car-
bon film is deposited on the back side of the grid to ensure its electrical conduc-
tivity. In this case the sample is self-supporting, with a vacuum on the top and
bottom sides of the material.

• The PELCO silicon-based 15-nm thick Si3N4 continuous film support grid: mono-
layer or stack are on top of 15 nm-thick amorphous Si3N4.
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4.4 Temperature controlled transfer stage

A setup was developed by the MESO group at LPS to perform the 2Dmaterials transfer
process, as shown in Fig. 4.5. It consists of an optical microscope with a sample stage,
and an additional heating stage with 3D micromanipulators. In practice, the slide with
viscoelastic stamp itself is usually inverted on the the sample stage of microscope , while
the substrate with the 2D material to be picked up is placed on the heating stage, as
shown in the embedded image of Fig. 4.5.

Figure 4.5: A modified optical microscope with an additional heating stage for 2D
materials stacking transfer and alignment. Substrate and stamp are at their position
ready for contact.

The first step of stacking is to focus the microscope on its own sample stage, and then
adjust the height of the heating stage so that the 2D materials on the substrate is also
visible, thus identifying the candidate flake. By slowly raising the heat stage, flakes on
heating stage will come in to focus and then touch the upper stamp. It is important not
to allow the 2D material on the substrate to come into full contact with the viscoelastic
stamp. Therefore, the microscope needs to be kept slightly overfocused with respect to
the substrate, and then slowly warm the heating stage. In this way, the desired flake on
the substrate can be aligned with the flake on the stamp so that the two overlap each
other to form a heterojunction. Due to the magnetic base on which the heating stage is
mounted, the stage’s position is relatively stable during the whole process.
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4.5 Stacking transfer process and alignment

The stacking and transfer process are made by viscoelastic stamp method in a transfer
stage as mentioned. A flowchart of a hBN/MoSe2/graphite stack on top of Mo-based
grid as shown in Fig. 4.6 is exemplified as follows:

Figure 4.6: Scheme of fabrication process for the hBN/MoSe2/graphite vdWH. (a) PC
film (light purple) is pressed by PDMS (grey) to contact hBN (yellow) on the Si substrate
(white). (b) The hBN flake has been picked up by PC. (c) PC film with hBN is ready to
pick up monolayer MoSe2 (dark green). (d) Monolayer MoSe2 has been picked up by PC
with top hBN layer. (e) hBN with monolayer MoSe2 is ready to pick up lower graphite
flake. (f) The bottom layer graphite is picked up from the Si substrate. (g) The whole
stack is ready to be dropped on top of grid by PDMS. (h) The stack is dropped on top of
TEM grid at 180 ◦C and PDMS is withdrawn. (i) PC is dissolved in chloroform and the
whole stack is firmly attached on top the grid.

(a) Slowly raising the height of top hBN layer, it will contact the PDMS/PC stamp.
Then heat the substrate on heating stage to 120◦C.

(b) Cool the substrate down to 60◦C, then stamp withdrew slowly with the hBN at-
tached to PC and picked up from its original substrate.

(c) stamp with top hBN is ready to pick up MoSe2 monolayer at 120◦C;

(d) cool the substrate down to 60◦C, then withdraw the stamp with the hBN and
MoSe2.

(e) Drop the stamp to contact with the bottom graphite and heat the substrate up to
120◦C.
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Figure 4.7: The vdWH stake image at different stages of transfer: (a) stack on PC
(image mirror inverted), scale bar 10 µm; (b) stack is covered by PC on TEM grid, stack
is on the window marked by pink square, big green square is the area of PC film; (b)
stack on TEM grid after PC removed by chloroform.

(f) Pull back the stampwith the whole stack at 60◦C, optical image of the whole stack
as shown in Fig. 4.7(a).

(g) Drop the stamp with whole stack on top of the TEM grid at 180◦C.

(h) Wait the temperature to decrease below 90◦C, then withdraw the stamp quickly.
There will be only a PC-covered stack left on grid. Fig. 4.7(b) shows the optical
image of the whole stack covered with PC, the large square is the size of PC. Stack
is on the grid window marked by pink square.

(i) Put the grid inside chloroform for 10 min to remove the PC film. Finally, the clean
stack is on top of grid. The optical image of thewhole stack on TEMgrid as shown
in Fig. 4.7(c).

4.6 Summary of samples

All samples related to this thesis are summarized with their stack configuration, TMD
source, and purpose of fabrication in Table 4.1. There seems to be a great deal of work
involved in the preparation of these samples, but some of the different types of stacks
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are made at one time, and the upper or lower layers only partially cover the TMDmono-
layers, so at least part of the workload has been reduced. The composition of the vdWH
at different areas on the same sample can be identified by the diffraction pattern, the
characteristic EELS peak. Dr. Steffi Y. Woo and Dr. Nianjheng Wu made some of these
samples at LPS, while Dr. Robert Schneider at the University of Münster provided oth-
ers.

Table 4.1: Summary of TMDs vdWH samples in this thesis. There are three different
TMDs studied: WS2, WSe2, MoSe2.

TMD type Stack TMD source Purpose

WS2

WS2 Exfoliation Linewidth
WS2 CVD Linewidth

WS2/hBN CVD Linewidth
hBN/WS2/hBN CVD Linewidth

WS2/Si3N4 CVD Linewidth, damage, charging
hBN/WS2/Si3N4 CVD Linewidth, damage, charging

WS2/Gr CVD Fano
graphite/WS2/graphite CVD Fano

WSe2

WSe2 Exfoliation Fano
WSe2/hBN Exfoliation Fano

hBN/WSe2/hBN Exfoliation Fano, CL
graphite/WSe2/graphite Exfoliation Fano

graphite/WSe2/hBN Exfoliation Fano
hBN/WSe2/graphene/hBN Exfoliation Filtering trion in CL

MoSe2

MoSe2 Exfoliation Fano
MoSe2/hBN Exfoliation Fano

hBN/MoSe2/hBN Exfoliation Fano
graphite/MoSe2/graphite Exfoliation Fano

graphite/MoSe2/hBN Exfoliation Fano



Chapter 5

Lattice deformation and corrugation
of two-dimensional monolayers

There are numerous van derWaals layeredmaterials, including hexagonal boron nitride
(hBN), transition metal dichalcogenides (TMDs), graphite, phosphorus, which can be
exfoliated into monolayers [109, 110]. Graphite, for example, is a two-dimensional (2D)
materials that is build up from graphene layers through van derWaals interaction [111].
Exfoliation from bulk crystal and epitaxy are both very well established methods for
synthesizing these monolayers [112, 113, 114]. In this chapter, I examined the influence
of substrate on TMD monolayer roughness through electron diffraction.

Section 5.1 provides background andmotivation for the study of roughness in 2Dmono-
layers. The structural properties of 2D material are presented in section 5.2, includ-
ing the crystallography of graphene, TMDs and hBN. The wide-beam diffraction-based
roughnessmeasurementmethod and research topics linked to it are presented in section
5.3. Then, the experimental results and simulation details of sample tilt-series electron
diffraction are introduced in section 5.4.

In section 5.5, an investigation of the temperature dependence of the corrugation of
monolayer freestanding TMDs is presented. In section 5.6, comparison is performed
between freestanding and hBN encapsulated WSe2 with respect to lattice deformation.
In the last section 5.7, a summary is provided of the roughness of TMDs monolayers
under different vdWH configurations.

5.1 Background and motivation

Initially, a portion of physicists believed that monolayer 2D freestanding materials were
unlikely to exist stably [115]. In the 1930s, it was argued that if a strictly 2D material
existed, its lattice would collapse due to its inability to withstand the vibrations caused
by thermal fluctuations, forming other relatively stable disordered or three-dimensional
configurations [10, 116]. Calculations have demonstrated that carbon possesses a large
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number of energetically lower 3D structures than graphene, and so it would seem un-
likely that graphene could exist by itself [117, 118], as shown in Fig. 5.1.

Figure 5.1: Various 3D structures of graphene at room temperature: (a) atomic struc-
ture of zigzag-edged graphene sheet with width W, length L; (b) ripped membrane; (c)
bent and twisted ribbon; (d) nanoscroll stabilized by van der Waals interaction between
adjacent graphene layers. Reproduced from ref. [117].

Considering it in terms of entropy, just as a tangled cord is rarely able to be straight-
ened absolutely, tends to bend and twist, a thin film of atoms will always crumple and
curl in order to increase its entropy [117, 118]. It has been found that when thin films
of atomic thickness are grown, the atoms tend to aggregate into nano-dots rather than
uniform films, in an effort to reduce surface tension. Thus, even if a single layer of
graphite (graphene) is prepared, it will eventually appear as scrolls and balls, in a fa-
vorable manner. It was also found in early experiments that the melting point of many
thin film materials decreases sharply as the thickness becomes smaller [119], so it was
believed that monolayers can not stably exist [115].

Why, given the present situation, have these factors not prevented the emergence of
graphene in 2004 [111]? First, to achieve thermal-mechanical stability, the suspended
2D material can be bent and the height of carbon atoms can displace in an out-of-plane
direction though phonon vibrations [11, 118]. Secondly, although 2D configurations
have higher energy than other configurations, the 2Dmaterials can still be stable as long
as the potential for reconstruction is not exceeded [117]. Thirdly, the van derWaals force
between the 2D material and the substrate prevents the material from coiling [11]. As
can be seen from the above discussion, the surface of a single layer material does not
appear to be absolutely ideal flat. The main reason for this is, as stated in the first point,
suspended 2Dmaterials are subject to corrugation to increase entropy [118]. In addition,
their interaction with the substrate is strong [4, 11, 120, 121, 122, 123, 124].

There is a lack of studies on the roughness of TMD monolayers that show how the sub-
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strates and heterogeneous structures affect the roughness. This lack of research is due
to the fact that one lacks, firstly, methods to prepare samples that do not require a sup-
porting substrate or are not affected by the substrate [125, 126], and secondly, a method
to experimentally obtain information on the morphology of monolayer materials.

Here a STEM is used in a near-parallel-beam diffraction mode to measure the rough-
ness of monolayer WS2 in different substrate configurations, including freestanding, 15-
nm hBN supported, 5-nm and 15-nm hBN encapsulated, 15-nm Si3N4 supported, 15-
nm Si3N4 and 50-nm hBN encapsulated WS2 monolayers by electron diffraction under
sample-tilt conditions. By assessing the broadening of diffraction spots with compar-
isons to simulations calculated in QSTEM [82], the roughness of TMD monolayers in
different configuration are semi-quantified. Furthermore, the effect of temperature on
the intrinsic roughness and lattice deformation using freestanding monolayer WSe2 are
performed.

5.2 Crystallography of 2D materials

Graphene can be rightly considered the “father” of all 2Dmaterials [111]. The scientific
community has started considering the possibility of experimentally obtaining alterna-
tive 2D materials only since the discovery of graphene in 2004. So when it comes to 2D
materials, the first thing to introduce is graphene, because other 2Dmaterials have struc-
tural properties very similar to it. Graphene is an atomically thin layer of sp2-bonded
carbon atoms arranged in a 2D honeycomb lattice. Each atom in a graphene sheet is con-
nected to its three nearest neighbors by a strong σ -bond, and the length of these bonds is
0.142 nm [127]. Graphite consists of stacked layers of graphene held by relatively weak
van der Waals intralayer bonds, interplane distance 0.335 nm.

Transition metal dichalcogenides (TMDs)

Similar to graphite and hBN, TMDs are a group of layered materials that are covalently
bonded within the planes, which interact with each other by van der Waals forces be-
tween layers. Both monolayer and multilayer TMDs can be obtained by CVD epitaxy or
by exfoliation frombulk crystals. A special property of TMDs is that they showbright lu-
minescencewhen exfoliated as atomically thinmonolayers, whereas when they aremul-
tilayers or bulk materials, which have indirect band gaps, the luminescence is reduced
[128, 129]. The optical properties of TMDs on different substrates will be presented in
the next two chapters.

TMDs of the typeMX2 have a lattice structure similar to that of graphite and are given in
Fig. 5.2(a,b) as 2H-phase bilayer. TMDswith a P63/mmc space group of Bravais lattices
and six atoms in the unit cell [130]. In particular, two transition metal atoms denoted
by M, such as tungsten (W) or molybdenum (Mo) and four chalcogen group element
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atoms denoted by X, including sulfur (S), selenium (Se) or tellurium (Te). Large dis-
tinction between graphene and TMDmonolayers is that the former is trulymade up of a
single layer of carbon atoms, where one TMDmonolayers represents three atomic layers
made up of two X-atom layers sandwiching one M-atom layer. The transition metals in
TMDs are typically +4 in valence and the chalcogenide group elements are -2 in valence.

Figure 5.2: Sketch of the bilayer WSe2 in the 2H phase: along (a) a axis and (b) c axis.
(c) First Brillouin zone, labeled with the characteristic points K, Γ and M.

In monolayer TMDs, the absence of inversion symmetry results in a space group of
P6m2with a trigonal prismatic 1H crystalline phase and a point group symmetry ofD3h.
Common TMD materials include: MoSe2, MoS2, WSe2, WS2 and their lattice constants
are listed in Table 5.1. Here, all ofmy research is focused on the 2H-phase 2Dmaterials or
1H-phase monolayer TMDs as shown in Fig.5.2, because heterostructures are 2D sheets
material stackedwith each other in the crystallographic orientation like Fig. 5.2(a) along
the c-axis.

Table 5.1: Lattice constants of four different TMDs [131].

Lattice parameter MoSe2 MoS2 WSe2 WS2

a (Å) 3.327 3.190 3.327 3.190
c (Å) 15.451 14.879 15.069 14.202

Hexagonal boron nitride (hBN)

BN presents four polymorphs, arising from different bonding configurations of boron
(B) and nitrogen (N) atoms: cubic (cBN), hexagonal (hBN), rhombohedral (rBN) and
wurtzite (wBN). The variety of properties of BN materials are strongly related to these
crystal structures. Hexagonal boron nitrogen (hBN) is the most stable form of crys-
talline BN and has an energy gap that ranges from 5.95 to 6.47 eV depending upon
its thickness [132]. hBN is also a layered material with hexagonal crystal structure
as P63/mmc space group, lattice constants a=b=0.2504 nm, c=0.6661 nm, bond angles
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α=β=90◦ , γ=120◦ [109]. The flake size of commercially available hBN ranges from
hundreds of nanometers to tens of microns.

2D van der Waals heterostructures (vdWHs)

In general, the vdW force is several orders of magnitude weaker than the in-plane cova-
lent bonding, making it feasible to obtain monolayers through top-down routes includ-
ing mechanical [133] and liquid phase exfoliation [134]. This unique way in which 2D
materials bind allows them to be assembled into heterostructure stacks of different lay-
ers combined like Lego bricks, as shown in Fig. 5.3. One could obtain the desired num-
ber of layers or thickness of hBN, graphite or TMDs by peeling off from thick flake ma-
terial. The combination of various 2D flakes provides the possibility of using nanosheet
building blocks to create vdWH with unprecedented properties.

Figure 5.3: 2D crystals can be viewed as Lego blocks (right panel), enabling the
construction of a wide variety of layered structures. The basic principle is very simple:
one takes a monolayer, places it on top of a monolayer or few-layer crystal, adds another
2D crystal, etc. Reproduced from ref. [135].

5.3 Roughness analysis based on diffraction

As mentioned, suspended 2D monolayers have an intrinsic nanoscale corrugation aris-
ing from their low-dimensional nature [4, 10, 11, 120, 136]. In addition, sample prepa-
ration and transfer protocols to substrates or (S)TEM grids can also result in increased
surface corrugation due to changes in temperature and surface tension from solvents
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used. Suspended atomically thin monolayer corrugation can be detected using electron
diffraction, as it can give access to information from the full 3D reciprocal space [75].
Here, we simplify take the roughness as a product of two same trigonometric functions
(h × cos(2πx/L) × cos(2πy/L)), where h and L denote as the corrugation height and lat-
eral corrugation period, respectively. But the corrugation pattern in reality is most prob-
ably more complex.

5.3.1 Principle of roughness measurement in electron micro-
scope

To apprehend the roughness measurement in STEM, two points about electron diffrac-
tion in thin, corrugated materials need to be understood. First of all, because the dimen-
sion of the object along the beam propagation direction is small, the reciprocal lattice
points along this direction extends more significantly than in thick materials.

As shown in Fig. 5.4(k) and (l), the green dots are the reciprocal lattice points of thick
WS2, whereas they are elongated into reciprocal lattice rods (or relrods as introduced
briefly in section 3.4.2.1) [75] in thinWS2. Because they are extended in reciprocal space,
the Bragg condition for diffraction is relaxed, meaning that electrons are diffracted even
if they are not exactly at the diffraction condition. Thus the Ewald sphere intersects the
reciprocal lattice points or relrods with excitation error s = K - g in this case, where g is
the exact Bragg diffraction condition and K is the relaxed Bragg diffraction condition.

For this reason, an atomically thin monolayer can be tilted substantially and still show
large diffracted intensity and sharp diffraction spots. For a corrugated material, instead
of relrods only perpendicular to the real-space atomic plane, the reciprocal lattice con-
sists of the superposition of relrods due to the angular distribution of real-space lattice
normal vectors tilt, leading to the formation of diffuse cones such as the red cones in Fig.
5.4(i,j) in u-w plane.

The schematic in Fig. 5.4(i, j) and Fig. 5.5(b) illustrate how the Ewald sphere intersects
with the reciprocal lattice cones of a rippled monolayer when electrons are incident per-
pendicularly (zero sample tilt) and non-perpendicularly on the sample (tilted sample).
If the sample is not tilted, the Ewald sphere (blue plane in Fig. 5.4(b)) intersects the
vertices of the conjoined cones, marked by the blue hexagon in Fig. 5.4(b). Whereas if
the sample is tilted, the Ewald sphere (yellow plane in Fig. 5.4(b)) intersects the cones
at a certain height along the w-axis, denoted by the yellow ovals on the cones. In Fig.
5.4(i,l), only one relrod/cone is drawn to show the relaxed Bragg diffraction for flat and
corrugated thin material at no sample tilt and tilted sample diffraction configurations.
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Figure 5.4: Diffraction patterns and reciprocal lattices of flat and rough WS2: (a) and
(b) are experimental diffraction patterns at 0 mrad and 385 mrad for WS2 monolayers
supported by Si3N4; (c) and (d) are experimental diffraction patterns at 0 mrad and 385
mrad for WS2 monolayer encapsulated by Si3N4/hBN; (e) and (f) are the simulation
results of h/L= 0.02 corrugation at 0 mrad and 385 mrad. Its peak size increased
consistently with (a) and (b), as highlighted by the ⟨0220⟩ spots boxed in yellow; (g)
and (h) are the simulation results of h/L= 0.002 corrugation at 0 mrad and 385 mrad.
Its peak size didn’t increase, consistent with (c) and (d), also highlighted by the ⟨0220⟩
spots boxed in pink. The in-plane rotation and the tilt axis with respect to the first-order
reflections in the simulations were chosen arbitrarily, only the tilt axis direction matches
with the experiments in this case; (i) and (j) are the reciprocal space of a corrugated
monolayer, corresponding to the diffraction patterns in (a), (e) and (b), (f); (k) and (l)
are the reciprocal space of a flat monolayer, corresponding the diffraction pattern in
(c), (g) and (d), (h). The Ewald sphere is plotted with radius k (the difference between
incident electron momentum k1 and deflected electron momentum k2 is very small,
so k = |k1| ≈ |k2|) in yellow (tilted sample) and blue (no sample tilt), θ in red is the
sample tilt angle in (j) and (l). Bragg diffraction condition is relaxed in all atomically
thin materials, whether it is flat or corrugated. K = g + s = k2 −k1, where the value of g
is the inverse of the ⟨0220⟩ interplanar distance and s is the vector to describe how far K
deviates from the exact Bragg condition.



58 Chapter 5. Lattice deformation and corrugation of two-dimensional monolayers

5.3.2 Corrugation of suspended monolayers

Through the diffraction method as described, we have found that freestanding (sus-
pended) TMD monolayers produced by CVD or mechanical exfoliation are not flat as
graphene [10, 116], as shown in Fig. 5.5(a). Once again, a corrugated monolayer would
show broadening of diffraction spots as a function of tilt angle (Fig. 5.5(c)), while a
perfectly flat monolayer should have diffraction spot widths that do not change as the
monolayer is tilted with respect to the electron beam. The roughness measurement re-
sults and quantification of TMD monolayers in different configuration will be reported
later in section 5.4.

Figure 5.5: Schematic of corrugation in freestanding WS2 and the geometry between
its reciprocal lattices and Ewald sphere: (a) model for a rippled WS2 monolayer (only
W atoms shown for visibility) displayed using Vesta [137]; (b) the reciprocal lattice of
a rippled TMD monolayer is a set of cones (in red) due to the angular distribution of
real-space lattice normal vectors. Also shown are two curved planes which approximate
the surface of the Ewald sphere, indicating the points of intersection with the reciprocal
space lattice to form the diffraction pattern. The blue plane shows the intersection at
zero sample tilt, while the yellow plane shows the intersection at a non-zero tilt angle;
the intersection geometry leads to two distinctly different diffraction patterns (d) for zero
tilt and (e) for a tilted sample where the spots have become diffuse for a freestanding
exfoliated WS2 monolayer; (c) the intensity profiles of the four diffraction spots, which
are indicated in (d) and (e) by the green bar are plotted in log scale. The tilt angle is
from 0 mrad to 385 mrad with a step size of 35 mrad.
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Whether 2D monolayer membranes are stable, and how 2D materials can exist stably,
has been a subject of theoretical debate as mentioned in section 5.1. The existence of
suspended 2D materials through rippling was predicted decades ago [10, 116]. It has
been successively demonstrated by using probe-type experiments that graphene on con-
ventional silica substrates has nanoscale roughness [10, 11, 120] of the order of 100 pm.

By using a flatter material as substrate, such as hBN [11] or mica [123], the flatness of
the graphene can be greatly improved to the same level as the atomically flat substrate.
As demonstrated later, TMDmonolayers can also be smoothed by contacting themwith
a flat material such as A dozen nanometers of hBN or graphite. Electron diffraction
experiments have revealed that freestanding graphene and TMDmonolayers maintains
thermodynamic stability by undergoing elastic deformation, that is corrugation, rather
than by forming defects [118].

5.3.3 State of the art

Atomic force microscopy (AFM) is the most commonly used method for determining
roughness. It is simple and convenient for monolayers with robust substrate support,
but less feasible for monolayers that are self-supporting and buried within a vdWH. As
the purpose of this study is not merely to examine the roughness of the sample, but also
to determine the optical properties of the material buried the corresponding structures
and the correlation between the two, the use of noncontact AFM testing is not an ideal
solution. The following is an overview of the history of the corrugation study using
electron diffraction, which can be used to determine the roughness of monolayers inside
the vdWH.

Corrugation in graphene/graphite

The experimental method of measuring roughness based on electron diffraction as a
function of sample tilts was first reported in 2007 by J.C. Meyer et al. [10, 56] on the
same principle as that described in section 5.3.1 and only two other reports based on
transmission electron beamdiffraction have been published [11, 120]. These threeworks
didn’t correlate the roughness behavior to the electrical or optical properties.

Besides the transmission electron beam experiments as described above, other diffrac-
tion techniques including X-ray diffraction, grazing incidence fast atom diffraction (GI-
FAD or FAD) and microprobe low-energy electron diffraction (µ-LEED) [4, 136], can
also be used to get information on reciprocal space, in our case that is to obtain the corru-
gation or roughness of the sample. µ-LEED is attributed to the expression: ∆θ=∆k||/2k0,
where ∆θ is the standard deviation of the local surface normal, ∆k|| is the linewidth of
the central diffraction spots, and k0=

√
2meE is the momentum of incident electron mo-

mentum. By varying the acceleration voltage of the incident electron beam (E) and
linearly fitting the slopes of k|| and k0, the local surface normal deflection angle related
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to the roughness can be obtained. The GIFAD and X-ray technique is not described in
detail here, those interested can refer to ref. [4, 121].

In addition to reporting that corrugation occurs in suspended monolayers of graphene
such that the surface normal varies by several degrees and out-of-plane deformations
reach 1 nm [10, 56], it is also found that the intrinsic roughness of graphene decreases
with increasing number of graphene layers and it becomes flat and ripple-free when it
reaches fifty layers in thickness.

It was found in 2011 that the slope of the linear correlation between the intensity of the
diffraction spot and the size of the inverted lattice is proportional to the amplitude of
the rippling graphene for a certain degree of approximation [120]. However, this the-
ory is based on the fact that the intensity of the same diffraction spot does not change
much during the tilting of the sample. The corrugating amplitude and period of the sus-
pended graphene determined by this method are 0.17 nm and 10 nm [120], respectively.

Roughness of graphene inside hBN encapsulation

The sandwich structure of hBN/graphene/hBN leading to a significant reduction in
roughness of the encapsulated graphene compared to suspended was demonstrated
by diffraction methods in 2017 [11] though using the fitting method as ref. [120]. It
shows that the rootmean square (RMS) roughness of graphene under suspension, hBN-
support, and hBN-encapsulation are 114 pm, 21 pm and 12 pm, respectively. The rough-
ness of graphene between two hBN flakes is considerably less than that previously re-
ported for both suspended graphene and graphene on any substrate, corresponding to
the thermal vibration amplitude of carbon atoms in bulk graphite.

Other than these, µ-LEED technique in ref. [4] similarly verified that the roughness
of graphene decreases with increasing thickness as ref. [10], but also found that sus-
pended graphene exhibits significantly smoother surface than those supported on SiO2.
Moreover, µ-LEED-IV demonstrated that suspend 2H-MoSe2, another 2D material also
has this intrinsic rippling nature and the surface corrugation amplitude decreases with
increasing number of layers [136].

Substrates influence on the roughness of monolayers

Aside from looking at the roughness of suspended monolayer, efforts have been made
to study the roughness and properties of monolayers on various substrates including:
hBN [11], amorphous carbon [120], SiO2 [4], mica [123], 6H-SiC [121], Ir(111) [122],
Ru(0001) [121], and graphite [10] by using various methods, covering techniques such
as AFM, X-ray, scanning tunneling microscopy (STM) and electron diffraction. These
studies are all pointing to the fact that the roughness of a monolayer material is deter-
mined by the substrate: monolayers on a rough substrate (for example amorphous
materials) will be rough, but that on a cleaved surface or comparable parent materi-
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als will be flatter. This is because of supported monolayers is mainly determined by
their conformation to the underlying substrate topography. Bare SiO2/Si substrates can
lead to the roughness of monolayer 2D materials on top of it in the range 150-200 pm as
measured by AFM [123].

5.4 Monolayer WS2 roughness in different vdWHs

After the explanation of the physics of roughness measurements in last section, this sec-
tion turn to the measurements of WS2 under different substrates (section 5.4.1), includ-
ing freestanding, 15-nm hBN supported, 5-nm and 15-nm hBN encapsulated, 15-nm
Si3N4 supported, 15-nm Si3N4 and 50-nm hBN encapsulated WS2 monolayers. Besides
the experiments, to semi-quantify the amplitude and period of the corrugation at dif-
ferent vdWH, I tried to relate the experimental diffraction patterns to that of atomic
structures with given roughness in section 5.4.2. Also, the details of the atomic model
generation and simulation softwares are introduced in section 5.4.2.1.

5.4.1 Experiment: roughness measurement

To reveal the effect of monolayer roughness, tilt series of electron diffraction patterns
were acquired, with the sample tilted along the primary sample holder axis from 0mrad
to 385 mrad (≈ 22◦) with 35 mrad (≈ 2◦) step as demonstrated similarly for graphene
[10, 11, 120] with liquid nitrogen cooling to reach 110K. The exposure time is 100 or 300
ms for the diffraction patterns. In thesewide-beam illumination diffraction experiments,
the beamdiameterwas around 100 nm,which not only contains few corrugation periods
as suggested in ref. [10, 11, 120, 121, 136], but also provides the local informationwithin
the region.

To compare the roughness of TMD monolayers when placed on or encapsulated in dif-
ferent substrates, the diffraction spot width evolution from the tilt series was measured
as shown in Fig. 5.6. The width of the diffraction spots were retrieved from the FWHM
of a 2D Gaussian fit. The 2D Gaussian fit was made at linear intensity scale as they are
true values, whereas the plot of all diffraction patterns covered in this thesis is shown
in log intensity scale to suppress the central spot and enhance weak higher-order spots,
so that they can be visualized on the same plot.

For the two freestanding monolayers and Si3N4 supported monolayer, the width of the
diffraction spots quickly increased, with amaximumwidthwhen themonolayer is tilted
to the maximum angle of 385 mrad, as shown in Fig. 5.6 (green, yellow and blue lines).
The large variation of the peak width of WS2 on Si3N4 in Fig. 5.6 can be attributed to
the statistic issue, but their size remains greater than the others. This is probably due
to the weak intensity of these diffraction spots, that attribute to both the boarding effect
(large diffraction spot size at high sample tilt angle) and the presence of Si3N4.
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However, the diffraction spot width barely changes as a function of tilt when the mono-
layer is encapsulated or supported by hBN as in Fig. 5.6 (red, purple and brown lines)
and Fig. 5.4(c,d). Both a single thin layer of 15-nm hBN (supported monolayer) or full
hBN encapsulation reduces roughness, producing a flat WS2 monolayer, as shown in
Fig. A.2. In addition, the graphite have the same effect to ensure the flatness of mono-
layers, as diffraction patterns shown in Fig.A.6. The roughness of a WS2 monolayer in
different configurations from the roughest to flattest is: Si3N4 supported, freestanding,
hBN on one or both sides.

Figure 5.6: Roughness measurement of WS2 monolayers under various vdWH con-
figurations: hBN encapsulated (red), hBN supported (purple), freestanding exfoliated
(green), freestanding CVD-grown (yellow), Si3N4 supported (blue), and Si3N4/hBN
encapsulated (brown) cases. The peak width is extracted from a 2D Gaussian fit of
specific diffraction spots in each diffraction pattern, represented by different geometries
and colors. The lines indicate the average value of the peak width on different substrates
at each angle in the cases of multiple measurements from different regions. (a) FWHM
of peak width change with tilt angle along x direction. (b) FWHM of peak width change
with tilt angle along y direction.

For the data analysis of diffraction spots, I did not adopt the linear fit between intensity
and inverse lattice as in ref. [11, 120], because in the presence of other materials, the in-
tensity of the diffraction spots of monolayer TMDs is significantly altered, as shown in
Fig. A.2(e,f) and Fig. 5.7(m,n) and the equipment we used doesn’t have a beam blocker
like ref. [11] to suppress the central beam. The reason why the fitted analysis was suit-
able for graphene encapsulated in hBN and not for TMDs is that the graphene lattice
structure is all carbon atoms, hence it is a true weak phase object. Whereas monolayer
TMDs, with its three atomic layers, already violates’s Friedel’s law such that conjugate
reflections will give different intensities (Ihkl , Ihkl) [138], thus the size of diffraction
spots are inherently different [136]. In addition, when hBN is present, the moiré diffrac-
tion spots can appear as shown in the Fig. 5.4(c,d) and Fig. A.2(a-f), and the diffraction
spots of WS2 under different tilt angles appear irregular with asymmetrical deforma-
tions but with relatively constant size as shown in Fig. 5.7(a-l). The specific reasons
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regarding this change may be due to the structure factors of the heterogeneous struc-
ture is very complex [75].

Nevertheless, this is not a concern in this experiment as it ismore important to determine
the roughness of the material based on its trend rather than its subtle changes during
tilting. As an overview, monolayer roughness in each configuration can be easily deter-
mined from tilt series of electron diffraction patterns led by comparing the broadening
of diffraction spots with simulations rather than analytical diffraction analysis depend-
ing of the stacking structures.

Figure 5.7: 2D Gaussian fit of hBN encapsulated WS2 monolayer diffraction pattern
tilt series. (a)-(l) Two dimensional Gaussian fit of the selected peak from 0 mrad to
385 mrad sample tilt angle. The FWHM, rotation angle, and intensity are given at the
bottom right corner. The candidate peak selected, ⟨2310⟩, is marked by a green rectangle
in (m) and (n).

5.4.2 Diffraction pattern simulation by QSTEM

To confirm that the diffraction spot broadening can be explained by the TMDmonolayer
roughness, numerical calculations were performed for the expected diffraction pattern
of rough and flat monolayers in QSTEM [82]. The aim of the simulations is not only to
confirm that the TMD monolayer roughness will have a wider diffraction spot at high
sample tilt angles, but also to semi-quantify the roughness of TMD monolayer under
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diffraction configurations.

5.4.2.1 Atomic models and parameters for simulation

The atomic monolayer models are built by Atomic Simulation Environment (ASE) [84]
library in Python. The model for a rough monolayer was produced by displacing the
atoms along the out-of-plane direction (along the c-axis, or [0001] direction), while
keeping the total projection area of the layer constant. This is achieved by iteratively
dispersing atoms along the surface tangent, which is defined by the corrugation height
(h) and lateral corrugation period (L). The value of roughness was given by a product
of two same trigonometric functions (h × cos(2πx/L) × cos(2πy/L)), but the corrugation
pattern in reality is most probably more complex. One could have a very clear atomic
model in VESTA [137] and make customized color and visualized orientation as Fig.
5.5(a).

Despite not being relaxed, these model structures are sufficient to view the effect of
roughness on the diffraction patterns and to estimate the amplitude of the monolayer
rippling. The rough model might explain why the symmetry of the spots observed
in experiments does not always match the symmetry observed in simulations in later
sections. The presence of these noises (artefacts) reflecting additional periodicity in the
atomic structure models does not affect our ability to compare the experimental results
with the simulation results. One can simply ignore them or suppress the presentation
of the noise by plotting in log intensity scale, as shown later.

Basic parameters

In QSTEM, the beam acceleration voltage and convergence angle was set to 60 keV and 1
mrad. The astigmatism, spherical aberration and chromatic aberration was set to 1 nm,
10 µm and 1.0 nm. The brightness is 5 × 108A/cm2 sr. These are consistent with the
experimental parameters in ChromaTEM to simulate the exact same conditions as the
experiment. The window size is 500 Å with 0.24 Å resolution for the potential calcula-
tion, thus the biggest scattering angle is 66.4 mrad. 500 slices was set to multi-slice the
atomic model because of the high sample tilt angle and a 1024 × 1024 diffraction pattern
image with 0.13mrad/pixel was presented as the simulation result.

Thermal diffuse scattering

The atoms in any real material at a particular instance of time are not exactly located at
their symmetrical lattice points due to thermal and zero-point vibrations. The frozen
phonon approximation is a simple and somewhat brute-force approach to numerically
simulate the effects of thermal vibrations in the specimen. In the Frozen phonon approx-
imation, the simulated image or diffraction pattern is the intensity averaged over several
different configurations of atoms with different random offsets. This type of scattering
may be referred to as thermal diffuse scattering (TDS) [139].
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Accounting for TDS is quite time consuming and memory intensive because for each
round of calculation a random number of displacement needs to be generated for all
the atoms, then diffraction simulations are performed, and afterwards all the results are
added up and averaged. And minimum rounds of TDS calculation in the simulation
is related to the thickness of the sample and requires a diffraction pattern to converge
(highly symmetrical as the real lattice).

The simulation in later section all does not take into account TDS, because the experi-
ments were performed at a low temperature of 110 K, the atoms are less off-centre and
there is little effect of TDS on diffraction. It could decrease the noise to some extent with
TDS applied, but it doesn’t play a key role in conventional TEM diffraction. In this case,
TDS is only considered as “background intensity”. When it comes to high collection
angle scattered electrons, TDS will compete with Rutherford (elastic) scattering [140],
thus has a decisive influence on the simulation results in Z-contrast images.

5.4.2.2 Corrugation amplitude and period quantification based on simula-
tion results

The results of the simulations for lateral corrugation period size, L = 2 nm, 5 nm, 10
nm with the h (corrugation amplitude) 0.002, 0.01, 0.02, 0.04 times L is presented in
Fig. 5.8. The results of the simulations will be plotted in the same figure as the exper-
imental results to find the roughness of the TMDs under different configurations. For
better visualization, all experiment and simulation diffraction patterns are plotted in
log scale. This can suppress the central disk while showing more clearly the weak high-
order diffraction peaks.

Discussion of artefacts and maximum plot intensity

There are some artefacts which are quite difficult to interpret when the minimum log
intensity for plotting is set to Vmin= 1 as shown in Fig. A.1, especially in Fig. A.1(a). It
is reasonable to have this artefacts because the model use to calculate diffraction pattern
has intrinsic long-range periodicity, and cannot be as ideal as the random real world.
The atomic model is also not relaxed so some noise (artefacts) also introduced. To sup-
press this, simulation results are plotted at Vmin = 3 or 5 (minimum log intensity) for
the simulated diffraction patterns. This could suppress the artefacts, whereas the peak
width at the high-order peaks of weak intensity are a bit smaller, as shown in Fig. A.1.
For the simulation of h/L = 0.01 with L = 2 nm corrugated WS2 monolayer diffraction
pattern at 385 mrad sample tilt angle, there are some artefacts at Vmin = 1 in Fig. A.1(a).
By plotting it at Vmin = 3, the artefacts became weaker. Comparing with others in Fig.
A.1, the peak size shrinks a bit but this is not so evident in (c) and (b), but peak size
shrink too much in (d). Thus, all simulation results are plotted with Vmin = 3 or 5.
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Figure 5.8: Diffraction pattern simulation at 385 mrad sample tilt angle of corrugated
WS2 monolayer with different ratios between corrugation height (h) and lateral
corrugation period (L). h/L = 0.002 in first column (a), (e) and (i); h/L = 0.01 in second
column (b), (f) and (j); h/L = 0.02 in third column (c), (g) and (k); h/L = 0.04 in last
column (d), (h) and (l). The first row (a)-(d) has the same L= 2 nm; the second row (e)-(h)
has the same L= 5 nm; the third row (i)-(l) has the same L= 10 nm. The tilt axis for all
diffraction patterns is denoted in (a) by the grey line.

h/L semi-quantify through diffraction patterns comparison between experi-
mental results and simulation

The simulation of the diffraction pattern at 0 mrad sample tilt angle is not presented,
because there isn’t any difference among different h/L ratios. The tilt axis is onlymarked
in Fig. 5.8(a) , and (b-l) maintain the same tilt axis as it. The diffraction patterns in Fig.
5.8 proved that the corrugation is the reason why peaks became larger at high sample
tilt angle, comparable to the experimental patterns in Fig. 5.4, Fig. 5.5, and Fig. 5.6. The
diffraction peaks became broadened as the value of h/L increase at 385 mrad sample tilt
angle as shown in Fig. 5.8. This means at least in the range of corrugation period of
2-10 nm, it is the h/L ratio instead of the discrete L or h values that dictate the width of
diffraction peaks at large sample tilt angle, as described by previous reports [4, 10, 136].
This is very different from previous studies on freestanding graphene that its diffraction
peak size and intensity at high sample tilt angle are described to be governed only by
the rippling amplitude [11, 120].
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The results of the simulations indicate that the typical height (h) for the corrugation
roughness equals to 0.01 times the lateral corrugation period (L), or 0.01 × L, for the
freestanding monolayer, 0.02 × L for the monolayer on Si3N4, and less than 0.002 × L
for the monolayer supported by and encapsulated in hBN, as shown in Fig. A.3 and
Fig. 5.8. Diffraction patterns in Fig. A.2 indicate that hBN as substrate suppresses the
intrinsic roughness of TMD monolayers thus ensure the flatness of a TMD monolayer,
showing at least 20× reduction in roughness even when used in conjunction on top
of rough substrates such as Si3N4. This is expected, in view of previous experiments
with hBN-encapsulation of graphene and optical experiments of encapsulated TMDs
[141, 101, 142, 143, 35].

A WS2 monolayer on top of the Si3N4 is expected to be rough, as this amorphous sub-
strate is not flat. Because amorphous materials cannot be as flat as an atomically flat
crystal (eg. thick hBN and graphite), although it can still be a very "flat and smooth"
surface. For SiNx, its roughness can vary a lot depending on the deposition condition
[144]. To obtain the accurate surface topography of SiNx films on the TEM grid, AFM
measurements were performed. The result were shown in Fig. A.5 that the amplitude
of the roughness is in the range of 0.3-0.8 nm assuming the monolayer on Si3N4 reflects
well the roughness of the Si3N4 itself, thus an h/L=0.02 and the lateral corrugation pe-
riod L is around 15-40 nm. From the line profile in Fig. A.5(b), one can easily find there
are in the range of 5-15 oscillations in each 250 nm interval, from which one can deduce
the lateral rippling period in the same 10 times range.

A separate region of the same WS2 monolayer on Si3N4 covered by a thin hBN layer
shows a diffraction patternwith similar spotwidths to the hBN encapsulatedmonolayer,
at all sample tilts as shown in Fig. 5.4(c,d) and Fig. 5.6. This allows the construction of
high-quality devices on top of different substrates, even if the substrate itself is rough
(at least with roughness comparable to that of the amorphous Si3N4), to obtain a flat
TMD monolayer by the use of single top layer hBN.

5.5 Temperature dependence of freestanding mono-
layer TMDs corrugation

Further investigation of the temperature dependence of the corrugation of monolayer
TMDs from LN2 (110 K) to RT (300 K) was performed. As in the previous section 5.4.1,
same experimental method was employed to study freestanding monolayer WSe2 on
a 500 nm radius holey membrane grid. Accordingly, all roughness measurements are
taken on the same sample, so the distance in mrad is used in place of tilt angle to plot
the results.
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Figure 5.9: Diffraction peak width of freestanding monolayer WSe2. The blue symbols
correspond to 110 K, whereas those red correspond to 300 K in (a). The peak position is
given by radial position in mrad from 2D Gaussian fit. It is shown in (b) and (c) how the
385 mrad sample-tilt diffraction patterns are at 110 K and 300 K, and squares represent
the candidate peak for fit. Intensity of (b) and (c) are in log scale and multiplied by
1000.

As shown in Fig. 5.9(a), slops and FWHM indicate that the corrugation increased a bit
under 190 K temperature change. Separate measurements over different areas of the
sample gave the data points in Fig. 5.9(a). But the diffraction peaks are only a bit wider
at RT (red dots) than at LN2 (blue dots), around 5-10 pixels as shown in the y axes in
Fig. 5.9(a), which makes it difficult to make an accurate assessment of h/L, as the peak
fitting also contains some errors.

In ref. [120], graphene has demonstrated that it has an increase in the corrugation at
150K, compared with 300K. It is most likely that this deviation from intuition is due
to graphene’s very large, but negative coefficient (−2 × 10−5 K−1) of thermal expansion
[145]. By arranging the overcrowded atoms in the suspending form by ripples, the
tension is released as the temperature decreases (increase) for graphene (TMD mono-
layers) [146, 147].

However, the monolayer WSe2 shows not very significant change in roughness in the
190K temperature window. Therefore, the roughness of the monolayer TMDs might be
observed to vary more dramatically with temperature when the temperature window
increased to few times of 190K, as the thermal expansion coefficient ofmonolayerMoSe2
is 3 times smaller than graphene [148].

5.6 Scanning nano-diffraction and lattice disorder

Scanning nanodiffraction (also called 4D STEM) techniques as described in section 3.4.2
can provide useful information of the local lattice parameter variations. In an attempt to
map lattice and strain at the nano-scale, canning diffraction experiments are preformed
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on some sampleswith near-parallel illumination to study the strain and lattice disorders.

From a projection perspective, strain is interpreted from a single projection along the
direction of the incident beam. For instance, during nanodiffraction mapping or GPA of
HRTEM images, this can lead to false in-plane strain measurements.

5.6.1 Errors of strain mapping by nanodiffraction

In this thesis, the first-order diffraction peaks of TMDs were located about 290-300 pix-
els away from the central diffraction peak (direct beam) in the experimental conditions
used. These first-order diffraction peaks have a diameter of approximately 10-20 pix-
els. Usually, one define the coordinate origin in the diffraction image by the center of
the direct beam, and it is determined by blob detection. On the basis of this absolute
coordinate system, the positions of the other diffraction peaks are determined.

Figure 5.10: Accuracy and reliability of scanning nanodiffraction: peak position in
diffraction pattern changed by one pixel equates to about 0.015 Å changed in lattice
parameter. The deformation is calculated based on 3.33 Å as indicated by red line.

However, the center of the direct beam always jitters around a few pixels, because not
only the saturating intensity of the direct peak but also the desan coil of STEM is notwell
alignedwill cause its position can not be definedprecisely. Due to these limitations, even
with the parameters of the blob detection algorithm adjusted, the center point of the
direct beam cannot be located adequately. Amore accurateway to locate the coordinates
of one diffraction spot should though subtracting its arbitrary absolute coordinates from
its conjugate reelection spots. Fig. 5.10 presents that one pixel deviation could result in
the misconception that the lattice has deformed by 0.5%.

The intensity-weighted averagingmethod is used to obtain subpixel accuracy in this sec-
tion, and therefore the error caused by peak finding can be roughly estimated reduced
to one-tenth from 0.5% to 0.05% though 10-square center of mass refinement.
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5.6.2 Structural disorders of WSe2 in freestanding and hBN en-
capsulated at RT and LN2

It can be seen in Fig. 5.11 that the hBN encapsulated WSe2 have a much sharper nor-
malized distribution when compared to freestanding WSe2 at both RT and LN2. Since
the WSe2 in both samples are of different origins and TEM grids, it is impossible to tell
whether the difference in their lattice parameter sizes and the presence of hBN are re-
lated. In Fig. 5.11(a), the lattice parameters are extended by 0.03 Å, and it is not clear
how much is caused by the projection of the corrugation, and how much is the really
in-plane lattice parameter disorders. Fig. 5.11(b) illustrates that WSe2 encapsulated in
hBN has a more concentrated distribution when hBN is applied, as the variance much
smaller, and this is because of both the absence of corrugation and amore homogeneous
in-plane structure than freestanding WSe2.

Figure 5.11: The lattice parameters histogram of freestanding and hBN encapsulated
WSe2 at RT and LN2. There are 3600 data points for both (a) and (b). The mean is given
in the legend.

Figure 5.12: The strain distribution in freestanding WSe2 and hBN/WSe2/hBN: (a)
Exx, (b) Eyy , (c) Exy and (d) rotation. For comparison, the mean values are set to zero and
the variations are listed in the legends.

In more detail, the strain components on two samples at LN2 are compared: Exx, Eyy,
Exy and rotation. The focus here is not on the spatial distribution of the strains, but
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rather on their statistical distribution in the form of histograms. Fig. 5.12 shows that all
distributions aremore centralized and sharp for the hBN encapsulatedWSe2, consistent
with the results in Fig. 5.11, indicating that strain disorder is less prevalent among the
hBN encapsulation sample. While the strains on our TMD samples are small, TMDs are
extremely rigid, as experiments have shown that even when the stress/strain of TMDs
exceeds 7.3%, the materials do not break [149].

In Fig 5.12 (b-c), there are more than one peaks in each of the strain tensor distribution,
and this come form the sample preparation being conducted by the viscoelastic stamp
that induced the strain disorders. In fact, the encapsulatedmonolayers prepared by this
method showed strain variations even at nano scale as shown in Fig. B.1. Recently, it
was observed that the EELS and CL variations of WS2 inside hBN encapsulation can
be attributed and correlated to strain maps [28]. This work was established on the ba-
sis that the WS2 monolayers encapsulated in the middle of two hBN flakes is flat (no
corrugation), therefore the results of the stain maps are reliable at this point.

5.7 Conclusion

In this chapter, the structural information of WS2 monolayer in various substrates are
studied. The monolayer TMDs is confirmed to have an intrinsic corrugated nature on
TEM grid by sample-tilt diffraction experiment. 2D Gaussian fit of the diffraction spots
was used to compare the roughness of TMD monolayers in decreasing order is: Si3N4
supported, freestanding, hBN on at least one side. And at liquid nitrogen and room
temperature, the difference for the corrugation in freestanding WSe2 sample is not very
obvious.

Diffraction patterns of several single-layer TMDs with different ripple periods and am-
plitudes were calculated theoretically using a multi-slicing algorithm based program
QSTEM. Using the simulated diffraction patterns and the experimental results, follow-
ing roughness ranking are obtained as shown in Table 5.2.

Table 5.2: Summary of WS2 monolayer roughness in different configurations

Configuration hBN/WS2/hBN Si3N4/WS2/hBN WS2/hBN WS2/Si3N4
ExfoliatedWS2
(freestanding)

CVD-grown WS2
(freestanding)

Roughness 0.002 × L 0.002 × L 0.002 × L 0.02 × L 0.01 × L 0.01 × L

In this study, the in-plane stain disorders of samples with hBN encapsulation are one
magnitude less varied as compared to freestanding samples. Although the roughness
experiments and strain mapping in this chapter are all based on a single TMDmaterial,
all the conclusions are generalizable to other TMD species and even other 2D materials.
In this chapter, both roughness and strain measurement show the importance of hBN
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for TMDmonolayers from a structural stand point. But I didn’t manage to analyse both
the roughness and strain under one single scanning nanodiffraction experiment for 2D
monolayers. Especially, I have not found a systematic way to decouple the intensity
changes in diffraction patterns varying due to corrugation and strain. For this reason,
wide-beam sample-tilt series diffraction are used to probe the corrugation of the layers
and scanning nanodiffraction was employed for strain mapping separately.

In the next two chapters, the effect of hBN and graphite on the optical properties
of TMD monolayers will be invertigated and a systematic study of the many factors
that affect the properties of TMDs will use the findings of this chapter. To date, hBN
is the most ideal substrate for 2D materials, more specifically, the hBN/TMDs/hBN
and hBN/graphene/hBN heterostructures are the basic routine production of high-
performance devices for the following reasons:

i) encapsulation structure protects the intermediate layers from chemical reactions
and contamination;

ii) multilayer hBN is as flat as an atomically flat crystal, smoother than conventional
silica substrates;

iii) hBN as insulator will not damp the optical and electrical tests results, thus still
reflects the intrinsic properties of graphene and TMDs.



Chapter 6

Interband transitions of transition
metal dichalcogenides monolayers

Transition metal dichalcogenides (TMDs) monolayers are stable room-temperature
light emitting and absorbingmaterials. One particular property of TMDs is that they dis-
play bright luminescence when their thickness is down to atomically thin monolayers,
possessing a direct bandgap, as opposed to an indirect bandgap inmulti-layers and bulk.
They are one of the potential candidates for many novel quantum optical devices, such
as single photon emitters [19, 20], flexible light-emitting devices [1, 21], and biosensors
[22].

The optical properties of TMDs have been extensively explored using optical measure-
ments, particularly by means of absorption and photoluminescence ref. [150, 50, 151,
51, 46]. On the other hand, TMDs can be excited in ways other than optical probe and
also lead absorption and luminescence, such as fast electron excited electron energy-loss
and cathodoluminescence signals. Aside from having sub-wavelength spatial resolu-
tion for optical property investigation [68], the benefit of electron probe is the ability
to offer various in-suit signals on the same region, such as chemical mapping and struc-
tural arrangements can be provided inside a scanning transmission electronmicroscope
(STEM).

It is the purpose of this chapter to establish the fundamentals of the physics of TMDsma-
terials and their related optical measurements, which will be the basis for the following
two chapters. The first section 6.1 reported the joint density of states (JOS) calculation
and it was included in this chapter for several reasons: it is the JOS for the initial and fi-
nal electron bands decides the optical transitions rather than the simple summation over
discrete levels of the solid; it is the basis for understanding the relationship between the
energy band gap, dielectric function, absorption spectra. Then, the spin-valley physics
of TMDs is introduced in section 6.2, and the fundamentals covered here will be needed
in the next two chapters. Finally, the spectra comparison between the optical and elec-
tron spectroscopy for hBN encapsulated TMDs will be given to show why EELS is the
optimal approach to study INhomogeneous broadening of TMDs excitons in section 6.3.
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6.1 Interband transitions: absorption and emission

Bands are formed by the electronic states of semiconductors. It is therefore the tran-
sitions between energy bands that determine the optical properties of semiconductors
rather than discrete levels that determine them. The transitions between between the
valence band states C and the conduction band states V are generally referred to as in-
terband transitions.

The joint density of states (JOS) function, it defined as the number of optical transi-
tions between the occupied (unoccupied) electronic states of the valence band and the
(un)occupied electronic states of the conduction band, and it reveals how optical prop-
erties of solids give the information about the energy band structure in detail. For ab-
sorption and emission process, valance and conduction band states are involved at the
same time, and the JOS gives the number of states available for photons of energy ℏω
to interact with. In brief, the JOS provided an intuition into the relationship among
complex dielectric function, energy band gap and optical observables.

To begin with, the expression for the joint density of states will be obtained from Fermi’s
golden rule in section 6.1.1, thus one can grasp the connection between the energy band
gap and the JOS. On top of that, the expressions of direct interband absorption and emis-
sion will be given in the form of JOS in the section 6.1.2. Additionally, the relationship
between the absorption and emission transition will be discussed as well. Next, the sim-
ilarities and differences between the optical and electronic spectra will be introduced
clearly in section 6.1.3 and section 6.1.4.

6.1.1 The joint density of states and Fermi’s golden rule

The interband transition process is quantum mechanical in nature as it is depend on
the coupling between the valence and conduction bands. This coupling results from
Fermi’s golden rule, that the probability per unit time Wk⃗ that a photon of energy ℏω
makes a transition between the valence band state C and the conduction band state V at
a given Brillouin zone point k⃗ is [152]:

Wk⃗ �
2π
ℏ

∣∣∣∣〈v ∣∣∣H′∣∣∣c〉∣∣∣∣2 δ [Ec (⃗k)−Ev (⃗k)− ℏω
]

(6.1)

where the H′ = −eA⃗ · p⃗/mc is the matrix element Hamiltonian for the electromagnetic
perturbation between the V valence and C conduction band Bloch states atmomentum k,
p⃗ is the optical field and A⃗ is the vector potential due to the optical fieldswith only spatial
dependence. The energy conservation is considered as the delta function in Eq.6.1. The
interband transition probability W for energy ℏω is the integration of Eq. 6.1 over k-
space [152]:
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W =
2π
ℏ

∫ ∣∣∣∣〈v ∣∣∣H′∣∣∣c〉∣∣∣∣3 2
8π3 δ

(
Ec (⃗k)−Ev (⃗k)− ℏω

)
d3k (6.2)

For simplicity, one can consider |⟨v |H′ |c⟩|2 is approximately independent of k, and be-
cause the electronic states in the Brillouin zone are quasi–continuous functions of k, then
the joint density of states between the valence and conduction bands is [152]:

ρcv(ℏω) =
2

8π3

∫
δ
[
Ec (⃗k)−Ev (⃗k)− ℏω

]
d3k. (6.3)

Eq.6.3 definds the joint density of states as the number of states per unit volume per
unit energy rangewhich occurwith an energy difference between the conduction and
valence bands equal to the photon energy. Though the constant energy surface S in
k-space, and wave vector kn normal to it, the joint density of states can be expressed as
integral over energy surface as [152]:

ρcv(ℏω) =
2

8π3

"
dS

|∇k (Ec −Ev)|Ec−Ev=ℏω
. (6.4)

6.1.2 Interband transitions of direct band gap material

The definition of absorption coefficient αabs(ω) for the solid at frequencyω is the power
removed from the incident beamper unit volumeper unit flux of electromagnetic energy.
It can be expressed by the joint density of states ρcv(ℏω), occupied conduction states
f (Ec) and occupied valence states f (Ev) as [152]:

αabs(ω) =
16π2e2

m2cñω
|⟨v|p|c⟩|2ρcv(ℏω) [f (Ev)− f (Ec)] (6.5)

where |⟨v|p|c⟩|2 matrix is the coupling between the valence and conduction bands, ñ
denotes the index of refraction. Combined Eq. 6.4 and Eq. 6.5, at joint critical points
(also calledVanHove singularities) kV on in the Brillouin zonewhere (Ec(kV on)−Ev(kV on))
is stationary, the ρcv(ℏωkV on

) is extremely large at the corresponding frequency (ℏωkV on
=

Ec(kV on)−Ev(kV on)), thus the absorption is very efficient.

Luminescence refers to the emission of radiation by a solid in excess of the amount
emitted in thermal equilibrium. In view of the fact that luminescence is essentially a
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non-equilibrium phenomenon, it requires external excitation by means of light, elec-
tron beams, current injection, etc., that can act to create an excess of electrons, holes, or
both electrons and holes. A recombination radiation or luminescence is producedwhen
electrons and holes recombine. If one assumed that the material is in thermodynamic
equilibrium near a particular point, the luminescence (light emission) rate Rcv(ℏω) for
the transition from the conduction band C to the valence band V is related to the absorp-
tion rate by the Planck distribution ρ(ω) [152]:

Rcv(ω) = Pvc(ω)ρ(ω) =
2
π

ω2ñ3Pcv(ω)
c3 [exp(ℏω/kBT )− 1]

, (6.6)

where the absorption rate can be expressed by absorption coefficient as Pcv(ω) = αabs(ω)c
ñ ,

so that the frequency and temperature dependence of the emission rate is [152]:

Rcv(ω) =
2
π

ω2n2αab(ω)ω
c2 [exp(ℏω/kBT )− 1]

. (6.7)

Eq. 6.7 denotes that one material exhibits high emission rate at frequencies where ab-
sorption coefficient is large, as another way of putting it, the prerequisite for a good
emitter is that it is a good absorber. The luminescent efficiency can be defined as the
ratio between the energy associatedwith the radiative process and the total input energy.
When excitation energy is provided, the radiative recombination process is in direct com-
petition with the non-radiative processes. Thus, it is the luminescent efficiency rather
than luminescent rate determines the optical response. Therefore, materials that are
efficient luminescent are those in which radiative transitions prevail over nonradiative
transitions.

6.1.3 Optical absorption and electron energy loss spectra

For absorption, electrons are promoted from the valence band to the conduction band,
leaving holes in the valence band, thus the transitions take place at the Brillouin zone de-
termined by the excited probe. Associated with optical absorption measurements, one
measure the light intensity I(z) after traversal of a thickness z of material as compared
to the incident intensity I(0). This gives rise to the following expression [70]:

A(ω) =
I(z)
I0

= e−αabs(ω)z, (6.8)

where the absorption coefficient can be expressed in terms of the imaginary part of the
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complex index of refraction k̃ 1 as:

αabs(ω) = 2
ωk̃(ω)

c
. (6.9)

According to the conservation of energy, the incident light will be reflected, absorbed
and transmitted, thus 1 =R(ω) +A(ω) + T (ω), where R(ω), A(ω), T (ω) are the fraction
of the power is reflected, absorbed and transmitted, respectively.

Electron energy loss spectroscope technique is conceptually similar to the optical absorp-
tion spectrum: an incident fast electron with energy Ei is scattered by an electron in the
material, taking energy ℏω from the incident fast electron. According to the conserva-
tion of energy, low-loss region of EELS measured the energy loss of the fast electron as
the absorption for the sample: Ei −Ef = ℏω. Likewise momentum is conserved to yield
the relation:

k⃗i − k⃗f = q⃗ (6.10)

where k⃗i and k⃗f are the initial and final momentum of the fast electron, and Ei and
Ef are the initial and final energy of the incident electron, and ℏω and q⃗ is the energy
and momentum transferred form the incident electron to the sample. The energy loss
probability ΓEELS of the fast electron can be described as the response of the sample
by Im(−1/ϵ(q⃗,ω)) [34, 71]. The exact expression for EELS probability of thin TMDs
heterostructures will be given in later section 8.2.1.

For optical measurement, the momentum transfer from the light source to the sample
could be ignore as the wavelength of photon source is around 600 nm, corresponding
to the wavevector 10−2nm−1. For semiconductors, such as TMDs, a typical dimension
across the Brillouin zone is one over the lattice parameter about 1.5 nm−1. For EELS
measurement, the spectrum could be recorded using a sufficiently small collection aper-
ture, thus q⃗ transfer is minimized. As an alternative approach, one could consider the
interaction of a transmitted electron with the entire solid is as a function of the dielec-
tric response function ϵ(q⃗,ω). However, in the case where spectrum collection angle is
small, ϵ(q⃗,ω) varies little with q⃗ and can be replaced by the optical value ϵ(0,ω) [68].

Nevertheless, the EELS under small collection angle and optical absorption are not iden-
tical transition as a result of the different excitation probe but can show similar spectra.

1The relations between the optical constants and dielectric function [70]: ε1 + iε2 = (ñ+ ik̃)2,
where ε1 = ñ2 − k̃2 is the real part of the dielectric function, and ε2 = 2ñk̃ is the imaginary part
of the dielectric function. The quantities Ñ = ñ+ ik̃ is called the optical constants of the solid,
where ñ is the index of refraction and k̃ is the extinction coefficient. It is necessary to emphasis
that ε1, ε2, ñ, k̃ are all frequency dependent.
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The importance of absorption measurements in the study of energy band structure is
due to the spectrum emphasis on band extremes (Eq.6.5), which reveals details about
the energy bands at certain locations in the Brillouin zone.

6.1.4 Cathodoluminescence and photoluminescence

The schematic representation of the interband luminescence process in a direct gap semi-
conductor is provided in Fig 6.1. For emission to occur, there must be an electron in
the conduction band and an unoccupied level (i.e. a hole) in the valence band. These
electrons and holes are generally injected into their respective bands by laser or fast
electron excitation, which correspond to photoluminescence (PL) and cathodolumines-
cence (CL), respectively. In terms of the excited process for the luminescence, PL is the
resonant narrow-band excitation at the exact k point as specific emission dominate its
spectrum, while CL is the off-resonant broadband excitation among a large range of k
resulting in many possible emissions.

Figure 6.1: Interband luminescence process in a direct gap semiconductor: 1) electrons
are injected into excited state band under electromagnetic wave with energy ℏωab > Eg

(red arrow); 2) the hot electrons and holes are relax to the lowest and top available levels
by interacting with lattice casued phonon emission as indicated by the black arrows in
the left diagram; 3) the electrons and holes are located at the band edge as shown in
the right diagram; 4) since the momentum of the photon can be neglected, the electron
and hole that reombine must have the same k vector; 5) the electron and hole can be
bounded by Columb force located in the middle of the forbidden band, as introduced in
the section 6.2.2; 6) the electron and hole can decay into photons with energy ℏω, which
is represented by downward red vertical arrow on the right band diagram.

After the electrons (holes) are injected, they relax very rapidly to the bottom (top) of the
condition (valence) band by emission of phonons. Thus the injected carriers are called
hot electorns and holes, and after the phonon relaxation, they became cold electrons
and holes. Moreover, the radiative transitions take place at energies very close to the
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band-gap energy Eg no matter how the technique creates the hot electrons and holes in
the first place.

The emission linewidth is either determined by thermal dispersion of charge carri-
ers within their bands or inhomogeneous broadening effects. At temperature T, the
linewidth contributed by the carrier dispersion at band edge is of order kbT. Addition-
ally, if the environments in which the sample finds itself within the probe size are not
totally uniform, the emission spectrum will be modified by the interaction between the
sample and their various local disorders. As a result, the inhomogeneous broadening is
also referred to as environmental broadening.

6.2 Energy band structure of TMDs

Materials often derive new properties and exhibit a wealth of physical phenomena as
the dimensionality of the system is reduced [135, 110, 130]. For TMDs, when they
are reduced from multilayers to monolayers, the energy band changes from an indi-
rect bandgap to a direct bandgap. The band structures of single-layer, double-layer and
bulkMoS2 materials based on Density Functional Theory (DFT) [2, 153] calculation are
given in Fig. 6.2(a) and Fig. 6.3(c).

The optical properties of the TMDs are mainly determined by the K, Γ and Q points
in the first Brillouin zone (FBZ) as in Fig. 6.2(b). There are six K points in the FBZ,
containing two nonequivalent types of energy valleys, K− and K+, that cannot be simply
seen as the same kind. Spin-orbit (SOC) coupling is strong due to the presence of heavy
transition metal atoms in TMDs resulting in the outer electrons having d-orbitals. This
coupling causes the valence band to split into two subbands with an energy splitting of
∆v
SOC of magnitude around a few hundred meV [154]. Similarly, a splitting occurs in

the conduction band, but the energy difference ∆c
SOC is only around a few tens meV, as

shown in Fig. 6.3.

6.2.1 Spin bright and dark excitons

The spin-orbit coupling is slightly different for metallic elements Mo and W. In MoX2,
∆v
SOC has a different sign from ∆c

SOC , while ∆v
SOC has the same sign as ∆c

SOC in WX2.
In MoX2, the lowest energy transitions are spin allowed, while they are spin forbidden
in WX2 as shown in Fig. 6.3(a,b). That means the ground (frst excited) exciton state
in the Mo- andW-based TMDs is bright (dark)- and spin-forbidden dark (bright)-state,
respectively. Thus Mo-based monolayers emit light more efficiently than W-based as
at low temperature carriers (created by photons or fast electrons) mainly populate the
ground state of the exciton [155]. It is a common practice to ignore the difference in
the conduction band ∆c

SOC , which translates into an equivalent value of ∆v
SOC for the

experimentally measured SOC of the gap between XA and XB, ass shown in Fig. 6.3 (c).
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Figure 6.2: Band structures of TMD materials: (a) band structure calculation for MoS2
based on DFT for a monolayer (red), bilayer (blue), and bulk (green). Reproduced
from [129]; (b) DFT calculations of bulk materials, bilayer and monolayer WSe2 energy
band structures, where the variation of the extreme point is indicated by the blue arrow.
Reproduced from [153]; (c) low-loss EELS (orange) and optical (violet) absorption spectra
of hBN encapsulated monolayer WS2. XA, XB and XC peaks correspond to excitons
formed at positions A, B and C in (b): bounding electron-hole pairs originates from
Coulomb force interactions, as described in section 6.2.2. The energy difference between
the EELS and optical absorption of XA, XB and XC is mainly due to the measurement
are conducted on two different samples and the electron beam could cause local heating.
The energy difference between XA and XB is the spin-orbit coupling (SOC). Optical
absorption measurements was reproduced from [35].

Figure 6.3: Spin-orbit coupling in MoX2 and WX2: (a) in Mo-based TMDs, the highest
point of the valence band and the lowest point of the conduction band have the same
spin; (b) in W-based TMDs, the highest point of the valence band and the lowest point
of the conduction band have different spins; (c) theoretically calculated band structure
and valence band-orbit spin coupling split in Mo-based (X denotes chalcogen group
element atoms). Reproduced from ref. [2].
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6.2.2 Multiple exciton species in TMDs: XA, XB and XC

Materials excited by fast electrons or photons undergo interband absorption, thus pro-
ducing electrons in the conduction band and holes in the valence band. The resulting
electrons and holes can be attracted to each other by the Coulomb interaction, forming
bonding electron-hole pairs, which are called excitons, as shown in Fig. 6.5 (b,c). Exci-
tons can interact with phonons, decouple bounding electrons and holes to become free
carriers, escaping from the Coulomb force. When the binding energy of the exciton is
less than the energy of the phonon, kBT, the exciton cannot exist stably. Excitons can be
observed inmanymaterials by reducing the phonon energy kBT, that is, by lowering the
temperature of the material [156].

When a photon interacts with matter, the momentum of the photon is negligible, so the
excited electron and hole possess the same magnitude of momentum |k|. Excitons can
only be formed when electrons and holes have the same velocity, because no relative
motion between electrons and holes occurs when ve = vh. The velocities of electrons
and holes are expressed in terms of group velocities as:

v =
1
ℏ

· ∂E
∂k

. (6.11)

At the extreme point positions in the valence and conduction bands, the partial differen-
tiation of energy with respect to momentum is zero. Thus from these energy positions,
one can observe very strong exciton effects, which is called band Nesting. As presented
in in section 6.1, another interpretation of the excitons can bemade by JOS that the strong
absorption occurred at joint critical points.

The positions labelled in Fig. 6.2(b) satisfy the condition that electrons and holes have
the same velocity: where the excitons formed at A and B move with ∂E/∂k = 0; for
position C, the valence and conduction bands are parallel to each other but ∂E/∂k , 0.
At this point the derivative of energy to momentum is not zero but has the same value,
and also forms stable electron-hole pairs. The exciton optical absorption responses cor-
responding to the A, B and C energy band positions in Fig. 6.2(b) are labelled in as XA,
XB and XC in Fig. 6.2(c), respectively. For all TMDs, the excitons are named XA (or X0

for the neutral exciton), XB and XC , respectively, depending on their energy ordering
from lowest to highest, and I keep following this notation for TMD absorption spectra
in this thesis.

6.2.3 Exciton binding energy and hydrogenic Rydberg series

The exciton has slightly less energy than the unbound electron and hole (band gap) due
to the Coulomb force. The interaction produces a series of internal exciton states, and en-
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ergy level of bound state is hydrogenic, that have ground and excited states, and they can
likewise be characterized by the principal quantum number. As presented in Fig. 6.4,
there are ground and first excited excitons for both XA and XB in the calculated absorp-
tion spectrum. Several studies have reported excited exciton series for various exciton
species inside TMD monolayer, such as excited XA series[157], excited trion (charged
exciton) [141], excited biexciton (quasi-particle formed from two excitons) [158].

Figure 6.4: Calculated optical absorption spectrum of Mo2 with and without the
direct electron-hole interaction. Considering and neglecting the electron-hole direct
interaction correspond to Bethe–Salpeter equation (BSE) based on many-body perturba-
tion theory and Random phase approximation (RAP), respectively. The ground state
of XA, XB and their first excited Rydberg states X∗A, X∗B. The dashed line indicates the
quasiparticle band gap Eg . Reproduced from ref. [159].

Compared to bulk materials, electrons and holes forming excitons in monolayer TMDs
are strongly confined within the plane of the monolayer and, in addition, are subject to
reduced screening as a result of the change in the dielectric environment, as presented
in Fig. 6.5(c). According to a simple hydrogenic model (Rydberg series) , the effective
mass Hamiltonian of exciton in 2D system is [157]:

H = −ℏ2∇2
r /2µ+Veh(r) (6.12)

where µ = 1/
(
m−1

e +m−1
h

)
is the exciton reduced mass, Veh(r) = −e2/εr is a locally-

screened attractive electron-hole interaction and ε is the complex dielectric constant.
Based on Eq. 6.12, the nth exciton resonance binding energy in TMDs is dererminded
by: [160, 157]:

E
(n)
b =

µe4

2ℏ2ε2(n− 1/2)2 (6.13)
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which can reaching up to 30% of the energy band gap Eg . The reason of 2D materi-
als have a large binding energy is because of the geometric confinement and reduced
dielectric screening [159].

Figure 6.5: Exciton energy levels and binding energy: (a) The relationship between
exciton Rydberg states and the electronic bandgap. Reproduced from ref. [161]. A
schematic illustration of real-space of electrons and holes bound by Coulomb interaction
into excitons in (b) a bulk and (c) a 2D material. (d) The effect of dimensionality on
electronic and excitonic properties, as represented schematically by optical absorption.
Both the band gap and the exciton binding energy are expected to increase as the
evolution from 3D to 2D occurs (indicated by the red dashed line). (b-d) are reproduced
from ref. [157].

Dielectric environment will strongly influence the properties of exciton through dielec-
tic function ε in an atomically thin semiconductor because excitons lie close to a surface.
This model also provides a straightforward estimate of the unusually large exciton bind-
ing energy in TMD monolayers, which has been determined to be a few hundred meV
[157]. The large binding energy is due to the 2Dnature and theweakdielectric screening
from the environment, thus the Coulomb interaction is significantly enhanced in TMDs
(Fig. 6.5 (c)). According to different reports, the exciton binding energy in monolayer
TMDs is in the interval of 200-700meV [157, 158], allowing they can stably exist at room
temperature. In contrast, the GaAs bulk material has a large permittivity (around 13ϵ0)
and a small binding energy in the region of 5meV [162], which is unable to survive at
room temperature.

6.2.4 Netural and charged excitons

Coulombic interactions between two-dimensional materials are not only limited to one
electron and one hole interactions. In fact, three charged particles can also be bound
together by Coulomb interaction to form a charged exciton called trion, which consists
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of two types: X+ (one electron plus two holes) and X− (two electrons plus one hole). In
optical experiments, one generally controls the concentration of carriers in the material
by applying a bias to the TMDs, which in turn artificially controls the formation of the
two types of trions [163].

Figure 6.6: CL and EELS spectra of WS2 at RT and LN2: (a) the presence of X− in the
CL spectrum of monolayer WSe2 is affected by temperature; (b) the EELS absorption
spectrum corresponding to (a) does not observe the presence of X−. (a) and (b) are
measured from the white boxed region in (c). The energy difference between XA in (a)
and (b) corresponds to the Stokes shift. Reproduced from the supplementary information
of ref. [28]. The experiments were performed within ChromaTEM, as with the other
spectra presented in the next two chapters.

Among all the exciton species (XA, XB and XC), only neutral and charged XA exciton at
the lowest band gap K can decay to photons, thus emitting light. In ref. [28], the extra
peakswith a smaller energy than XA in STEM-CL at 110 Kwas taken to be X− rather than
X+ by default as shown in Fig. 6.6(a), because it assumed the undoped TMD materials
is n-type. As shown in Fig. 6.6(a), only at low temperatures are the peaks of the trion
present, due to the fact that the binding energy of the trion is of the order of 20-30 meV
[28, 164, 165]: at T=110 K, phonon energy is 9.5 meV, much smaller than the bonding
energy of trion, whereas phonon energy is 26 meV at room temperature is comparable
to the binding energy of trions.

As shown in Fig. 6.6, trion peaks are rarely visible in the EELS absorption spectrum, this
is probably due to the energy spacing between X∗ and XA at 110 K and the low oscillator
strength, rather than X∗ doesn’t exist at 110 K. The reason for this is that the peak of the
trion is distinguishable even at 190 K in the optical absorption spectrum [166]. However,
nothing that can be done about this because the resolution of the EELS is limited by the
energy spread of the electron, which is still extended to 5 meV at most, even under the
operation of a monochromator in ChromaTEM. A possible way to detect trion peak in
EELS is to decrease the temperature, because X∗ is stronger and thus more prominent
at low temperature. But the lowest temperature of our sample holder for ChromaTEM
is 110 K though a liquid nitrogen cooling. It is impossible to study trion in EELS at the
moment, but fortunately the information can be acquired through CL in the microscope
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as a supplementary method. Therefore in all the EELS spectra of this thesis we do not
consider trions and focus only on XA and XB .

6.2.5 Exciton quantum dynamics and linewidth limitation

Excitation quantum dynamics can be described by two fundamental parameters: i)
excited state population relaxation with decay time T1; ii) the exciton dephasing at
timescale T2 [167]. The first dynamics includes both radiative and non-radiative recom-
bination, and do not provide any details of the exciton coherent dynamics, and give the
excited state population relaxation rate Γ , which is inversely proportional to the popu-
lation decay time T1 as indicated by curved arrow in Fig. 6.7(a). Thus, luminescence is
generally an incoherence emission process unless the coherence is enhanced by polish-
ing the sample faces to form an optical cavity. It has a spontaneous tendency to decay
to lower levels and randomly break the coherence of the wave function. And the rate of
this damping process is governed by the lifetime T1 as below:

1
T1

=
1
τR

+
1

τNR
(6.14)

where T1 is up limited by the radiative lifetime τR of the excited state (| 1⟩), and τNR is the
non-radiative relaxation time for the non-radiative transition. According to the energy-
time uncertainty principle, the excited state’s finite lifetime causes the broadening of the
resonance at low temperature [167]:

∆ω =
∆E
ℏ

≥ 1
τ
. (6.15)

This broadening linwidthis intrinsic to the transition, and it is callednatural broadening
or alternativelyradiative broadening.

The second process for the excitation quantum dynamics is the coherent superposition
of the crystal ground (| 0⟩) and excited (| 1⟩) states with dephasing rate γ (black down
arrows in Fig. 6.7(a)), which is responsible for the homogeneous linewidth of an exci-
ton resonance as described below. The homogeneous linewidth is linked to population
relaxation through [167]:

γ = Γ /2 +γ∗ (6.16)

where γ∗ describes those elastic processes that interrupt phase coherence of wave func-
tion of the excited state without affecting excited-state occupation, such as exciton-
exciton and exciton-photon scattering [35, 168, 169, 170]. In general, γ∗ is a population-
conserving scattering processes, while Γ is population decay. Based on the fact that
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the exciton relaxation time for TMDs is longer than several ps [171] and according to
Eq. 6.16, it can be assumed that exciton lifetimewill have a negligible effect on linewidth
(less than 1meV), which indicates that the decoherence is governed primarily by scatter-
ing processes for excitons in TMDs rather thanpopulation relaxation. The homogeneous
linewidth γ broadened can be estimated by exciton-phonon scattering [35, 17, 172]:

γ = γ0 +AT +
B

exp(ℏωa/kBT )− 1
(6.17)

whereγ0 is the residual linewidth at T=0K,A andB are exciton-phonon coupling for the
low- and high-frequencymodes, ℏωa is the average energy of the relevant phonons. The
parameters in Eq. (6.17) can be retrieved by fittingγ-T, for example by PLmeasurements
[17, 172]. The exciton-phonon dephasing time (τde) and lifetime of TMD monolayers
can be measured by four-wave mixing microscopy [173] at various temperatures, thus
the homogeneous broadened linewidth can be directly determined by γ = 2ℏ/τde.

Beside that, there is the inhomogeneous broadening (Γin) that results from a varying
local potential, resulting in a distribution of exciton transition frequencies (energy cen-
ters) as shown in Fig. 6.7(b), which can broadening the linewidth of excitons larger
than the linewidth value of homogeneous broadening limitation [173].

Figure 6.7: Intrinsic exciton coherent dynamics and resonance broadening mech-
anisms: (a) the quantum dynamics of an exciton with resonance frequency (ω0) are
characterized by two key parameters: the population decay rate Γ (population lifetime
T1) and the dephasing rate γ (coherence time T2); (b) Inhomogeneous linewidth broad-
ening (Γin) due to a varying local potential results in a distribution of exciton transition
frequencies. Reproduced from ref. [169, 170].
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6.3 Overall comparison of EELS&CL vs A(ω)&PL

The signals measured in CL and EELS were compared to A(ω) and PL for a hBN en-
capsulated WS2 in Fig. 6.8. It is clear to note that the test results for PL vs CL and
EELS vs A(ω) are very similar, while the transition process is not identical as discussed
in section 6.1.3 and section 6.1.4. However, both electron spectroscopy and optical mea-
surement revealed a certain amount of information on the energy band structure ofWS2:
1) charged (X−) and neutral(XA) exciton are observed in both CL and PL; 2) EELS (ab-
sorption) has a larger energy center than CL (PL) due to the Stokes shift. The larger
Stokes shifts in the Fig. 6.8 (a) than 6.8 (b) is due to the energy dispersion of electrons
is less accurate than that of light, and the energy center of EELS in Fig. 6.8 (a) has the
precision about 1%.

Figure 6.8: Comparision between EELS&CL and absorption&PL: (a) fast electron
excited EELS and CL spectra; (b) optical absorption A(ω) and PL spectra. The optical
measurments are made on two different samples of hBN encapsulated WS2 at 150 K.
The PL measurement was conducted by a continuous wave laser of 532 nm wavelenth.
Optical measurement data courtesy of Ashish Arora and was reproduced from [35].

Electronic spectroscopy, however, provides optical information about the sample at the
nanoscale due to its short wavelength (4.8 pm at 60 keV). In fact, EELS suffers from in-
elastic delocalization due to the long-range Coulomb interaction that limits its spatial
resolution. In low-loss regions, its spatial resolution usually ranges from a few nanome-
ters to tens of nanometers, depending on the specific values of energy being lost [68]. De-
spite this, EELS and CL are still therefore effective methods for inhomogeneous broad-
ening investigation, since the measurmed spectra for PL and optical absorption are the
total response over hundred nanometers.

In addition, the spectra of EELS is comparable to the optical absorption spectra at-
tributed to the advanced monochromator and spectrometer design, as any peaks in
EELS spectra cannot be sharper than ZLP. Under the experimental condition limitated
of energy resolution (180 meV), even XA and XB are not so distinguishable [174]. Re-
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cently, it has previously been observed that EELS and CL SPIM shown variations in
TMDs down to 10 nm [28, 29] in a monochromated STEM (20mev) at liquid nitrogen
temperature.

The optical absorption spectra in this thesis are measured by Robert Schneider and
Ashish Arora at University of Münster. The experiments were conducted at at normal
incidence by measuringA(ω) = 1−R(ω)−T (ω) of TMDmonolayers on top of sapphire
substrate under a white light source transmitted across them. Light source is a broad-
band LED source for WS2 and a tungsten halogen lamp for WSe2. The system response
(reference spectrum) is measured by reflecting light from the bare sapphire substrate
area close to the hBN/TMDC/hBN structure.

6.4 Summary

It is described in detail in this paper how light (or fast electrons) interacts with TMDs,
as well as the resulting spectrum. In particular, the connection between energy band
gap, absorption and emission spectra, complex dielectric function, complex refractive
index is clarified. In addition, the differences and connections between EELS&CL and
A(ω)&PL are also explained in detail.

The energy band structure of TMDs is elucidated, and explained why the exciton reso-
nance dominate the optical response of TMDs. The reason for the presence of multiple
excitons in TMDs absorption/emission spectra is also addressed. Furthermore, it re-
vealed in this chapter that the dephasing process determines the narrowest linewidth
for homogeneous broadening, and it is the sharpest linewidth one can detect in TMDs.
Finally, EELS&CL and A(ω)&PL spectra of hBN/WS2/hBN are compared, and why
monochromated STEM/EELS/CL is a powerful experimental method for studying in-
homogeneous broadening at the nanoscale is explained.



Chapter 7

The influence of heterostructures on
the broadening of excitons in TMDs

The properties of 2D materials, in particular graphene and TMDs, are sensitive to their
external environment. Therefore, realizing their full potential requires understanding
and controlling the extrinsic disorders. It has been observed that the hBN encapsulate
structures improves the properties of TMDs. For example, encapsulated 2D materials
have better electronic mobility and sharper emission/absorption excitonic linewidths
approaching the homogeneous broadening limit [17, 36]. Preliminary experiments
have shown that strain, roughness, absorbates, surface cleanliness (impurities), trapped
charges and oxidation are the main sources of extrinsic disorder for 2Dmaterials. More-
over, suspended monolayers like graphene and MoS2 have an intrinsic rippling nature
as demonstrated in the previous chapter.

How does each of these disorders affect the exciton linewidth? Is there any direct con-
nection between structural aspects, including material flatness and nanoscale strain ho-
mogeneity, and a narrower linewidth? One wonders how encapsulation with hBN im-
proves the optical quality of TMDs. However, there are no comprehensive and system-
atically comparative experiments to reveal the specific role of hBN, although negative
aspects such as exciton linewidth broadening induced by charge disorder [35], and di-
electric environment variations [5] are discussed separately.

In fact, thementioned external environment aremainly dependent on the substrate used
[5, 35]. From this perspective, I focused on various wide bandgap dielectric materials
in this chapter, namely hexagonal boron nitride (hBN) and amorphous silicon nitride
(Si3N4), under different configurations as support or encapsulation material for WS2
monolayers to disentangle the factors contributing to inhomogeneous broadening of ex-
citon absorption peaks measured in EELS. The different roughness of Si3N4 and hBN
can be used to investigated the effect of flatness on exciton linewidth of TMDs. The
linewidth comparison among freestanding, support and encapsulation configuration
could be applied for further exploring other broadening factors such as charging traps,
surface cleanliness and sample degradation. The study was conducted in this chapter
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using a combination of electron microscopy techniques to investigate the effect of differ-
ent types of disorder on the TMD excitons absorption EELS linewidth. The effect on the
exciton linewidth is described in detail for each of the underlying disorders.

The absorption linewidths for freestanding, 15-nm hBN supported, 5-nm and 15-nm
hBN encapsulated, 15-nm Si3N4 supported, 15-nm Si3N4 and 50-nm hBN encapsulated
WS2 monolayers are presented in section 7.1. In section 7.2, core-loss EELS and t/λ thick-
ness measurement are applied to determinate the composition and quantity of contam-
ination. In section 7.3, I report on the effect of the electron beam scanning mode on
the exciton EELS linewidth. Furthermore, because high-energy electrons are used as a
probe, electron beam-induced damage on bare monolayer TMDs is also revealed to be
responsible for irreversible linewidth increases in section 7.4.

In section 7.5, the conclusions of the previous chapter on the corrugation of monolayer
TMDs in different heterostructures will be involved to discussion of dominant effect on
the optical properties, especially exciton EELS linewidths. In the last section 7.6, I will
summarize the importance of the hBN encapsulation structure in preserving optical
properties.

7.1 EELS spectrum of monolayer WS2 under diffrac-
tion configurations

Three exciton peaks, marked XA, XB and XC in Fig. 7.1, can be distinguished in all WS2
monolayers in different configurations: (i) freestanding, (ii) on hBN, (iii) hBN encapsu-
lated, (iv) on Si3N4, and (v) Si3N4/hBN encapsulated. In the spectra, A and B excitons
are associated to transitions at the direct band gap at the K+ and K− points and are
split due to spin-orbit coupling, denoted as XA and XB. C excitons are associated with
direct transitions at the Q point between Γ and K point in the Brillouin zone [175], as
introduced in section 6.2.2.

The absorption EELS spectra of WS2 monolayer changes for different substrate config-
urations at 110 K as shown in Fig. 7.1. Small energy shifts occur due to different real
parts of the dielectric function of the substrate and strain. Even for the same substrate
the energy center of XA is extended beyond 30meV about its mean as the dot is extended
in energy center axis in Fig. 7.1 (b), it is because of the contamination and strain is not
even within the same sample.

Compared to absolute energy center of XA, the large variation inwidth of the absorption
peaks is more evident, in particular towards the lower-energy transition of XA. This can
be represented by the full width of half maximum (FWHM)measured from spectral fits
using Lorentzian or Gaussian functions as shown in Fig. 7.2. The variation in linewidth
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axis in Fig. 7.1 (b) is the same data as Fig. 7.1 (a). The linewidth differ slightly in
the values by two methods. There is a slight difference in the linewidth between the
two fitting methods. For the purpose of identifying the factors that influence exciton
linewidth for brevity, the linewidth from Lorentzian fits are used for discussion, but in
the summary section 7.5 both values will be presented.

Figure 7.1: EELS absorption spectrum and XA FWHM and energy center distribution
of monolayer WS2 in various configurations. (a) EELS absorption spectra are measured
by STEM-EELS on different substrates at 110 K. EELS spectra are from WS2 monolayers
of hBN encapsulated (red), hBN supported (purple), freestanding exfoliated (green),
freestanding CVD-grown (yellow), slow-scan Si3N4 supported (cyan), fast-scan Si3N4
supported (blue), slow-scan Si3N4/hBN encapsulated (black) and fast-scan Si3N4/hBN
encapsulated (brown) cases, respectively. Each spectrum is normalized with respect to
its XA intensity after ZLP alignment and tail subtraction. All spectra are smoothed by a
Savitzky-Golay filter of polynomial order 3. (b) Statistic plot of XA energy center and
linewidth, which are extracted from the Lorentzian fit of XA exciton peak. Fast-scan and
slow-scan of Si3N4 supported WS2 monolayer are ploted in the same color in (b). Only
the fast-scan data of Si3N4/hBN encapsulated WS2 monolayer can be fitted, because
slow-scan of that is too weak to fit with the strong background of hBN.

As shown in Fig. 7.2, the use of hBN induces an obvious improvement in optical qual-
ity in comparison to both freestanding and Si3N4 supported monolayers, despite Si3N4
also being a wide-gap dielectric material. For hBN encapsulated WS2 monolayer, the
sharpest XA mean absorption FWHM is observed. This is significantly less than the
mean linewidth for the hBN supported WS2 monolayer which exhibits comparable
monolayer TMDs roughness of h/L=0.002 (details for roughness measurement is de-
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scribed in section 5.4.1). The energy center variations of hBN/WS2/hBN is different
from the result in Fig. 7.1 is bacause the results obtained from three different areas on
the sample that they are mainly distributed on three concentrated values on the energy
center axis. Also, for the narrow XA spectra, I used the energy center as the most pre-
ferred parameter to restrict it to the extreme value point due to the accuracy of the fit.
This results in a narrow distribution of energy centers for individual regions examined
on the energy center axis as well.

Figure 7.2: Histograms of XA linewidths measured from different positions of WS2
monolayer on different substrates. Linewidth is extracted from the FWHM of the (a)
Lorentzian and (b) Gaussain fit of XA exciton peak. The mean FWHM and standard
deviation for each substrate is listed in the legend. Unfortunately, the excitons in slow-
scan EELS spectrum of Si3N4/hBN encapsulated WS2 monolayer is too weak to fit with
the strong background of hBN, so there is no histogram for XA in this configuration. The
data in this figure is the same set and fit as that shown in Fig. 7.1 (b).

There is no complementary emission data from CL spectrum is available in this chap-
ter because all samples except the hBN encapsulation did not exhibit measurable CL
signals. For freestanding/suspended monolayer TMDs, it likely has to do with the low
charge-carriers density produced by nanometer-sized electron beam on the thin sam-
ple, exciting insufficient electron-hole pairs in the thin material to produce detectable
CL. For the sample with Si3N4 involved, sufficient electrons and holes are generalized,
but the highest priority channel for de-excition is excitation non-radiative recombina-
tion through defects from the amorphous Si3N4. Consequently, these samples do not
exhibit a measureable CL signal, and the CL study of the hBN-encapsulated vdWHwill
be discussed in the next chapter.
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7.2 Surface/Interface cleanliness of TMDs

Firstly, the definition of interfaces and surfaces seems ambiguous. To specify, as these
terminologies are in terms of the TMDs monolayers, when it is exposed in vacuum, it
is called surface; when it is encapsulated or supported, the interior surface towards the
substrate named as interface. Some contaminants are generated on the surface of TMDs
during our sample preparation using tape exfoliation as well as material transfer with
PDMS/PC stamp [28]. It is known that in vdWH, interfaces between materials tend to
expel residues, which then coalesce into bubbles [94].

Contamination can alter the local dielectric function, such that the exciton peak cen-
ter would shift, resulting in inhomogeneous broadening from summation of differ-
ent spectra with different energy centers. Therefore, a monolayer that is only single-
side supported has an exposed surface and it has directly contacted with the PDMS/PC
stamp and chloroform. Thus the exposed surface contains inhomogeneously distributed
residue and adsorbates, which would explain the difference in XA mean FWHM be-
tween the hBN supported and encapsulated monolayers.

Secondly, the large spread in XA energy center of ± 30 meV or more for hBN supported
and Si3N4 supported (purple and blue in Fig. 7.1(b)) are also indicative of this hypoth-
esis. Another supporting evidence is that the hBN/Si3N4 encapsulated WS2 monolayer
has sharper linewidth (147 meV) than hBN supported WS2 (165 meV), since the encap-
sulated monolayer has better surface cleanliness than the supported monolayer. As for
the containments outside the vdWH, the disorder is well screened by the top or bottom
hBN flakes, thus having a minimal impact on the dielectric disorder.

Composition of the contaminants

The origin of these contaminants are the glue and tape residue components of different
scotch tapes used during sample preparation. Core-loss EELS and log-ratio thickness
measurements (introduced in section 3.4.3.4) of the regions using EELS scan can pro-
vide the the contamination composition and give an estimation of its thickness. The
thickness of contamination varies from a few to tens of nanometers, which affect the
dielectric function to different degrees.

The presence of carbon contaminants shows up in the thickness histograms as higher
thickness tails beyond the normal distribution, as highlighted by the purple arrow in Fig.
7.3(c). For encapsulated samples, the histogram of thickness is a normal distribution
(Fig. 7.4(c)). The thickness of the contamination can vary across the sample at the
nanoscale.
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Figure 7.3: Core-loss EELS map of bare TMDs: (a) HAADF image of freestanding
monolayer (ML) and bilayer (BL) TMD region. Visible contamination is marked by
dotted yellow circles; (b) thickness measurement using EELS by log-ratio method corre-
sponding to the region in (a) marked by the orange rectangle, the histogram is shown
in (c); (d) is the ADF image of the scanned region marked in (a); (e) and (f) are the
elemental maps of carbon and silicon. The EELS spectrum image was treated using PCA
to improve the fidelity of the elemental maps.

In short, an ideal clean sample not only possess a symmetric histogram of thickness, but
also should not have other common impurity elemental edges, such as Si-L2,3, C-K and
O-K in core-loss EELS.As shown in Fig. 7.4(f,g), theC-K signal intensity ismuchweaker
in the encapsulated samples, at the limit of EELS detection, indicating few nanometers
thick contamination exists at most. However, the freestanding monolayers shows C-K
signal with clear fine-structure indicating amorphous-structured carbon, as presented
in the comparison in Fig. 7.4(g).

One thing to note, in addition, is that the EELS measurements are summed through
the sample thickness. Therefore, it is not trivial to differentiate exactly which sur-
face/interface the contamination resides. The effect of an inhomogeenous contamina-
tion layer, indeed could change the local dielectric function. Thus, the exciton peak cen-
ter would shift and lead to inhomogeneous broadening from summing up of different
spectra with different energy centers. For sure, there is still some contamination even
in hBN encapsulation, but the amount contacted with TMDs is significantly less com-
pared to freestanding layers. This is because during the sample preparation, two flakes
are brought into contact only partially, starting at one of its edges stamp first at 120◦C.
Thereafter, the contact front advances under a small pressure of the PDMS/PC stamp,
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and the contact interface cross-section between the two flakes increases slowly. With the
force applied at high temperature during the process, most of the contamination would
be expelled outside the interior interface.

Figure 7.4: Core-loss EELS map of hBN encapsulated TMDs: (a) HAADF image of an
hBN/TMD/hBN heterostructure: no visible contamination in the sample is seen; (b)
thickness measurement by EELS log-ratio method, and (c) the corresponding histogram;
(d) is the ADF images of the scanned area and (e) is the carbon elemental map; (f) and
(g) are the spectra of Si-L2,3 and C-K in bare TMD and hBN/TMD/hBN encapsulation
sample; (a) was not acquired in the same region as (b-g), but it represents the general
case. The EELS spectrum image was treated using principal components analysis for
denoising to improve the fidelity of the elemental map.

Figure 7.5: Segregation of the impurities for hBN encapsulated TMDs. Thw brighter
region are the clusters of contamination at the interface of TMDs and hBN flake. The
image is taken at BF mode, so that the contamination is lighter atoms, such as C and Si.
Image courtesy of Jassem Baaboura.
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There is still some residuals which is not expelled outside interface after encapsulation.
This part of the residuals will be clustered together to form bubbles as shown in Fig. 7.5,
while other surrounding areas are quite clean. If the linewidth spreading in freestanding
WS2 (212meV) is attributed entirely to the contamination residues, then by comparing it
to the ideal linewidth (33 meV), it can be concluded that the effect of the contamination
at one side could change the energy center by approximately ± 100 meV.

In the following sections, the effect of different substrates will continually to be explored
in greater detail to gather more evidence concerning the benefits of hBN encapsulation
for TMD monolayers. In conclusion, a combination of factors play a role on the exciton
linewidth, while some more than others, as explained in later sections.

7.3 Charging effect of electron dose rate

The monolayer supported by Si3N4 is not flat, as discussed in the previous chapter,
which could be one of the explanations for its large XA FWHM (blue and cyan dots
in Fig. 7.2 ). However, if monolayer roughness was the only cause for the linewidth
broadening, one would expect to measure sharper XA absorption lines on the sample
which is covered by a additional hBN layer which has similarly the lowest monolayer
roughness (Fig. 5.6 data points in brown). A reduction is observed in Fig. 7.2(b) from
172 meV to 147 meV in FWHM (mean values of the histogram) when comparing the
same fast-scan rates. However, the linewidth in FWHM still is significantly larger than
observed in the hBN encapsulated sample.

7.3.1 Charging effect in the Si3N4-based TMD heterostructures

During the EELS experiments, it was observed that the measured FWHM of the XA ab-
sorption peak for WS2 across Si3N4 substrates depended on how the electron beamwas
scanned on the samples. The 15-nm thick Si3N4 layer used to support the WS2 mono-
layer is an amorphous insulator, which is known to be prone to charge accumulation.
The incident electrons are repelled by the accumulated charge (mainly electrons) on
the sample, and this would lead to a local shift of the exciton line and inhomogeneous
broadening, explaining the observations.

The important parameters here for the experiment are the scan speed (how long the
beam dwells at a specific pixel before moving to next pixel), spatial sampling (the dis-
tance between neighboring pixels), and total scanned area size. To test and control this
effect, spectra aremeasuredwith the same total acquisition times and total scanned area
size, while the electron beam was scanned at different rates and sampling step on the
monolayer TMDs.

Using acquisition settings typical to EELS spectrum imaging (slow-scan), a dwell time
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of the 100 ms time scale, with an approximately 1-nm wide beam and a sampling of the
order of 10 nm/pixel, the XA was systematically broader than fast-scan as presented in
Fig. 7.6(a-c) (green curves). In comparison to spectra acquired over identical regions
where the electron beamwas rastered at much faster speeds (sample dwell time of 1–16
µs/pixel for fast-scan) while keeping the exposure time constant, the linewidths can be
decreased by more than half (orange curves in Fig. 7.6(a-c)). The spectral evolution
due to these changes in scan parameters is summarized schematically in Fig. 7.6(d-f).

Figure 7.6: Charging effect of EELS measurement for WS2 on Si3N4: (a) slow-scan
versus fast-scan in hBN/WS2/Si3N4: spectral comparison between slow-scan (green
dotted line) and fast-scan (orange dotted line) acquisition. The pixel dwell times are
375 ms and 16 µs and the pixel sizes are 40×40 nm2 and 4×4 nm2, respectively. The
linewidth is given by the FWHM of a Lorenzian fit of XA and XB peaks are as labelled,
solid line is the sum of the fitted curves of the two excitations and the offset; (b) slow-
scan vs fast-scan (1µs on 2×2 nm2) in hBN/WS2/Si3N4: The linewidth of XA and XB

in fast-scan (1µs on 2× 2 nm2) is 148 meV and 398 meV. Linewidth of XA is wider than
long fast-scan (16µs on 4× 4 nm2), but sharper than slow-scan (375 ms on 40× 40 nm2

area); (c) slow-scan vs fast-scan (1µs on 2× 2 nm2) in WS2/Si3N4: The linewidth of XA

and XB are as labelled; (d) the scan patterns correspond to slow-scan mode: 100 ms
dwell time on a 40× 40 nm2 sized pixel, the most residual charges induced by the beam;
(e) the scan patterns correspond to large pixel scan patterns: µs dwell time on 4× 4 nm2

pixel, the least residual charges induced by fast beam. The linewidth is the closest to
intrinsic linewidth; (f) the scan patterns correspond to small pixel scan patterns: 1µs
dwell time on 2×2 nm2 pixel, less residual charges than slow-scan but more residual
charges than large pixel fast-scan.

Typical EELS spectrum imaging acquisition leads to long dwell times for the electron
beam, which allows the excess charges to be trapped (according to our interpretation)
in the Si3N4 substrate, represented by little purple dots in Fig. 7.6(d). The pink and red
cones represent the electron beam raster start and finish positions, respectively, while
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the shaded pink and red areas in the specimen plane represent areas scanned by the elec-
tron beam and current scan areas. One immediately sees in Fig. 7.6(e,f) that increasing
the scan speed and the sampling can distribute these trapped charges more homoge-
neously across a larger area, reducing their overall effect. 15-nm Si3N4-windowed TEM
grids are routinely used for EELS experiments of plasmonic materials, with their charg-
ing under the electron irradiation a known limitation, which leads to electron beam
displacement with respect to the sample (seen as spatial drift during data acquisition).
hBN, while also an insulator on the other hand, has been shown to be a valid alternative,
which does not possess this limitation [176].

However to quantify the dose-related effect without accounting for accumulated effects
on identical areas proved to be very difficult, as the charging effect were not reversible.
The difficulties come from how the trapped electrons can be discharged from the pre-
viously measured areas. Even though we controled of the beam current and dose rate,
there are still residual trapped electrons from the previous scan. Further, the severity of
this effect depends on the sample region are observed, probably due to different charge
recombination rates.

It impossible to perform quantitative measurements of the amount and rate for dose on
the linewidth, because it is difficult to control the charging effect systematically. There
isn’t anymeans to quantify the typical trapped charge lifetime in ourmicroscope system.
For an electron beamof 10 pA, the time delay between consecutive electrons is 16 ns. The
beam distribution statistics is Poissonian (not evenly distributed). In any case, because
of the lack of control on the effect itself, as described before, a quantitativemeasurement
of dose influence on the linewidth was not possible.

To be less affected by the residue charge in this sample, I utilised scanning parameters
denoted as fast-scan mode in section 3.5, in which the sampling is 4 nm/pixel and the
scan speed 16 µs/pixel. At the same time, with the beam scanning, EELS spectra were
acquired using the same detector accumulation time of 100 ms/spectrum as in the slow-
scanmode. The XA linewidthwith the slow-scan scheme is 286meV. The faster scan rate
produces sharper XA linewidth (104 meV). This is reproduced in different areas of the
same sample, albeit with small changes in spatial sampling, showing similar behavior
in Fig. 7.6(a,b).

To check if the residual XA absorption broadening was due to the remaining roughness
of theWS2 monolayer on Si3N4, a part of this samplewas coveredwith 50-nm thick hBN
in Fig. 7.2. Indeed, roughness is reduced by the presence of hBN, as described in the
previous chapter (Fig 5.4(c,d)). In these regions, the initial XA FWHM for slow-scan ac-
quisitions is narrower than in the regions only supported on Si3N4. Electron diffraction
rules out a difference in roughness, but residual effects due to charge trapping accumu-
lated between measurements over the same area without discharging, despite modify-
ing the scanning parameters, appears to still increase the linewidth.
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7.3.2 No charging effect in freestanding and hBN encapsulated
WSe2

Aside from theWS2 monolayer samples supported on Si3N4 with or without additional
hBN encapsulation, other sampleswere not sensitive to the scanmode in theWS2 vdWH
comparison series. In Fig. 7.7, both fast-scan and slow-scan are performed on freestand-
ing WSe2 and hBN/WSe2/hBN, and their linewidths are the same irrespective of scan
mode. The comparisons are conducted on areas that had never been scanned separately.
Because the strain and contaminant disorders of the freestanding TMDs are greater than
those of the encapsulated, there is a deviation in the energy centers of the different re-
gions as shown in Fig. 7.7. Even so, the test results for both structures are not insensitive
to the scanning mode.

Figure 7.7: Spectrum comparison between fast-scan (orange) and slow-scan (green):
(a) hBN encapsulated WSe2; (b) freestanding WSe2. The intensity is normalized with
respected its XA intensity maxima.

7.3.3 Other attributes affected by charge disorder

In this section, the effect of different scan rates on the XA linewidth of a WS2 monolayer
supported by Si3N4 are discussed. Interestingly, the same charging effect is not observed
on hBN supported or encapsulated monolayers, despite the fact that both materials are
insulators and hBN has a larger band gap than Si3N4. Other factors such as the low
intrinsic disorder of crystalline hBN, i.e. low density of atomic defects, makes it a better
candidate to counteract against surface charge effects to TMDs. Amorphous Si3N4 on
the other hand can exhibit extrinsic charge disorder similarly to SiO2 substrates, depend-
ing on its defect density and impurities, including hosting trapped charges and surface
adsorbates [7, 8]. The experiments conducted here is in a monochromated electron
microscope with current of between 1-20 pA. Experiments were attempted to control
reversibly the observed charge trapping. However, the magnitude of the broadening
produced at fixed currents varied at different sample positions. The underlying reasons
for these changes were not identified, so a quantitative assessment of charge trapping
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was not possible.

This charge disorders induced inhomogeneous broadening is not only limited to EELS
spectra, but is also applicable to optical measurements. In the light probe lumines-
cence, the hBN encapsulated TMDs also shows a much sharp and strong peak than
TMDs/SiO2, as shown in Fig. 7.8. The PL linewidth can also be explained by the nega-
tive factors which were observed in the EELS linewidth as discussed in this section: i)
hBN-encapsulation reduce the charge disorder by spatially separating the MoSe2 from
the charged SiO2 surface; ii) passivation of the SiO2 surface led to a reduction in sub-
strate charge traps and static charges.

Figure 7.8: PL spectra of MoSe2 monolayer at 4 K on different substrates: (a) on a SiO2
substrate; (b) hBN encapsulated on SiO2 substrate; (c) on a passivated SiO2 substrate;
(d) hBN encapsulated on a passivated SiO2 substrate. The sharpest linewidth 2 meV is
obtained from hBN/MoSe2/hBN on cleaned SiO2 surface with self-assembled monolayer
(SAM) coating. Reproduced from ref. [50].

Besides, the charge disorders can also influence the carrier mobility of TMDs. A neces-
sary step in device developments to achieve the current state-of-the-art optical proper-
ties was the production of field-effect transistor devices no longer on top of bare SiO2
surfaces that suffer from charge impurities [177, 178], but encapsulated in hexagonal
boron nitride (hBN) for its high-quality and atomically-flat surfaces with low trap den-
sity. Recently, extensive research has shown that the use of two-dimensional (2D) tran-
sition metal dichalcogenides in semiconductor devices may help overcome silicon com-
plementary metal-oxide-semiconductor (CMOS) scaling limitations [179, 180]. In fact,
SiNx (with a dielectric constant ϵ = 7.5) and silicon oxide (ϵ = 3.9) are always be used
as gate dielectric materials for TMDs-based metal–insulator–semiconductor field-effect
transistors (MIS-FETs). But the charged defects at the contact between the channel
TMDs and substrate (SiNx or SiO2) contact, as well as charge traps in the substrate,
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can reduce FET electrical performance [181]. Experiment have shown that hBN encap-
sulated TMDs have bettermobility than that on SiO2 substrate [15, 9], so that hBN as the
most common 2D insulator has been widely considered to be the most promising gate
insulator in 2D material-based transistors [182, 183]. Ref. [184] has established that the
trapped charge density is reduced to 1.9 × 1011cm−2 on hBN substate as compared to
1.1× 1012cm−2 on SiO2. However, one of the main obstacles concerned defect-free hBN
as 2D gate insulators is that it caused excessive leakage currents than HfO2 and CaF2
[185]. It is therefore believed that an intensive search for suitable gate insulators and
gate insulator stacks is required in order to deliver the performance boost expected by
next-generation ultrascaled CMOS logic.

7.4 Effect of electron beam damage

A final linewidth broadening mechanism that was identified is irradiation damage on
bare TMD monolayers including: i) Si3N4 supported under slow-scan and fast-scan
mode at LN2; ii) suspended monolayer TMDs at RT. However, no significant optical
quality degradation occurs in the presence of hBN under the fast-scan mode. The struc-
ture of hBN/TMD/hBNdoes not suffer from any degradation of the optical quality even
at slow-scan mode with exposure in the scale of 100 ms/nm2 at LN2. In fact, for the
TMDs encapsulated between two hBN flakes, the optical properties of the exciton do
not degrade even if repeatedly scan the same area, as evidenced by the constant XA

EELS linewidth and no decrease in the intensity of the CL emission [28].

7.4.1 Elastic and inelastic damage in TMDs

Electron beam-induced damage in the case of 60 keV and higher kinetic energy electrons
are known to induce damage in TMD samples either through elastic or inelastic scatter-
ing. The first mechanism, known as knock-on [186, 187, 188], leads to the removal of
atoms. It is more effective at higher kinetic energies [186] and should present a cutoff
at lower energies, below which knock-on should not be possible, as not enough energy
would be available to eject the atom. However, due to the thermal motion of atoms
[187, 188], knock-on damage can still occur below this threshold. Electronic excitations
can also induce below threshold atom removal [189].

The cutoff is proportional to the atomic mass, as the maximum energy transferred dur-
ing elastic scattering decreases as the ratio between the mass of the electron and the
target atom increases [186]. For this reason, knock-on of heavy transition metal atoms
(compared to carbon, whose cutoff is 86 keV [190]) should be an ineffective damage
mechanism, as inWS2 andWSe2. However, the pre-existence of defects can decrease the
energy necessary for knock-on, allowing atom removal from edges or voids [191]. In-
elastic scattering leads to the material modification through high energy transfer, which
can lead to bond breaking and atomic motion. The cross-section for these events in-
crease at lower kinetic energies for the incident electron beam [186] and is thus an ef-
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fective mechanism for beam damage in TMDs. Typically for TMDs, it has been found
that a good compromise for electronmicroscopy and spectroscopy experiments is to use
electron beams with kinetic energy between 60 and 100 keV [28, 29]. Thus, I chose to
measure TMDs all at 60 keV, which also minimizes damage on the hBN layers.

7.4.2 Beam damage on Si3N4 supported monolayers

In the experiments here and reported by others [28], in addition to the sharp linewidth
of the XA in hBN encapsulated structure, it was also seen that beam damage is signifi-
cantly reduced, allowing even the imaging and spectroscopy of stable monolayer edges
[28]. However, this is not true for all substrates. In the Si3N4 supported monolayers,
beam damage does occur. This appears as a linewidth broadening as a function of re-
peated irradiation, which is not reversible by subsequently leaving the measured area
unexposed to the electron beam for certain periods. This is in contrast to themechanism
described in the previous section 7.3, where trapped charges are recombined, leading to
reduction of the XA linewidth if the electron beam is moved away and then faster scan
acquisitions are performed.

Figure 7.9: Beam damage effect of EELS measurement for WS2 on Si3N4: (a) WS2 on
Si3N4: beam damage induces the broadening of WS2 excitons under EELS slow-scan
with pixel size 21×21 nm2 at 150 ms exposure time; (b) 2×2 µm2 area fast-scan with
pixel size 2×2 nm2 for WS2/Si3N4, the area is scanned under the sample dwell time
of 1, 4, 16, 64 µs and then back to 1 µs and its exciton peak broadening is because of
charging and beam damage; (c) 2×2 µm2 area fast-scan with pixel size 2×2 nm2 for
hBN/WS2/Si3N4, the area is scanned under the sample dwell time of 1, 16, 64 µs and
then back to 1 µs. There is no significant exciton peak broadening after several scans.

EELS spectra for the same region ofWS2 supported on Si3N4 acquired in series show an
increase in the XA linewidth as shown in Fig. 7.9(a). These spectra are averaged from
70× 44 pixel EELS datacube with pixel size of 21×21 nm2 and exposure time of 150 ms.
The effect of the first scanwas induced damage and increase the linewidth from 167meV
to 200 meV. One could argue that this was due to charge trapped in the Si3N4. However,
this broadening is not recovered by subsequently discharging by leaving the area unex-
posed to the electron beam. Another test for this hypothesis is the sequential acquisition
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of spectra in a fast-scan mode, with different scan rates. If the induced broadening is
reversible, this would indicate that it was due to charging and not permanent crystal
damage. This was not the case for the WS2 monolayer on Si3N4. A sequence of acquisi-
tions with fixed scan area and pixel size (2× 2 nm2) with sample dwell time in the order
of 1, 4, 16, 64 and 1µs show an increasingly broader XA absorption peak (from 151 to 184
meV as shown Fig. 7.9(b)), which is not reduced during the last fast-scan acquisition.
The irreversible XA linewidth increase is not observed for the sample encapsulated in
hBN/Si3N4as shown in Fig. 7.9(c).

7.4.3 No optical degradation at LN2 in freestanding and hBN en-
capsulated TMDs

In contrast to the Si3N4 substrate, neither the freestanding nor the hBN-encapsulated
TMD samples experienced any degradation in optical properties during the EELS mea-
surement, as evidenced by the fact that even after multiple scans of the same region, the
exciton spectra (including linewidths) did not change. In fact, the fast-scan mode does
not appear to damage the suspended monolayer TMDs at all at LN2. Therefor, it is nec-
essary to investigate in greater detail why TMD monolayers supported by amorphous
Si3N4 at LN2 suffer significant damaging, for example whether it is directly related to
the charging effect.

Figure 7.10: Fast-scan EELS spectra of suspended WS2: (a) XA linewidth does not vary
with sequence of spectral fast-scans on suspended WS2; the histogram of (b) linewidth
and (c) energy center, which are extracted from the Lorentzian fit of XA exciton peak.

As shown in Fig. 7.10, I have tested 1000 spectra on a 250×250 nm2 freestanding WS2
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region, but the linewidth of the XA exciton does not change as the number of scans
is superimposed. This indicates that the linewidth broadening of WS2/Si3N4 in Fig.
7.9 (a,b) is caused by electron beam radiation damage on Si3N4 rather than WS2. The
damaged Si3N4 substrate has more defects trapping charge, which leads to the more
inhomogeneous broadening caused by charge disorder on damaged Si3N4.

A noticeable feature in Fig. 7.11 (b) is that the XA exciton energy centers are different
from each other for the three time scans on the same area for freestanding WSe2 unlike
hBN/WSe2/hBN. Due to the electron beam scanning, contaminants redistribution was
conducted (Fig. 7.11 (c)) and it resulted in mainly a change in the energy center rather
than variations in the linewidth. The largest energy center shift occurred at the slow-
scan, this because the large dose rate induced the most local contaminant accumulation.
When the TMDs are protected between two hBN flakes as shown in 7.11 (a), neither the
energy center nor the linewidth of XA changes with increasing number of scans. This is
beneficial to the stability and reliability for the test results of optical properties of TMDs.

Figure 7.11: EELS measurment for WSe2 and hBN/WSe2/hBN at 110 K: the electron
beam is scanned on the same region by fast-mode, then slow-mode, and finally fast-mode.
The spectrum is measured on a (a) 80 × 80 nm2 hBN/WSe2/hBN region and (b) 120 ×
120 nm2 freestanding WSe2 region with a sampling 2 × 2nm2. All spectra is normalized
by its XA intensity maxima. (c) An atom-resolved HAADF images of freestanding TMD
monolayer (WS2) inside UltraSTEM Nion microscope at 60 keV. The bright region is
mainly caused by carbon contaminants, so that the contrast is different from the clean
freestanding TMD regions.

The reason why electron microscopists prefer slow-scan is that this provides point-to-
point spatial resolution and good signal-to-noise ratio, whereas fast-scan sacrifice some
spatial resolution to get an average signal that is summed over the full scanned region
(10-102 nm2), which can decrease the sample damage and induce less charging effect.
Therefore, when testing the EELS of materials, one can chooses the scan mode to their
own requirements.
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7.4.4 Optical degradation at room temperature of freestanding
TMDs

The optical properties of freestanding TMDs exposed by electron beam at room temper-
ature are severely degraded. When the sample is lowered to LN2, the exciton signal in
these regions is weak and the linewidth is wide. As shown in Fig. 7.12, EELS test is
performed on the sample at room temperature (pink curves) with 300 ms dwell time
and 4 × 4 nm2 sampling. Then performed experiment on these areas for scanning nan-
odiffraction, and followed by EELS measurement at LN2, the spectra is shown as grey
curve in Fig. 7.12(a).

It is believed that this degradation of optical properties is caused primarily by carbon
contamination, which is manifested by a large amount of carbon aggregation in the
scanned area as shown in Fig. 7.12(d). The experiment with the highest dose expo-
sure per area was nanodiffraction. The scanned area of nanodiffraction at RT is fully
carbon covered, as indicated by its ADF image in Fig. B.1.

Figure 7.12: Beam damage of freestanding WSe2 at RT: (a) is the comparison of first and
second scan EELS spectra on suspended WSe2 at RT and LN2, respectively; the histogram
of (b) linewidth and (c) energy center, which are extracted from the Lorentzian fit of XA

exciton peak. The exciton linewidth obtained from the damaged sample remained even
largely broadened at LN2 temperature, subsequently; (d) the ADF image shows a bright
contrast boxes at the scanned areas due to carbon contamination caused by the electron
beam scan on top of the sample at RT.

In order to present more clearly the linewidth variation due to electron beam damage,
a Lorentzian fit was performed for all XA, and the resulting statistical histogram Fig.
7.12(b) shows that the exciton linewidth of the second EELS scan at LN2 is significantly
higher at around 750 meV than that of the first scan 270 meV at RT and also other no-
damaged areas as spectrum shown in Fig 7.11(b). Since the EELS signal is weak in
suspended TMDs and increasing the exposure time would cause more damage for next
measurement, the data here are treated by PCA for fitting to reduce noise and binned
four pixel into one.
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In this section, we can gain the summary that freestanding and hBN encapsulated TMDs
measured at low temperature can effectively avoid the exciton linewidth spreading. To
date, several studies have investigated the hBN encapsulation allowed the TMDs-based
devices can functioning under severe environmental conditions. In ref. [192], it reports
that the hBN encapsulated graphite/WSe2 photodetectors can endure temperatures up
to 700 ◦C in air (1000 ◦C in vacuum). Similarly, ref. [193] found that graphene-based
devices are capable of performing in an extended temperature range up to 500 ◦C with-
out noticeable thermally induced degradation when encapsulated by hBN. In terms of
the photoluminescence, hBN encapsulated WS2 still showed strong PL emission to 600
◦C under N2 flow [194].

7.5 Discussion of dominant effects on linewidth

In the previous sections how various effects influence the EELS linewidth of WS2 ex-
citons in different substrate configurations are described. By comparing the dominant
effect from each substrate and the resulting linewidths (Table 7.1) a qualitative classi-
fication of the importance of TMD roughness can be reached as follows TMD surface
cleanliness, and substrate charge trapping on linewidth broadening. The comparable
roughness (corrugation amplitude, h, as a function of corrugation period, L) for hBN
encapsulated, hBN supported and hBN/Si3N4 encapsulated WS2 shows that the mono-
layer flatness is not the prevailing factor among those considered here on linewidth. For
instance, the flatter hBN supportedWS2 shows linewidths (165meV) comparable to that
of the rougher Si3N4 supported WS2 configurations (172 meV).

Table 7.1: Summary of XA linewidths of WS2 monolayers in different configurations.

Configuration Surface cleanliness
Trapped
charges Roughness

Linewidth
(Lorentizan)

Linewidth
(Gaussian)

hBN/WS2/hBN both sides clean few 0.002 × L 33 ± 8 meV 41 ± 32 meV

Si3N4/WS2/hBN both sides clean many 0.002 × L
147 ± 17 meV

(fast scan)
121 ± 23 meV

(fast scan)

WS2/hBN
one side clean,
one side dirty few 0.002 × L 165 ± 30 meV 153 ± 37 meV

WS2/Si3N4
one side clean,
one side dirty many 0.02 × L

172 ± 25 meV
(fast scan)

260 ± 19 meV
(slow scan)

173 ± 22 meV
(fast scan)

252 ± 19 meV
(slow scan)

Exfoliated WS2
(freestanding) both sides dirty some 0.01 × L 212 ± 11 meV 204 ± 10 meV

CVD-grown WS2
(freestanding) both sides dirty some 0.01 × L 289 ± 11 meV 303 ± 15 meV

In fact, both surface cleanliness and charge disorder have substantial influence on the
linewidth of TMD excitons. Only when the TMD is fully protected against surface
charge disorder, presence of adsorbates and randomly distributed residue (due to clean
interfaces) between two hBN flakes can the narrowest linewidth of 33 meV. The sharp
linewidth in EELS is reproducible across repeated measurements of the same sample
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area, different regions on sample areas, as well as different samples. The narrow EELS
exciton peaks in other TMDs monolayers following hBN encapsulation, like MoSe2 and
WSe2 is also observed. As shown in Fig. 7.13, the XA linewidth of MoSe2, WS2 and
WSe2 in the hBN encapsulation structure are 20 meV, 35 meV and 41 meV, while 130
meV, 191 meV and 235 meV for suspended TMD monolayers. For XB, the linewidth of
hBN encapsulation is also much sharper than that of the freestandingmonolayer TMDs.
Also, there is no variation in the linewidth of the excitons for either fast-scan or slow-
scan in hBN encapsulation, which can further support that the high quality hBN used
is defect-free and therefore insensitive to residual charge from the electron beam.

Figure 7.13: EELS spectrum of freestanding and hBN encapsulated TMD monolayers:
(a) hBN/MoSe2/hBN (red) and freestanding MoSe2 (blue); (b) hBN/WS2/hBN (red) and
freestanding WS2 (blue); (c) hBN/WSe2/hBN (red) and freestanding WSe2 (blue). The
energy shift of XA in (a-c) is due to the screening effect of hBN.

The linewidth broadening in the case of hBN supported WS2 (165 meV) can be at-
tributed mostly to the lack of cleanliness from its remaining exposed surface.For mono-
layer with comparable surface residue (WS2 on Si3N4), charge trapping on the substrate
can significantly increase the linewidth, leading to its linewidth being sensitive to elec-
tron beam scanning modes. The effect of the trapped charge on the linewidth is most
obvious in the slow-scan mode because it is difficult to discharge at large electron doses.
This leads to the local conductivity and dielectric variations and thus inhomogeneous
linewidth broadening. In fact, any parameter modifying the energy position of the ab-
sorption peakwill lead to linewidth broadening. For example, one can also cite dielectric
disorder, strain, and proximity to extended defect voids or edges present in the mono-
layer as possible sources.

The charging effect is less pronounced under fast-scan, where linewidth reduced from
260 meV (slow-scan) to 172 meV (fast-scan). In the case where the charge effect is not
obvious like fast-scan inWS2 on Si3N4, its linewidth is similar to the linewidth ofWS2 on
hBN, since they both have one clean interface and the other exposed. With an addition
of a top-layer hBN, the linewidth is reduced to 147 meV, because both surfaces of WS2
are now cleaner. However, the linewidth is still not as narrow as hBN encapsulated
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WS2, because residual charges is inevitable from the amorphous Si3N4 even in the case
of fast-scan.

The exciton linewidth of WS2 on Si3N4 (260 meV) under slow-scan mode is larger than
freestanding exfoliatedWS2 (212 meV). This comparison should be taken cautiously, as
too much surface residue coupled to high roughness (compared to freestanding CVD-
grown WS2) can lead to broader absorption lines (289 meV), although WS2 monolayer
corrugates more dramatically on Si3N4 than freestanding. With these comparisons we
conclude that the increasing order of importance of these effect is: monolayer rough-
ness, followed by monolayer cleanliness and substrate charge inhomogeneity. It should
be noted that the latter two can be correlated, and not so straight-forwardly ranked in
relation to the other in all situations.

Although I tried to relate the strain distribution map (Fig. B.1) to the exciton linewidth
distribution map to observe the strain-induced change in the central energy or the exci-
ton linewidth. As ref. [195] points out, 0.1% strain casues 6meV energy center shift of
XA in monolayer WS2. However, we did not find the correlation between strain distribu-
tion maps on the nanoscale in correspondence with EELS. In addition, there are many
kinds of strain in materials including uni-axial strain, bi-axial strain and shear. Under
current testing conditions inside ChromaTEM, it is difficult to control a single strain vari-
able to study its effect on the absorption spectrum. However, by comparing Fig. 5.12
and Fig. 5.11, it can be seen that the strain is significantly smaller in the presence of hBN,
which is one of the reasons for its narrower EELS linewidth.

7.6 Conclusion

In this chapter, the role of different substrates on the EELS absorption linewidths of
WS2 monolayers are explored. Four main possible broadening factors are identified: i)
monolayer roughness, ii) surface cleanliness, iii) charge trapping in substrates, and iv)
electron beam-induced damage. The first three have been considered and discussed
in the past for optical spectroscopies extensively [17, 101, 50, 196]. The experiments
described here give indications that these three effects on TMD absorption linewidth
broadening are also applicable in electron spectroscopy, and can be ranked by decreas-
ing order of dominance of substrate charge disorder, followed by surface cleanliness,
then monolayer roughness. These findings conclude that hBN remains, so far, the most
suitable substrate for both optical and electron spectroscopies with TMD monolayers
and atomically thin layers for multiple reasons, as outlined below:

• Surface cleanliness is crucial: encapsulationwith hBNon both surfaces is required
to confine the surface residue into localized patches, as widely known in the 2D
materials community. Moreover, monolayer flatness is influential to reducing XA

linewidth, as shown by our comparison of hBN supported, hBN encapsulated,
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and Si3N4/hBN encapsulated WS2 monolayer.

• Flatness and cleanliness are clearly not enough as WS2 monolayer encapsulated
in Si3N4/hBN is flat and sufficiently clean but still has a significantly broader XA

absorption linewidth than hBN encapsulated WS2 monolayer.

• Charge trapping on substrates also plays a key role, as exemplified by the exper-
iments on Si3N4. Trapping of charges in hBN seems to be ineffective, indicating
why it is such a good substrate for 2D materials.

• Finally, electron beam-induced damage also plays a considerable role for electron
spectroscopy of 2D materials, intrinsically hindered by the use of a high-energy
electron beam, but this detriment could be minimized with ultra high vacuum of
3e−9 torr and cooling of the sample to LN2. Carbon-contamination is harmful to
the optical properties of the sample, and this damage is more pronounced at high
temperatures. It implies that the optimal test conditions for TMDs vdWHs are at
low temperatures in vacuum, and under this condition it allows repeated EELS
on the same sample without optical properties degradation.

It needs to be emphasised that these effects are not intrinsic to electron spectroscopy,
and broadly applicable in a similar manner for optical spectroscopies. The combination
of these four characteristics explains the large linewidths observed in EELS experiments
in the past [29, 38, 42, 40, 41, 37, 43]. The experiments described here indicate a viable
path for electron spectroscopy experiments with comparable energy resolution to opti-
cal measurements in the available temperature and energy ranges.

In conclusion, the reasons why hBN is such an ideal candidate for support-
ing/encapsulating TMDs is that it not only provides clean surfaces of TMDmonolayers
and minimal charge disorder, but can also protect the TMDs from irradiation damage
and strain disorder. This work provides a better understanding of the mechanisms by
which hBN remains, to date, the most compatible material for 2D material encapsula-
tion, facilitating the realization of intrinsic material properties to their full potential.





Chapter 8

Exciton in monolayer TMDs engi-
neered by graphene/graphite

The integration of TMDs with other 2D materials of specific properties in the form of
van der Waals heterostructures demonstrates unique light-matter interactions, and can
be tailored to further obtain novel functionalities. In addition to sharp exciton linewidth
[197], some remarkable advances on manipulating the optical properties of TMDs have
been achieved so far through alloying [198, 199], chemical [47, 200] and electrical [201,
202] doping, and applied strain [203, 204, 205]. On top of that, interlayer coupling plays
a determinant role in the performance of such vdWH, including charge transfer [206,
207, 208] and Förster-type energy transfer [64], across the interface when the excitons
are excited in the TMD layer.

As explored in the previos chapter, TMDs encapsulated between two hBN flakes can
preserve its best intrinsic properties resulting in neutral exciton linewidth approaching
the radiative limit, and the neutral exciton linewidth measured by EELS is around 30
meV at 110 K (Fig. 7.13). Aside from hBN, which provides an ideal environment for
TMDs, graphite, as a member of the 2D material family, is also capable of meeting all
the essentially conditions, reducing roughness, uniform charge distribution, improving
strain disorders, and providing clean surfaces/interfaces, protection TMD monolayer
from radiation damage [209].

To continue my study on the substrate influence on the exciton, graphite as another
viable substrate material that also satisfies the criteria of atomic flatness, low defect den-
sity, few charge disorders and effective sample protection is investigated in this chapter.
Specifically, the effects of graphite (Gr) and graphene (gr) on the absorption and emis-
sion spectra of TMDs exciton in various encapsulated vdWHs are investigated. Overall,
graphite can play an important role in addressing the exciton engineering as a result of
interlayer coupling and interaction between graphite and TMDs in these vdWH.

First of all, section 8.1 reports the observation of Fano-like absorption lineshape in
graphite-based TMDs vdWH for the first time, and this asymmetric lineshape is due
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to the electronmagnetic coupling between TMDs and graphite. In addition, a model
was established for interpreter the asymmetric excitonic lineshape though the complex
dielectric functions of the vdWH in section 8.2, including the derivation of the model
based on retardation in section 8.2.2 and non-retardation approximation in section 8.2.3.

. In addition, the EELS/CL spectra of hBN encapsulated WSe2/graphene are presented
in section 8.3, including a description of the logic behind this structure design (section
8.3.1), the single neutral exciton CL emission (section 8.3.2), and the exciton binding
energy modified by graphene monolayer (section 8.3.3).

8.1 Fano-like asymmetric excitonic absorption line-
shape

The modification of the optical extinction response of TMD monolayers in contact with
graphene and thin (<10 nm) graphite layers is reported in this section. Optical extinc-
tion and electron energy-loss spectroscopy (EELS) spectra show asymmetric lineshapes,
similar to Fano profiles at the energies expected of excitonic transitions in the TMD
monolayers.

Figure 8.1: Absorption spectra comparison between hBN and graphite encapsulated
TMDs: (a) EELS and optical extinction spectrum of graphite encapsulated monolayer
WS2 shows Fano-like asymetric lineshape for both XA and XB; (b) EELS and optical
extinction spectrum of hBN encapsulated WSe2 correspond to symmetric Lorentzian
lineshape for both XA and XB. The background of EELS spectrum for hBN encapsulated
WSe2 is removed by power-law. The measurements were conducted on different samples
so that not only the different samples but also different temperatures resulted in the
different energy centers and line widths of XA and XB between optical absorption and
EELS measurement.

As shown in Fig. 8.1, the hBN encapsulated TMDs have different Fano-like asymet-
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ric lineshape from the symmetric graphite encapsulated TMDs. It is apparent in
the figure that the observation of asymmetric Fano-like lineshape is not limited to
methods, as it can be measured by both EELS and optical extinction spectra. The
graphite/WS2/graphite or hBN/WSe2/hBN heterostructure supported on a sapphire
substrate shows similar excitonic features at the XA and XB exciton energies in the opti-
cal extinction spectra (orange lines) measured at 5 K as EELS (purple lines) at 110 K as
indicated in Fig. 8.1.

Figure 8.2: EELS spectra comparison between hBN and graphite encapsulated TMDs:
electron energy-loss spectra comparison between hBn encapsulated TMDs and graphite
encapsulated TMDs for monolayer (a) WSe2 and (b) MoSe2 at 110 K. hBN encapsulated
TMDs have different asymmetric lineshape (red lines) from the symmetric graphite
encapsulated TMDs (black lines). For hBN encapsulated TMDs, the background of the
EELS spectrum is removed by a power-law, but not for graphite encapsulated TMDs.
The exciton energy center shifts is due to the different screening from different thickness
and dielectric of graphite and hBN.

The production of this asymmetric lineshape is due to the coupling between the TMDs
and graphite so that it is supposed to be observed in all similar vdWH. In order to ver-
ify this, TMD species other than WS2, WSe2 and MoSe2 encapsulated within graphite
vdWH are produced and EELS measurements are performed on them as shown in Fig.
8.2. Here is an EELS data process note: for graphite involved vdWH, the background
should not be subtracted, as the contribution of the graphite or ZLP tail to the back-
ground is ambiguous. Whereas for the hBN, it is transparent in the energy range below
its energy gap, so that the power-law can be applied to background extraction, thus the
treated spectra reveal the intrinsic optical response.

This section is organized as follows: in section 8.1.1, the optical response of various
vdWH under fast electron excitation is presented and compared. In addition to the
asymmetric line profiles, graphite encapsulated TMDs exhibit a similar linewidth as
those encapsulated in hBN, as discussed in section 8.1.2. Then, EELS experiments at
room temperature was performed to demonstrate the coupling between graphite and
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TMDs as the cause of this Fano-like absorption lineshape in section 8.1.3. Apart from
that, Fano-like line shapes were found to be correlated with graphite and TMD thick-
ness as presented in section 8.1.4. In the last section 8.1.5, the asymmetric line pattern
observed on Ni/hBN/MoSe2/hBN is a strong indication that this electromagnetic cou-
pling can extend beyond graphene to all metals.

8.1.1 EELS of TMDs encapsulated or supported by graphene or
hBN

The EELS spectra of the TMDmonolayers considered here (WS2, MoSe2, and WSe2) in
Fig. 8.3 contains a series of excitonic transitions [28, 35]. For TMD monolayers encap-
sulated in thin graphite, the lineshape is markedly different from those encapsulated
in hBN . At slightly redshifted energies as the excitonic transitions of the freestanding
TMD, most evident in the two lowest-energy excitons XA and XB in the insets, asymmet-
ric lineshapes are observed, characteristic of Fano profiles [58].

Figure 8.3: TMD monolayer spectra with graphite and/or hBN encapsulation: EELS
spectra of WS2 (a), MoSe2 (b), and WSe2 (c) monolayers in different configurations of
freestanding, supported or encapsulated with hBN and/or thin graphite measured at
T = 110 K. The configuration of each spectrum is color-coded by the arrows on the
sketches in the upper part of the panels. All spectra are normalized with respect to the
total intensity of the elastic (zero-loss) peak (ZLP).

It appears on top of the known continuous absorption of graphite, as shown in Fig.
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8.3(a) by grey EELS spectrum for the bare and thin graphite. The exciton redshifts
in graphite/TMD/graphite and hBN/TMD/hBN to the freestanding TMD monolayers
arise from the dielectric screening, inwhich few layered graphene can tune the electronic
gap and exciton binding energy as reported in ref. [63].

For those heterostructures with the TMDmonolayers in contact with nm-thick graphite,
no cathodoluminescence emission was observed, contrary to structures madewith hBN
encapsulation [28, 48]. This is because hBN is a high-gap band insulator, while graphite
is a conductor. For the graphite encapsulation structure, electrons excited in graphite
mainly go through non-radiative recombination without generating a large number of
electron-hole pairs that can diffuse into the TMDs, and therefore no CL signal is mea-
sured so far in such structure. Recently, it was reported in literature TMDs monolayers
contact with mono- or bi- layer graphene can produce quenched PL signal compared to
TMDs monolayers [64, 18, 65], but this has not yet been observed in CL 1.

8.1.2 Exciton linewidth of TMDs inside encapsulated het-
erostructures

For the current samples, the evolution from suspended to hBN supported and encapsu-
lated monolayer behaves as reported in the previous chapter and ref. [17, 28, 35, 197]:
the∼100-150meV broad peak sharpens, attaining a Lorentzian lineshapewhen encapsu-
lated in hBN (Fig. 8.3(b-c)) with a full-width at half-maximum (FWHM) in the 20-40
meV range at 110 K. The similar linewidth in graphite encapsulated TMDs have simi-
lar value as hBN encapsulated indicates that energy dissipation and charge transfer to
from TMDs the graphite layers do not modify the total lifetime and dephasing time of
the exciton transitions (section 6.2.5).

From the perspective of inhomogeneous broadening, encapsulation between hBN
and/or graphite ensures reduced monolayer corrugation (Fig. A.6) and reduction of
adsorbates (Fig.7.4) on TMD surfaces. In Fig. A.6, when compared to the freestanding
WS2 monolayer, electron diffraction spots at high tilt-angle shows little to no broadening
in the graphite/WS2/graphite. This demonstrates that thin graphite materials has com-
parable capabilities to induce flatness in atomically-thin layers as hBN encapsulation
(Fig. 5.6).

Interestingly, the asymmetric Fano-type lineshape is only observable with encapsula-
tion. The asymmetric lineshape of the graphite supported TMDs in Fig. 8.3(a) is not
very obvious because of the inhomogeneous broadening caused by the impurities on
the remaining monolayer surface. One of the significant findings to emerge from this
study is that the sharp linewidth can be only preserved in encapsulation vdWH even
in graphite encapsulation. Therefore, encapsulation of TMDs is essential in order to

1Refer to section 8.3.2 for the WSe2/graphene CL emission inside hBN encapsulation.
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observe the fine asymmetric Fano-type lineshape features, regardless of whether it is
hBN/graphite or graphite/graphite encapsulation.

8.1.3 Confirmation of the coupling between TMDs and graphite

Room-temperature (RT) absorption measurement on the identical areas from
graphite/WS2/graphite vdWH from Fig. 8.3(a) continues to exhibit the asymmetric
Fano-like lineshape as presented in Fig. 8.4(b), albeit with significantly lower oscilla-
tor strength. A comparison of WS2/graphite and freestanding WS2 monolayer between
LN2 (110K) and RT (300K) also identifies the same decrease in EELS signal intensity,
in addition to the expected exciton linewidth broadening, shown in Fig. 8.4(c,d).

Fano-type resonance at the XA transition in MoSe2 monolayers with a negative asym-
metry parameter (dip at higher energy) has been previously reported by reflectance
contrast at T = 5 K [210]. The progressive transition towards a Lorentzian lineshape
and disappearance of the charged exciton (trion, X∗) peak with increasing temperature
suggested the unusual lineshape is caused by the interaction of the ground-state 1s X0

A
with the quasi-continuum of trion excited states. The binding energy of trions are of
the order of ∼35 meV for WS2, and therefore diminishes in oscillator strength at room
temperature [141].

Figure 8.4: An area including WS2, WS2/Gr, Gr/WS2/Gr are measured by EELS both
at RT and LN2: (a) ADF of the region with its partition on top; (b) EELS spectra of
Gr/WS2/Gr, the insert is background subtracted by power-law; (c) the spectra of WS2/Gr;
(d) the spectra of WS2 monolayers. In the case of RT, the spectra are measured on the
Princeston instrument KURO CMOS, while in the case of LN2, the spectra are measured
on the Merlin Medipix3.
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The persistence of the asymmetric lineshape at RT for the graphite/WS2/graphite het-
erostructure suggests the continuum of states that couple to the discrete excitonic states
does not originate from the trions. Also, if the asymmetric lineshape is arise from the
coupling between excited state trion and XA, there should be Fano-like exciton peaks
in hBN encapsulated TMD-based vdWH. It can therefore be unambiguously concluded
that the Fano-like absorption lineshape observed in this chapter is caused by the cou-
pling between the exciton resonance in TMDs and the continuous absorption back-
ground of graphite as illustrated later in section 8.2 with the theory of electromagnetic
coupling.

8.1.4 Effect of graphene and TMD thickness on the Fano-like
lineshape

It should also be noted that the electromagnetic coupling behavior applies to TMD layer
thicknesses beyond monolayers. Discrete excitonic transitions in few-layered TMDs
encapsulated in thin graphite also exhibit identical asymmetric lineshapes, as demon-
strated for the XA and XB excitons in the graphite/WS2/graphite heterostructure with
1-4 layers WS2 as shown in Fig. 8.5(a). The thickness of graphite is different between
1-2 and 3-4 layers, so the coupling strength is not comparable. The current study found
that asymmetric lineshapes do not significantly changewhen several layers of TMDs are
applied to the similarly thickness graphite.

Figure 8.5: EELS spectra of graphite/WS2/graphite as the thickness variation: (a)
EELS spectra of one to four layers of WS2 encapsulated within two graphite flakes are
presented. The graphite thickness differs among them, so the coupling strength cannot
be compared. One and two layers WS2 have the same graphite thickness around 8 nm,
and three and four layer WS2 have the same thickness graphite; (b) Monolayer WS2
coupling with different graphite thicknesses, from bottom to top: graphene (0.69 nm),
thin (6.1 nm), and thick (17.5 nm) graphite. The intensity is normalized in the same
manner for (b) as in Fig. 8.3.

As shown in Fig. 8.5(b), graphite thickness has a significant influence on this lineshape:
i) as graphite thickness increases, the intensity of the exciton absorption peak decreases;
ii) there is no significant difference in the exciton absorption linewidth when graphite
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thickness is changed; iii) as the graphite thickness increases, the asymmetric line shape
becomes increasingly evident, which suggests that the coupling strength increases (at
least for thicknesses between 0.69 nm and 17.5 nm).

8.1.5 TMDs coupling with other metal: nickel

The electromagnetic coupling in vdWH is not limited to graphite and TMDs, but can
be achieved by any metal that can provide a continuous absorption. In Fig. 8.6, EELS
absorption spectra of MoSe2 in proximity and seperated by a 5-nm hBN spacer from a
Ni thin film are shown, where an asymmetric line shape can clearly be seen. Due to the
fact that the thickness of the sample is much smaller than the wavelength of resonance,
the metal film and TMD do not necessarily have to be in contact with each other, and
coupling take place even outside the hBN.

Figure 8.6: The EELS spetrum comparision between Ni/hBN/MoSe2/hBN and
hBN/MoSe2/hBN.The configuration of each spectrum is color-coded by the arrows
on the sketches in the upper part of the panels. Sample from Antoine Reserbat-Plantey
et al. at ICFO-Institut de Ciencies Fotonique, Spain.

However, the Fano-like lineshape in hBN encapsulated TMDs on top of the amorphous
carbon support (holey carbon of the grid) were not observed. This is not what one ex-
pected and it is not consistent with the results obtained for the Ni/hBN/MoSe2/hBN. In
this case, there are three possible explanations: i) the thickness of hBN between amor-
phous carbon and TMDs is greater (20 nm) than that of Ni and MoSe2 (5 nm); ii) in
comparison to graphite and nickel, amorphous carbon is not as effective a conductor;
iii) the interface between hBN and amorphous carbon is not clean enough, so that the
coupling efficiency is low.
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8.2 Interpreting the origin of Fano-like lineshape
based on theory

There is a type of resonant scattering phenomenon known as Fano resonance, which
produces an asymmetric lineshape. It is the interference between a continuum and a
discrete energy level that produces the asymmetric lineshape. Ugo Fano established a
theoretical explanation of the scattering lineshape of electrons from helium caused by
inelastic scattering [58]. This general wave phenomenon can be observed inmany fields
of physics and engineering [62, 211, 212, 213, 214, 215, 216].

Actually, Fano resonances have been observed in TMD and graphene, separately in the
literature [60, 61, 210, 217]. For example, Fano-like resonance was reported in metal
nanostructures on TMD monolayer due to plasmon–exciton coupling [61]. Phonon-
exciton coupling in bilayer graphene has also been observed by means of electrical gat-
ing [217]. Since semiconductors and metals have discrete and continuous energy states,
their combination is a good candidate system for optical Fano-type resonances [61, 217].
Although, the optical properties of TMDs/graphene van der Waals heterostructures
(vdWH) possess all the elements to show Fano effects, this had not yet been explored.

As an explanation of this asymmetric lineshape response observed in vdWH consist-
ing of graphite and TMDs, an electromagnetic theory based on optical conductivity is
developed by F. Javier García de Abajo andAndrea Konečná, which can be applied to in-
terpret the optical absorption spectrumof TMDs in section 8.2.1. Then, the expression of
momentum-resolved (section 8.2.2) and analytical EELS probability (section 8.2.3) can
be deviated based on retardation and non-retardation approximation. On top of that,
the experimental data are fitted based on this model to retrieve the dielectric function of
the TMDs and graphite in section 8.2.4. A simple harmonic oscillator systems driven by
external forces provide a brief overview of the physics for such Fano resonance as pre-
sented in section 8.2.5. In the end, EELS absorption and the phase of optical conductivity
are presented in section 8.2.6.

8.2.1 Response of thin semiconductor/metal filmwith swift elec-
trons

In general, the TMD vdWH has a very thin thickness (≈ 30 nm) in comparison to their
optical resonance wavelength (≈ 700 nm), allowing one to treat their surface conductiv-
ity σ =

∑
j σj , as a zero-thickness film, with σj originating from each layer. Thus in this

subsection, we intend to calculate the EELS probability of a fast electron impinging on
a zero-thickness film lying on the z=0 plane. According to ref. [34], the electron acts on
the film with an external time-dependent electric field distribution given by:
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Eext(r, t) = 2Re
{∫

d2k∥
(2π)2

∫
dω
2π

eik∥·R−iωt E(k∥, z,ω)
}
, (8.1)

where

Eext(k∥, z,ω) =
4πie
v

k∥ − (ω/vγ2)ẑ

k2
∥ + (ω/vγ)2

eiωz/v , (8.2)

γ = 1/
√

1− v2/c2 is the Lorentz factor, and R = (x,y) is the in-plane coordinates. The
induced surface current can be written as jind(k∥, z,ω) = δ(z) jind(k∥,ω) ⊥ ẑ in k∥ − ω
space, and

jind(k∥,ω) = σ (k∥,ω)
[
Eext(k∥,0,ω) + Eind(k∥,0,ω)

]
, (8.3)

where Eind is the self-induced field acting on the film. According to the Maxwell equa-
tion [218], Eind can be expressed in terms of jind in free space as:

Eind(k∥, z,ω) =
2π
ωkz

eikz |z|
{

(k∥ + sign(z)kz ẑ)
[
k∥ · jind(k∥,ω)

]
− (ω/c)2 jind(k∥,ω)

}
, (8.4)

where kz =
√

(ω/v)2 − k2
∥ + i0+ and the square root is taken to yieldRe{kz} > 0. Combining

Eqs. (8.2-8.4) and assume the optical conductivity is isotropic in the directions parallel
to the film:

jind(k∥,ω) =
2ieω
vkz

k∥
k2
∥ + (ω/vγ)2

rp(k∥,ω) (8.5)

where

rp(k∥,ω) =
[
1 +

ω
2πkzσ (k∥,ω)

]−1

(8.6)

is the Fresnel reflection coefficient for p polarization. The EELS probability ΓEELS(ω),
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corresponding to an energy loss ℏω is then:

ΓEELS(ω) =
e

πℏω

∫
dz Re

{
e−iωz/v Eind

z (0,0, z,ω)
}

=
2e
ℏω2

∫
d2k∥
(2π)2 Re

{∫
dz eikz |z|−iωz/v sign(z) k∥ · jind(k∥,ω)

}
(8.7)

=
4e2

πℏv2

∫ ∞
0

k3
∥ dk∥[

k2
∥ + (ω/vγ)2

]2 Re
{

1
kz

rp(k∥,ω)
}
.

8.2.2 Retardation expression: momentum-resolved EELS proba-
bility

This expression has been used in the past to model the optical response of graphene
[219], which is extended to describe all 2D materials here. The model proposed here
includes only the interaction of the probe (fast electron) with the heterostructure com-
bined electromagnetic response and does not take into account possible electronic inter-
actions between the TMD monolayers with the substrate.

Figure 8.7: Simulated EELS spectra: (a) calculated EELS spectra of monolayer WS2 (b)
freestanding, (c) supported by graphite, (d) encapsulated between two graphite layers.
The spectra in (a) is the integral of k∥ (also called Q) in (b-d). The dielectric function of
WS2 and graphite are from ref. [220] and [221], respectively. Spectra courtesy of Andrea
Konec̆ná.
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This model can already capture all the spectral features observed indicating that the
electronic interaction between the layers is negligible in the energy range with the en-
ergy resolution probed. Similar electromagnetic coupling have been observed inside
Ge/Ag/TiO2/Ag optical films, that can transmit and reflect light of the samewavelength
within the visiable range [12].

The EELS absorption spectrum of freestanding WS2 has a Lorentzian shape at XA as
shown in Fig. 8.7(a), while that supported/encapsulated by graphene has an asymmet-
ric shape. The model indicates that the calculated/observed asymmetric profiles are
not due to the classical Fano effect, as described by Fano [58], where the absorption
lineshape of a discrete transition is modified by its coupling to a continuum of states.
Graphene and TMDs have different coupling strengths at different in-plane momentum
k∥ as shown in Fig. 8.7(c-d). It makes the fitting of such lineshape not possible using
either the general Fano formula or modified formula [222, 223], because the resulted
lineshapes are the superposition of many different couplings.

8.2.3 Analytical EELS probability expression based on non-
retardation approximation

An alternative expression for EELS possibility can be obtained by separating the k∥ in-
tegral into the (0, k) and (k,∞) regions, where k = ω/c, and additionally performing the
changes of variable q = kz in the former and q = −ikz in the latter. Inserting Eq. (8.6) into
Eq. (8.7), this leads to

ΓEELS(ω) =
4e2

πℏv2

[∫ k

0

(k2 − q2)dq(
q2 −ω2/v2

)2 Re
{

q

q − iq0

}

+
∫ ∞

0

(k2 + q2)dq(
q2 +ω2/v2

)2 Im
{

q0

q − q0

}]
, (8.8)

where q0 = iω/2πσ and we have Im{q0} > 0 from the physical condition Re{σ } > 0
(i.e., the system does not have optical gain). The integrals in this equation admit an-
alytical solutions, although quite involved, in the local-response approximation (i.e., if
σ (k∥,ω) ≡ σ (ω) is independent of k∥).

In addition, we expect the first integral in Eq. (8.8) to produce a minor contribution that
actually vanishes in the nonretarded limit and does not involve any surface mode (i.e.,
it is carried out within the light cone, where rp is divergenceless). The second integral
can be conveniently recast as the real part of
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q0

∫ ∞
0

dq (q+ q0) (k2 + q2)
[
q2 +ω2/v2

]−2
(q2 − q2

0)−1, (8.9)

which can in turn be calculated by changing the variable of integration to q2 in the terms
proportional to odd powers of q, while the remaining part can be expressed as half of
the

∫∞
−∞dq integral, which we evaluate through complex residues. We finally find

ΓEELS(ω) =
e2

ℏvω

[
I +

4
π

∫ β

0

(β2 − x2)dx(
x2 − 1

)2 Re
{ x
x − i/ϑ

}]
, (8.10)

where

I =
4
π

∫ ∞
0

(β2 + x2)dx(
1 + x2

)2 Im
{ 1
xϑ − 1

}

= Im

 ϑ(
1 +ϑ2

)2

[
ϑ(3− β2) +ϑ3(1 + β2) +

2
πγ2

(
1 +ϑ2

)
+

4
π

(
1 + β2ϑ2

)
(iπ+ lnϑ)

]
(8.11)

β = v/c, and ϑ = ω/vq0 = −2πiσ (ω)/v. Because Re{σ } > 0, we have that Im{ϑ} < 0, and
the imaginary part of lnϑ needs to be taken as the argument of ϑ in the (−π,0) branch.
By this analytical solution, the EELS probability is not momentum dependent.

8.2.4 Theoretical fit based on linear optical conductivity system

The response of the TMD heterostructure is modelled by frequency-dependent optical
conductivity σ (ω) here, which can be expressed as the sum of the conductivity of each
component of the heterostructure σ (ω) =

∑
j σj(ω), where each j−th layer forming the

heterostructures is so thin that the finite-thickness effects can be neglected. The optical
conductivity of each layer can be modelled as

σj(ω) =
ωtj
4π

[ϵj,2(ω) + i(1− ϵj,1(ω))], (8.12)

where tj is the thickness of j−th layer, and ϵj,1 and ϵj,2 are the real and imaginary parts
of its dielectric function, respectively. One can simply consider the dielectric function
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of TMDs and substrate (graphite and hBN) as a Lorentz oscillator oscillator and a con-
tinuum damper in the energy range of TMD exciton resonance, respectively. Thus their
dielectric function is

ϵsub = ϵ1 + iϵ2, (8.13)

ϵTMDs = 1 +
fTMDs

ω0
2 −ω2 − iωγ

, (8.14)

where ϵ1 and ϵ2 are the real and imaginary part of the dielectric constant for the sub-
strate, fS is related to the thickness of the substrate. fTMDs, ωR, γ are the parameters of
the harmonic oscillator for TMDs.

Figure 8.8: Plot of experimental spectra and their fitted data: (a) graphite encapsulated
WS2 spectra as the thickness of the graphite decreases; (b) and (c) are spectra of mixed
encapsulation of MoSe2 and WSe2, and they are the same experiemntal data as in Fig.
8.3(b,c). The fitted data are plotted in grey. The experimental data is plotted as EELS
probability ΓEELS(ωi) = I(ωi )∫ ωi

0
I(ω)dω

, where I (ω) is the measured EELS intensity at energy

ω. Fitted spectra courtesy of Andrea Konec̆ná.

Based on above equations and Eq. (8.11), we have fitted the experimental data and
retrived the complex dielectric function as shown in Fig. 8.8. The dielectric function of
hBN is constant ϵhBN = 4 + i0.5, and the parameters of TMDs and graphite are listed
below in order from of Fig. 8.8 top to bottom, from left to right:
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Table 8.1: The dielectric function of TMDs and graphite retrieved by fitting.

vdWH configuration
ωR
eV

fTMD
ev2

γ
eV ϵgraphite ϵgraphite

tTMDs
nm

tsub
nm

graphite/WS2/graphite 2.05 1.6 0.03 5.34 8.74 0.6 17.5
graphite/WS2/graphite 2.05 2.8 0.015 5.34 8.74 0.6 6.1
graphite/WS2/graphite 2.06 0.6 0.03 5.34 8.74 0.6 0.7

graphite/MoSe2/graphite 1.65 3.0 0.01 5.91 10.13 0.6 8.0
graphite/MoSe2/hBN 1.66 3.0 0.02 5.91 10.13 0.6 4.0

hBN/MoSe2/hBN 1.61 3.0 0.02 N N 0.6 28.0
graphite/WSe2/graphite 1.71 10 0.02 5.84 9.92 0.6 20.0

graphite/WSe2/hBN 1.72 10 0.02 5.84 9.92 0.6 20.0
hBN/WSe2/hBN 1.69 5.7 0.04 N N 0.6 32.0

The fitted data are only valid in the energy range of the XA resonance, which means that
only in this energy range can TMDs be regarded as Lorentzian harmonic oscillators,
where the dielectric of the substrate is constant. The difference between the experimen-
tal data and the fitted data in Fig 8.8 is due to the background generated by the XB

exciton and the excited state of the XA exciton. This fit method can be used to quantify
the exciton energy centres and linewidths in the Fano resonance. From the results in the
Table 8.1, it can be shown again that the linewidths of the TMDs in encapsulation are
very similar.

8.2.5 Harmonic oscillator systems driven by an external force

In order to grasp the essence of Fano resonance, one can consider the dynamics of two
classical oscillators coupled by aweak spring [59]. As shown in Fig. 8.9(a), the equation
of motion can be written by:

ẍ1 +γ1ẋ1 +ω2
1x1 + v12x2 = aeiωt

ẍ2 +γ2ẋ2 +ω2
2x2 + v12x1 = 0

(8.15)

where ω1 and ω2 are the two normal eigenmodes of this coupled oscillators, v12 is the
coupling of the two oscillators, γ1 and γ2 are the frictional parameters, a is the amplitude
of the external harmonic force. One can obtain the solutions for the displacement of the
two oscillators as:
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x1 =

(
ω2

2 −ω2 + iγ2ω
)
aeiωt(

ω2
1 −ω2 + iγ1ω

)(
ω2

2 −ω2 + iγ2ω
)
− v2

12

= |c1 (ω)|eiωt−iϕ2(ω)

x2 =
−v12aeiωt(

ω2
1 −ω2 + iγ1ω

)(
ω2

2 −ω2 + iγ2ω
)
− v2

12

= |c2 (ω)|eiωt−iϕ2(ω)

(8.16)

The phase difference between oscillators is:

ϕ2 −ϕ1 = π −θ = π − tan−1
(

γ2ω

ω2
2 −ω2

)
(8.17)

Figure 8.9: Two coupled damped oscillators: (a) schematic view of two coupled damped
oscillators with one (in red) oscillator being driven by an external force; the resonant
dependence of the amplitude and phase of the oscillator with force applied (b) and
the coupled one (c); (d) is the phase comparision among the ϕ2, ϕ1 and ϕ2 − ϕ1. The
frequency in (b-d) is normalized by the ω1. Here, ω1 = 1, ω2 = 1.21, γ1 = 0.025,
γ2 = 0.0025, v12 = 0.1.

There is a spectral signature to the response of oscillator as shown in Fig. 8.9(a), and
this asymmetric amplitude response is called the Fano resonance. There is a special
characteristic of Fano resonance in that the first oscillator (in red) does not have a re-
sponse at the frequency of ω ≈ ω2. In order to explain this ’null’ response, one should
examine the phase of the first oscillator, which drops rapidly to minimum when the
resonant frequency near ω = 1.21 is approached. As a consequence, the first oscillator
is experiencing two out-of-phase driving forces: one from the external source and the
other from the coupled oscillator, and as a result of this destructive interference, the
coupled resonator exhibits a minimum response.
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8.2.6 Fano-like lineshape and phase in TMDs/graphite

By plotting the EELS probability and the phase of the optical conductivity as shown in
Fig. 8.10, it can be seen that: i) for bare TMD, the ω is in phase before the resonance
and out of phase at the resonance, and keep out of phase after the resonance; ii) for
TMD/graphite vdWH, the ω drop and increase rapidly at the resonance energy; iii)
for TMD/hBN vdWH, the ω is in phase before the resonance and out of phase at the
resonance, and back to in phase after the resonance. This indicates that the model here
is a pure electromagnetic coupling through optical conductivity like the two harmonic
oscillator systems driven by an external force (as described in section 8.2.5).

Figure 8.10: The EELS probability ΓEELS and corresponding phase plot: (a) bare
TMDs; (b) TMDs/graphite; (c) TMDs/hBN. The parameters for TMDs are fTMDs = 0.01,
ωR = 2eV , γ = 0.02. For graphite, fS = 2, ϵ1 = −2.5, ϵ2 = 1.5. For hBN, fS = 2,ϵ1 = 2.5,
ϵ2 = 0. The EELS absorption possibility is in arbitrary units.

8.2.7 Summary

In this section, a TMD monolayer with a conductive or dielectric environment explains
the Fano-like lineshapes by a 2D sheet optical conduction model [219], indicating that:

• vdWH is a linear optical conductivity system;

• coupling occurs only through the electromagnetic field, without modifications to
the TMD band structure;

• dissipation on and charge transfer to the graphite layers do notmodify the exciton
absorption linewidth, whichwill be discussed from the perspective of lifetime and
energy level in next section.
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8.3 EELS and CL of hBN/WSe2/graphene/hBN

In TMD-based vdWH, energy and charge transfer between adjacent layers of the TMD
directly affects the performance of excitons [206, 207, 208, 64]. It is important to note
that charge transfer is much shorter-range (1 nm) and plays a more dominant role in
the property of exciton when compared to energy transfer (1µm) in hBN and graphite
encapsulated TMDs.

The charge transfer is very important for generatingCL emission fromTMDmonolayers:
i) for hBN encapsulated TMDs, electrons and holes transfer from the hBN to the TMDs
enable such vdWH to emit detectable CL signals (section 8.3.1); ii) for TMDs/graphene,
native dopants in the TMDs transfer to graphene lead to the trion-free emission (section
8.3.2). In addition to its effect on charge transfer, graphene as a semi-metal can also de-
crease the exciton binding energy and energy bandgap of TMDs, as introduced insection
8.3.3.

8.3.1 Energy band structure of hBN encapsulated TMDs

A description of the design employed in the CL study for TMD exciton emission will
be provided in this section. By combining the fact that TMD/graphene vdWH can sup-
press trion (charged exciton) emission [18] in PL, and the fact that CL from the excitons
in TMD monolayers is only detectable inside hBN encapsulation [48], a new vdWH is
proposed: hBN/TMD/graphene/hBN in this section.

TMD/graphene

A complex series of peaks can be observed at cryogenic temperatures in the emission
spectra of TMDs. [19, 20, 28, 224]. Especially in the case of tungsten-based TMDs, whose
spin-dark state XD is lower in energy than its spin-bright XA (as explained in section
6.2.1). As shown in Fig. 8.11, the multiple emission peakas in WS2 are assigned in
increasing order of energy as: several defect-induced local excitons (XL1, XL2), spin-
dark excitons (XD), charged biexcitons (XX∗), singlet trions (X∗S), triplet trions (X∗T )
and neutral excitons (XA). Despite its complicated emission spectrum, it remains a goal
of many scientists to obtain a single, narrow emission line from TMDs. There is an
attractive solution in the form of TMD/graphene coupling, which can result in narrow-
line emission resulting solely from neutral excitons [18, 51].

This is because the Dirac crossover of graphene is always located in themiddle of the en-
ergy gap of TMDs [225], so it can be used as a doping acceptor that can neutralize charge
density below 1013 cm−2 [225, 51] result in complete filtering of charged excitons or
charged biexcitons. In addition, non-radiative recombination to graphene is sufficiently
fast to quench emissions from all excitonic species other than XA. It has been proven that
the lifetime of XA in MoSe2/graphene and bare MoSe2 is the same at 2.3 ps, which is in
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accordance with the radiative lifetime [18]. Consequently, TMD/graphene emit only a
neutral exciton XA peakwith sharp linewidth and damped intensity, while other species
are screened out. Exciton emission intensity dampening mechanisms by graphene in-
cluding tunneling of charges (Dexter-type charge transfer) [226], asynchronous charge
transfer [206, 64], long-range interactions between dipoles (Föster-type energy transfer)
[227]. The PL intensity of hBN encapsulated TMDmonolayers damped by the graphene
is indicated in Fig. 8.11.

Figure 8.11: PL spectra of hBN/TMDs/hBN and hBN/grephene/TMDs at around 20
K. The scaling factors indicate a direct PL intensity comparison between TMD and
TMD/graphene encapsulated between hBN flakes. Normalizing all spectra to unity is
done by taking the most intense feature as the reference. Reproduced from ref. [18].

hBN/TMDs/hBN

It was not until 2017 that Zheng et al. [48] detected CL signals from excitons in TMD
monolayers onlywithin hBN encapsulated structures for the first time in a scanning elec-
tron microscope. For the following reasons, CL has not been reported for bare mono-
layer TMDs: i) electron beams candamage bare TMDs and lead to degradation of optical
properties; ii) nanoscale electron beams can not produce enough emission signal to be
detected by CL detectors due to their low cross-section of the electron-hole generation
process (short action time and small cross section), when passing through very thin
monolayer TMDs. The interaction volume can be increased about one hundred times,
as thickness of the sample increased from 0.6 nm to 20 nm, and it is the typical thickness
of the hBN encapsulation vdWH sample in this chapter.

The charge transfer concept can be applied here to understand the energy band struc-
ture of hBN/TMD/hBN as shown in Fig. 8.12(b). hBN applied on both sides of the
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TMDs increase the time that electrons spend in the system, resulting in a large num-
ber of electrons and holes being generated in the hBN, which diffused into the TMDs,
where radiative recombination occurs. This structure makes it possible to study the op-
tical properties of TMDs at the nanoscale with electron beams, one can refer to ref. [28]
for the origins of nanoscale CL and EELS variations.

Figure 8.12: Illustration of cathodoluminescence dynamics for hBN/TMDs/hBN: (a)
EELS spectra of hBN/WSe2/hBN: indicate that the majority of the absorption occurs in
the low-loss range in hBN. The insert shows the EELS spectra of the dotted box marked
by red; (b) the energy absorption by the hBN flakes creates many electron and holes
which then diffuse into the TMDs monolayer, leading to binding electron-hole pair
(exciton) recombination. (b) is reproduced from ref. [48].

hBN/TMD/graphene/hBN for CL experiment

The main challenge faced by performing CL experiment on TMDs/graphene is that its
emission efficiency is lower than that from bare TMDs (Fig. 8.11), so there is no measur-
able CL signal. TMDs on top of graphene and bi-layer graphene have been extensively
studied by PL [18, 64, 65], however, without hBN encapsulation, there is not enough
signal for CL detection as mentioned. With the aim to study the CL emssion from
TMDs/graphene, I encapsulated WSe2/graphene inside hBN to increase the emission
intensity. A decision was made to use WSe2 is because it is the available strong trion
emission TMDs source at LPS. The optical image and diffraction pattern of this four-
layered stack vdWH is presented in Fig. 8.13.

In comparison with WSe2 only encapsulated between two hBN flakes, the optical re-
sponse of hBN/graphene/WSe2/hBN exhibits a very different characteristic in CL and
EELS. Briefly, it can be concluded that graphene opens up non-radiative decay pathways
which mitigate the recombination of ground-state XA radiation, but not considerably
inhibit the formation of XA. Specifically, the presence of graphene results in: i) XA red-
shifts arise from additional dielectric screening; ii) damping emission XA intensity in
CL; iii) no trion emission. The next two sections will address the difference of CL and
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EELS spectra between hBN/WSe2/hBN and hBN/WSe2/graphene/hBN in detail.

Figure 8.13: hBN/graphene/WSe2/hBN vdWH sample: (a) optical image of
hBN/graphene/WSe2/hBN vdWH with the different constituents outlined during as-
sembly; (b) diffraction pattern of the sample from a hBN/graphene/WSe2/hBN region
measured inside ChromaTEM.

8.3.2 Single exciton emission from hBN/WSe2/graphene/hBN

The CL spectrum of vdWH made from monolayer WSe2 stacked onto graphene and
encapsulated in hBN at 110 K is shown in Fig. 8.14. This spectrum is compared to
its neighboring only hBN encapsulated spectrum (in purple). The CL spectrum of
hBN/WSe2/hBN is composed of two peaks, shifted by 27meV. The high and low energy
line are assigned to neutral exciton XA (linewidth: 12 meV) and trion X∗ (linewidth: 30
meV), filled by the shaded blue curves in Fig. 8.14(a), respectively.

Figure 8.14: CL spectra comparision between: (a) hBN/WSe2/hBN (purple); (b)
hBN/WSe2/graphene/hBN (red). The insets shows the EELS spectra measured from
the arrows on the sketches in the upper part of the panels. The linewidth of XA in
hBN/WSe2/hBN and hBN/WSe2/graphene/hBN is 12 meV and 15 meV, respectively.
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In contrast, the WSe2/graphene spectrum only display one single and narrow emission
line, with a FWHMof 15meV (Lorentzian fit), suggesting the negligible dephasing time
and lifetime changed by graphene. The CL line in WSe2/graphene is redshifted (by
44meV) with respect to in the WSe2 reference due to the additional dielectric screening.
However, this study at 110K has been unable to replicate that the graphene can reduce
the inhomogeneous broadening more effectively than hBN encapsulation [51].

There are two likely causes for the differences between the linewidth observe in CL
and PL. Firstly, the linewidth of MoSe2/hBN (35 meV) and graphene/MoSe2/hBN
(36 meV) in ref. [51] are similar at room-temperature, while the difference ob-
served at 14K is much more drastic with 7.5meV for MoSe2/hBN and 1.9 meV
graphene/MoSe2/hBN. The CL experiments are carried out at an intermediate temper-
ature where one cannot draw equivalent conclusions. Furthermore, this reduction can
also be explained by the sample cleanliness, since MoSe2/hBN has one bare surface
compared to graphene/MoSe2/hBN. In this case, the net linewidth reduced by the inter-
valley scattering and dephasing process cannot be determined with certainty. There is
no doubt that the presence of graphene can eliminate the charging effect for inhomoge-
neous broadening, which hBN as an insulator cannot do as well. Thus, further research
is needed to determine the effect of graphene on linewidth compared to hBN.

As a result of this single line emission, it is suggested that the absence of trion emissions
can be exploited as a valid indicator of the coupling between WSe2 and graphene. All
dopants in WSe2 have been transferred to graphene (charge transfer), thus leading to
the absence of trion emission. Fast electrons generate a population of hot electron-hole
pairs inside hBN andmonolayer TMDs, and the presence of graphene increases the non-
radiative decay of hot electron-hole pairs and XA.

From time resolved PL experiment in ref. [18], the lifetime of cold exciton 2 energy
level is 2.2 ps and 2.4 ps for hBN/graphene/MoSe2 and hBN/MoSe2, respectively. The
presence of graphene decreases the relaxation time of the hot electron-hole pairs to the
ground state, thus less of them undergo thermalization to XA, which make the XA peak
less intense than its counterpart without graphene. From the CL measurement under
same large area and electron beam dwell time, the intensity is quenched by a factor of
7.2.

8.3.3 Exciton binding energy

EELS spectra for hBN/WSe2/hBN and hBN/WSe2/graphene/hBN vdWHmeasured at
110K is presented in Fig. 8.15. The major difference is that the exciton peaks XA and XB

in the WSe2/graphene is red-shifted. Different regions on the sample all have similar
redshifts as shown in Fig. 8.15, with XA at around 1.72 eV and 1.68 eV for WSe2 and

2Cold exciton refer to the exciton at band-edge states. When high excitation energy is implied,
hot excitons are created, and these excitons thermalize to the cold excitons.
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WSe2/graphene, respectively.

Figure 8.15: EELS spectra comparison between of hBN/WSe2/graphene/hBN
and hBN/WSe2/hBN: (a) EELS spectra of hBN/WSe2/hBN (in red) and
hBN/WSe2/graphene/hBN (in purple); (b) offset-adjusted EELS spectra by shift
the XA exciton to the offset. The background of the EELS spectra is subtracted by
power-law method.

The small peak after the XA is assigned to X∗A, which is the first excited Rydberg states
of XA exciton. The energy difference ∆12 between the XA (quantum number n=1) and
X∗A (quantum number n = 2) scales with the ground state exciton binding energy Eb,
that Eb ≈ 2∆12 [157]. In Fig. 8.15(b), the EELS offset are all shifted to its XA, the en-
ergy separation between the two states of ∆12 is 135meV and 115meV for WSe2 and
WSe2/graphene, respectively. According to ref. [63] that Egap = EXA

+Eb, one can in-
fer a bandgap 1.99 eV for WSe2, reducing to 1.91 eV in the WSe2/graphene under hBN
encapsulation. Thus a 80 mev decrease in the bandgap energy from the presence of
graphene can be deduced.

Further comparison of the binding energy with freestanding or graphite encapsulated
WSe2 is not feasible by EELS, as the X∗A in freestanding WSe2 is indiscernible due to
the peak broadening caused by disorder and intensity of X∗A in graphite/WSe2/graphite
is highly damped in graphite of all thickness. However, in ref. [63], it was observed
that the binding energy of XA keep decreasing with increasing graphene thickness by
reflectance contrast spectra. TMD/graphite coupling offers a means of tuning the elec-
tronic state energy based on the magnitude of Coulomb interaction in different vdWH
configurations.

It is necessary to recall, in order to interpret these experimental results more intuitively,
that while the excitons are contained within theWSe2 layer, their electric field penetrate
both hBN and the local external environment. There is an increasing influence of the
dielectric properties of the environment on the screening for larger electron-hole sepa-
rations [228]. By adding a semi-metallic graphene layer on top of WSe2, the Coulomb
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interaction strength is reduced, resulting in a decrease in both the exciton binding energy
and the bandgap. Whether WSe2 on top of graphene has a more stable exciton energy
than hBN requires further statistical analysis. This may be due to the fact that graphene,
as a metal, is able to confine the external electric field of exciton, thereby reducing the
impact of dielectric disorder outside the vdWHs on the exciton.

8.4 Conclusion

The purpose of the study in this chapter was to determine the effect of graphite as a sub-
strate for TMDs. Various encapsulated vdWH were designed to determine the effect of
near-field coupling between graphite and TMDs. The most obvious finding to emerge
from the graphite encapsulated TMDs is that the observation of Fano-like lineshape in
both optical absorption and EELS. To verify the reliability of this asymmetric line shape,
three different TMDs includingMoSe2, WSe2 andWS2 were tested, inside graphite sup-
ported and encapsulated heterostructures. Similar lineshape was observed for TMDs
close to Ni film. Therefore, the findings provide insights on the influence of a metal film
on TMDs, which would have near-field electromagnetic coupling with excitons, thus
forming the Fano-like asymmetric absorption lineshape. Furthermore, the thickness of
graphene has an more dominant effect on the lineshape than that of TMDs. The study
contributes to our understanding of electron-matter and photon-matter interaction of
TMDs based vdWH.

The second aim of this study was to investigate the effects of graphene on the
CL of monolayer TMDs. This study has raised important questions about the
nature of hBN encapsulation for CL detection on TMDs. The investigation of
hBN/WSe2/graphene/hBN has shown that graphene only affects the intensity of the lu-
minescence (produced a 70% reduction) and exciton species (filter out exciton species
other than neutral exciton), but not the linewidth (lifetime) of the exciton. This result is
clearly supported by existing findings in PL measurement on TMDs/graphene [18, 65].
But itwas not possible to assess the nanoscale varision inCL emission on such structures;
currently only a significant signal can be detected on the 0.03 µm2 area. And because
of the thickness of hBN, the electromagnetic coupling effect of graphene and TMDs is
not obvious, i.e., the exciton absorption peak is more Lorentzian rather than Fano-like.
This study lays the groundwork for future spectroscopy research into TMDs on top of
graphene.
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Conclusion

In this thesis, how heterostructures of 2D materials and disorder modify the optical
properties of TMDs are examined. To probe these, electron spectroscopies in STEM:
EELS and CL, are employed. Experiments were performed inside ChromaTEM using
focused electron beams in transmission to achieve the nanometer spatial resolution re-
quired to probe heterogeneities in thesematerials. In the optical response, the important
quantities are the lineshape and linewidth of excitonic transitions.

I started considering different substrates, attempting to understand why hBN encapsu-
lation leads to the best optical response. So in the first part of the thesis we explore dif-
ferent substrates and heterostructures configurations, including freestanding, hBN and
Si3N4 supported or encapsulated TMD monolayers, with the objective to understand
the possible effects leading to exciton absorption linewidth broadening in EELS. The ul-
timate goal was to understand the role of disorders and their degree of importance. This
is achieved in part because a STEMmicroscope enables themeasurement ofmultiple sig-
nals, including low-loss EELS for optical absorption, core-loss EELS for chemistry and
dielectric environments, scanning nanodiffraction for strain mapping and wide-beam
diffraction for roughness on the same areas. Thus we could probe disorder and the op-
tical response of materials with nanoscale spatial resolution. Finally, it is clarified that
the negative effects of these substrates on exciton linewidth. The overall conclusion is
that, indeed, hBN preserves the optical quality of TMD monolayers and thin flakes as
best as possible.

Along this search, the optical response (EELS and CL) in various graphite-
based TMD monolayers vdWH are investigated, such as hBN/TMD/graphite/hBN,
hBN/TMD/graphite and graphite/TMD/graphite.A substantial modification of the ex-
citon transition due to the near-field coupling between TMDs and graphene/graphite is
observed, which leads to Fano-like profiles in absorption and to only an emission spec-
trum which contains a single quenched but sharp neutral exciton.

In the experiments, we observed that the presence of graphite close to TMDmonolayers
led to a significant modification of the excitonic lineshape in EELS spectra. Given the
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novelty of the Fano-like lineshape, I attempted to understand the interaction leading to
these lineshapes and their evolution as a function of the dielectric function of the en-
capsulating material. The original idea was that the semiconductor (TMD monolayer)-
metal (graphite) heterostructure combine a discrete (neutral excition) and a continuous
of energy levels (graphite), leading to an asymmetric line shape, as original described
by Fano. However, in collaboration with Andrea Konec̆ná and Javier F. García de Abajo,
we realized that this interaction was not necessary to explain the effect. In a model de-
scribing the EELS response of the heterostructure as that of a zero-thickness 2D sheet,
in which the total optical conductivity is simply the sum of the optical conductivity of
the substrate and the monolayer, we were able to show that the asymmetry can be un-
derstood.

To unveil in detail the role of graphite in both surface of the monolayer (encapsulation),
the evolution of the excitonic lineshapes as a function of different encapsulation schemes
with graphite and hBN are studied. The general conclusion is that encapsulation is nec-
essary to ensure clean surfaces and that at least one layer of graphite or graphene is
needed to produce the asymmetric absorption lineshapes. These conclusions are sup-
ported by the theoretical model. In addition, WSe2/graphene heterostructures encap-
sulated in hBN showed emission spectra with only a single damped and sharp neutral
exciton. This filtering effect has been observed in PL experiments, but this is the first
time that is observed in CL. Also in these structures, the neutral exciton exhibits red-
shift and a reduction of its binding energy compared to hBN/WSe2/hBN in EELS, in
accordance with previous optical measurements.

This thesis has highlighted the importance of encapsulation for TMD monolayers in
defining their optical response in different vdWHs. The flexibility of its building blocks
combination can bring many new features to the optical properties. The work has
opened many perspectives for the research on 2D vdWH as described in next chapter.
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Perspectives

In this chapter, some perspective are presented that can be applied to the study of TMDs
in various configurations based on this PhD research. It involves the preparation of
several new vdWH samples as well as the use of several advanced electron microscopy
and spectroscopy techniques.

Momentum-resolved EELS for graphite/TMDs

In Chapter 8, according to the discussion, it was not possible to fit the asymmetric
lineshape of the excitons observed in EELS spectra of graphite-encapsulated TMDs,
even considering a modified Fano model [222, 223]. This occurs because the coupling
strength between graphite and TMDs depends on the scattering wavevector (Q).

Figure 10.1: Calculated momentum-resolved EELS probability: (a) hBN/MoSe2/hBN,
(b) graphite/MoSe2/graphite. The dielectric function of hBN end graphite is εhBN =
4 + 0.5i and εgraphite = 3 + 11i, and the dielectric function of TMDs is εMoSe2

= 1 +
1.1(eV 2)

1.662−ω2−iω0.03(eV ) . The thickness of hBN graphite and MoSe2 is 5, 25, and 0.6 nm.
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As an EELS spectrum (ΓEELS(E)) is the result of the summation over different Q, fit-
ting with a simple expression is not possible. Using momentum-resolved electron
energy loss spectroscopy (Q-EELS) to measure the energy-momentum distribution
(ΓEELS(Q,E)), this problem can be overcome through determining both the energy and
momentum transferred by an electron to a sample by using the wide parallel electron
beam. Thus, Q-EELS is a valuable tool to map the Q-space EELS for graphite/TMDs
systems up to large wavevectors (high-Q) and can give key insights into their coupling.
Calculation have showed that the coupling strength is small at large Q (Fig. 10.1), fur-
ther experiment is necessary to prove it.

Electric field mapping of hBN/TMD/hBN

The ratio between the trion and neutral exciton emission intensity in CL experiments
on WSe2 encapsulated in hBN varies at the nanoscale significantly. It is believed that
this is primarily due to variations in doping. Previous studies have demonstrated that
charge accumulation and the dielectric environment can contribute to trion emission
enhancement [28]. However, doping density and trion emission intensity have not yet
been directly correlated at the nanoscale. A technique called differential phase contrast
(DPC) based on spatially-resolved nanodiffraction can be used to measure electric and
magnetic fields at the atomic level. Therefore, one could perform EELS, CL, andDPC on
the same region to map both the trion to neutral exciton emission intensity along with
the local doping.

As bare TMDs do not exhibit a CL signal, DPC must be performed on hBN encapsu-
lated TMD monolayers. In particular, the analysis of DPC could be problematic as the
electric field and potential distribution include the contribution of the hBN layers. It is
also possible to investigate the filtering effect of graphene on charged excitons by DPC.
Even so, as of the date of the writing of this thesis, no study of DPC analysis has been
performed on hBN encapsulated TMD monolayers.

Enhance the emission signal for hBN/TMD/graphene/hBN

To further study the filtering effect of graphene on excitons in CL experiments, stronger
signals need to be achieved. Right now, the signal cannot be mapped spatially with
nanometer resolution, as their intensity is too weak. We could only get a relatively good
signal-to-noise ratio spectrum by accumulating slow-scan signal on a 160 nm × 160 nm
region.

The initial aim of the hBN/WSe2/graphene/hBN sample was to observe a Fano-type
EELS and a single neutral exciton peak CL on same sample, therefore this sample does
not have a particularly thick hBN so that it does not lead to double scattering events
on the EELS spectrum. Furthermore, having a limited supply of the MoSe2 supply with
strong trion emission, we choseWSe2 to study the filtering effect on trion. It is possible to
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increase the CL signal for further studies by increasing the thickness of hBN or selecting
a TMD monolayer with stronger luminescence than WSe2, such as MoSe2. Another
possible solution for this might be that the graphene is placed outside of the hBN, away
from the TMD, thus the vdWH would be hBN/TMD/hBN/graphene.

Filtering effect and coupling distance

In the absence of direct contact between TMDs and graphite, it is unclear whether there
is a exciton filtering effect. In particular, whether the charges on TMDs can be neutral-
ized in this case and how graphite influences the lifetime of various exciton species. In
ref. [64, 151], there is no measurement of whether a nanometer distance separating
MoSe2 and graphene by air or hBN exhibit filtering of exciton species or not, since the
spectra are only measured at room temperature.

Ref. [224] has revealed that hBN/graphene/WS2/hBN (or WSe2) exhibits multiple
species in PL and electroluminescence (EL) at 5 K. Experiments in an electron micro-
scope would be ideal for the study of optical properties of such vdWH interfaces due
to its ability to obtain extinction/emission spectra at nanoscale. A new sample contain-
ing graphene/hBN/TMD itself encapsulated inside hBN need to be prepared. A vary-
ing internal hBN thickness would help to investigate the role the energy and charge
transfer mechanism between graphene and TMD. It is encouraging to make this sample,
as graphene/hBN(monolayer)/TMDs has been shown to have PL emission four times
stronger than graphene/TMDs [151].

Decouple corrugation and strain by scanning nanodiffraction

By conventional spatially-resolved nanodiffraction, lattice strain measurements of TMD
monolayers are not accurate due to the corrugation of monolayers. It is possible to ob-
tain full information regarding the location and direction β of the diffraction rods by
performing two diffraction measurements with specimen tilts at α and −α as shown in
Fig. 10.2. This method has been developed and used to study the corrugation and strain
on folded regions of 2D monolayers in 2022 [229].

Figure 10.2: Double tilt nanodifraction experiment: (a) the electron beam and the
tilted sample in real space and (b) the Ewald reconstruction of the 2D materials. Ewald
spheres are approximated locally by plans. Reproduced from ref. [229].
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Moiré excitons modified by graphite

The model used to understand the TMD/graphite heterostructure coupling is purely
electromagnetic that neglects electronic interaction (e.g. orbital hybridization) between
the layers. It also holds true for multilayer TMDs. Moiré excitons such as in WSe2/WS2
heterostructurewith zero twist angle showsmultiple peaks around the XA inWSe2 with
comparable oscillator strength in the absorption spectrum [230, 231, 232]. In order to
understand how graphite manipulates these excitons, which are derived from periodic
potential energy, further research is required. For example, whether the dielectric func-
tion of these interlayer excitons can be represented by a simple dipole harmonic model,
and whether the electromagnetic coupling model is still applicable for such vdWH.



141

Chapter A

Diffraction patterns of TMD mono-
layers

Figure A.1: Different minimum scaling of the log intensity plot comparison of corru-
gated WS2 monolayer simulated diffraction pattern, where L = 2 nm and h = 20 pm.
(a), (b), (c) and (d) are the same simulation plot with Vmin= 1, 3, 5, 7, respectively.
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Figure A.2: hBN supported and encapsulated WS2 monolayer diffraction patterns:
(a) and (b) are experimental diffraction patterns of hBNsupported WS2 monolayer at
0 and 385 mrad; (c) and (d) are experimental diffraction patterns of hBNencapsulated
WS2 monolayer at 0 and 385 mrad; (e) and (f) are experimental diffraction pattern of
h-BN/Si3N4 encapsulated WS2 monolayer at 0 and 385 mrad. The tilt axes are denoted
in (b), (d) and (f) by the grey line.
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Figure A.3: Diffraction patterns of freestanding WS2 monolayer. (a) and (b) are
experimental diffraction patterns at 0 and 385 mrad tilt angles. (c) and (d) are the
simulation results of h/L = 0.01 with period of L = 2 nm. (e) and (f) are the simulation
results of h/L= 0.01 with period of L = 5 nm.



144 Appendix A. Diffraction patterns of TMD monolayers

Figure A.4: Roughness of Si3N4 supported WS2 monolayer: (a) and (b) are experimental
results of diffraction patterns at 0 and 385 mrad tilt angles; (c) and (d) are the simulation
results of h/L= 0.02 with period of L = 2 nm; (e) and (f) are the simulation results of
h/L = 0.02 with period of L = 5 nm.
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Figure A.5: AFM measurement the roughness of S3N4 membrane:(a) AFM mapping
of 1000 nm × 1000 nm area of 15 nm-S3N4 TEM support windows; (b) the height of
1000 nm line profile; (c) histogram of (a), the amplitude is in the range of -0.8 nm to
0.8 nm
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Figure A.6: Electron diffraction patterns of WS2 monolayer in graphite/WS2/graphite
and freestanding WS2 configurations at sample tilt angles of 0 and 448 mrad. The
diffraction spot as boxed in purple are the same index order used to identify the rough-
ness of WS2 monolayer. Spots highlighted by grey hexagon and white circle are from
WS2 and graphite, respectively.
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Chapter B

Strain mapping comparison at dif-
ferent temperatures

Figure B.1: Strain mapping of monolayer WSe2: (a-d) and (f-i) are the strain component
of freestanding WSe2 for Exx, Eyy , Exy , rotation on the same region at RT and LN2. (a-d)
and (f-i) are measured from a same region. (e) and (j) are the ADF images of the RT
and LN2 on the region. As a result of the first scanning nanodiffraction at RT, (j) is the
contrast from the carbon on the sample at LN2.
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