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Titre : Résoudre le problème quantique à N-corps à l’aide de calculateurs quantiques
Mots clés : Calcul quantique, matière condensée, NISQ, réseaux de tenseurs
Résumé : Les calculateurs quantiques promettent
de résoudre des problèmes insolvables pour les or-
dinateurs classiques. En particulier, manipuler des
états superposés et intriqués de bits quantiques est
une voie naturelle pour étudier la physique des sys-
tèmes quantiques à N-particules. Avec les avancées
rapides des technologies quantiques, nous avons pu
voir émerger les premiers processeurs quantiques,
nommés processeurs "NISQ" (de l’anglais Noisy-
Intermediate-Scale-Quantum). Les progrès de ces
machines ouvrent de nouveaux chemins aux physi-
ciens pour simuler des systèmes quantiques. Cepen-
dant, leur taille limitée et les erreurs liées à la dé-
cohérence limitent fortement leur usage aujourd’hui.
La conception d’algorithmes quantiques efficaces, ré-
sistant aux erreurs, est un défi considérable.

Ce travail de thèse s’attelle à comprendre les
capacités des processeurs quantiques à simuler des
systèmes quantiques à N-corps, avec une attention
particulière aux applications pour la physique de la
matière condensée. Dans un premier temps, nous
abordons le sujet du calcul de l’état fondamental
d’Hamiltoniens, à l’aide d’un algorithme variationnel
quantique-classique (nommée l’algorithme VQE, de
l’anglais Variational Quantum Eigensolver). Nous
évaluons les performances de cette méthode sur le
modèle de Hubbard, grâce à différentes métriques,
comme la fidélité, l’énergie et les propriétés phy-
siques des solutions obtenues. Nous démontrons,
malgré des performances prometteuses en simulant
un calculateur quantique sans bruit, que le niveau de
bruit des machines contemporaines rend impossible
la réalisation d’un calcul significatif.

En revanche, certains états quantiques aux pro-
priétés intéressantes peuvent avoir une forme simple.
Leur préparation sur un calculateur quantique est un
problème pertinent dans le but d’initialiser un cal-

cul quantique avec ces états pour les amener vers des
régimes où ils perdent leur forme simple. Pour illus-
trer ceci, nous prenons l’exemple du modèle Affleck-
Lieb-Kennedy-Tasaki (AKLT), le premier modèle de
chaîne de spin entier antiferromagnétique possédant
une solution simple vérifiant la conjecture d’Hal-
dane. Nous proposons deux schémas pour préparer
les états AKLT, l’un suivant leur construction na-
turelle en projetant des paires de qubits sur leur
sous-espace triplet, l’autre utilisant leur forme de ré-
seaux de tenseurs. Nous analysons l’implémentation
de ces méthodes en fonction de la taille du système,
avec une réalisation expérimentale sur un processeur
quantique.

Enfin, nous explorons la synergie entre les mé-
thodes de réseaux de tenseurs et les calculateurs
quantiques bruités pour simuler la dynamique hors-
équilibre de systèmes de spins. La simulation de dy-
namique quantique est une tâche naturelle pour les
calculateurs quantiques, mais atteindre des temps
longs est fortement limité par le bruit. D’autre part,
les réseaux de tenseurs sont également limités aux
temps courts, contraints par la quantité d’intrica-
tion qu’ils peuvent encoder. Nous proposons d’uti-
liser le meilleur des deux mondes : la dynamique à
temps court est simulée efficacement par un réseau
de tenseur, compilée vers des circuits quantiques de
faible profondeur pour poursuivre l’évolution tem-
porelle sur le calculateur quantique. Nous étudions
les performances de ce schéma hybride quantique-
classique en regardant la fidélité des états obtenus et
la production d’intrication, avec une validation ex-
périmentale. Finalement, nous proposons d’optimi-
ser les circuits quantiques approximant l’opérateur
évolution temporelle grâce à des réseaux de tenseurs,
résultant en une simulation quantique classiquement
améliorée utilisant moins de ressources quantiques.
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Keywords : Quantum Computing, Condensed Matter, NISQ, Tensor Networks

Abstract :Quantum computers hold the promise of
solving problems intractable to their classical coun-
terparts. In particular, by encoding and manipula-
ting superposed and entangled quantum states in a
controlled fashion, they provide a natural pathway
to study and simulate quantum many-body systems.
The rapid progress made in quantum technologies
led to the emergence of Noisy-Intermediate-Scale
Quantum (NISQ) devices. These NISQ devices, with
their increasing qubit counts and improved control,
offer exciting opportunities for physicists to explore
new pathways to solve complex problems. However
current devices are prone to noise which strongly
limits their capacities. Finding efficient algorithms
that are resilient to hardware errors is a massive
challenge.

This thesis focuses on understanding the capabi-
lities of quantum devices to simulate quantum many-
body systems, with specific emphasis on conden-
sed matter physics. First, we address the ground
state search problem by benchmarking the Variatio-
nal Quantum Eigensolver (VQE), a hybrid quantum-
classical algorithm, on the Hubbard model, a para-
digmatic model to describe interacting electrons. We
report its performances in terms of fidelity, energy,
and physical properties, with respect to circuit com-
plexity and noise. We show that while noiseless si-
mulations indicated promising prospects, the current
noise level prohibits any substantial quantum com-
putations.

However, interesting states can have a simple
tractable form, and preparing them on a quan-
tum computer is an interesting task to initialize a

quantum computation towards a regime where these
states lose their simplicity. To illustrate this, we fo-
cus on the example of the Affleck-Lieb-Kennedy-
Tasaki (AKLT) model, the first tractable Hamilto-
nian of a spin-1 Heisenberg chain confirming Hal-
dane’s conjecture. We used two methods to realize
the 1D AKLT ground state on a quantum device,
one following the natural construction of the AKLT
state by projecting pairs of qubits onto their triplet
subspace thanks to ancillary qubits, while the second
one uses the Matrix Product State (MPS) form of
the AKLT state, along with analyzing the scalabi-
lity of the schemes and implementing it on a small
device.

Third, we explore the synergy of tensor network
(TN) techniques with noisy quantum computers to
simulate far-from-equilibrium dynamics Simulating
quantum dynamics is a very natural task for quan-
tum computers, but long-time simulations are hinde-
red by noise. On the other hand, state-of-the-art ten-
sor networks can only access short-time dynamics as
they are limited to moderately entangled states. We
use the best of both worlds : the short-time dynamics
is efficiently performed by TNs, compiled into short-
depth quantum circuits followed by Trotter circuits
run on a quantum computer. We investigate the per-
formance of this hybrid-classical in terms of fidelities
and entanglement production taking into account a
realistic noise model and validate it experimentally
on a small-scale quantum device. Finally, we also
propose to use TN to optimize the circuits for time
evolution, leading to a fully TN-enhanced quantum
simulation using fewer quantum resources.
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Résumé

Au cours de ces dernières années, les technologies quantiques ont connu un développe-
ment rapide et intense, entraînant un grand enthousiasme non seulement au sein la commu-
nauté scientifique, mais également du grand public. En tête de file, les calculateurs quan-
tiques apportent la promesse d’un nouveau paradigme de calcul permettant de résoudre
des problèmes aujourd’hui inaccessibles, et ce dans de nombreux domaines scientifiques.
Ces calculateurs utilisent la mécanique quantique au cœur de leur fonctionnement: en
contrôlant des systèmes physiques à l’échelle quantique, elles encodent et manipulent une
grande quantité d’information via deux phénomènes clefs, la superposition et l’intrication
de bits quantiques, ou qubits.

Les idées fondatrices du calcul quantique émergent dans les années 1970 et 1980
[1, 2, 3, 4, 5], motivées par la grande difficulté des simulations des systèmes quantiques.
En revanche, ce n’est que récemment que nous avons pu assister à un progrès radical des
prototypes de calculateurs quantiques, dans les laboratoires de recherche tout d’abord,
puis au sein d’acteurs industriels et start-ups. Ces avancées sont telles qu’il est aujourd’hui
possible d’accéder et programmer ces calculateurs quantiques en tant qu’utilisateur depuis
des services en ligne [6]. Ces machines, de taille modérée et sujettes au bruit, sont ap-
pelées NISQ, de l’anglais Noisy-Intermediate-Scale-Quantum device [7] (machine quantique
bruitée de taille intermédiaire en français). Leur développement a engrangé une explosion
de la recherche en calcul quantique, qu’elle soit expérimentale, théorique ou algorithmique,
avec en ligne de mire l’objectif d’atteindre un avantage quantique.

Le terme "avantage quantique" fait référence à la supériorité des algorithmes quan-
tiques sur les méthodes classiques pour réaliser un calcul. On peut cependant faire la
distinction entre deux natures différentes. On nommera premièrement l’avantage de com-
plexité. Celui-ci qui vise à l’élaboration d’algorithmes quantiques dont le coût, connu et
contrôlé, est meilleur que celui des algorithmes classiques lorsque la taille du problème aug-
mente. C’est par exemple le cas de l’algorithme de Shor [8, 9], algorithme paradigmatique
permettant la factorisation de nombres premiers. En revanche, la conception d’algorithmes
dont la complexité favorable est démontrée et sans ambiguïté représente une véritable dif-
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ficulté. De plus, les erreurs et imperfections des prototypes de calculateurs quantiques
rendent presque impossible l’implémentation de ces algorithmes. La démonstration d’un
avantage quantique implique la capacité d’une machine quantique à réaliser un calcul inac-
cessible aux algorithmes classiques. En pratique, cela signifie que les erreurs induites par
le bruit expérimental sont inférieures aux approximations, conceptuelles ou numériques,
des outils classiques. Cet avantage est qualifié d’avantage pratique. Différentes expériences
réalisées grâce à des machines quantiques ont annoncé avoir atteint un avantage quantique
[10, 11, 12, 13], mettant en avant l’argument de la complexité de la tâche réalisée, mais
celles-ci ont toujours été nuancées au vu de simulations classiques avec approximations
[14, 15, 16, 17].

Dans cette thèse, nous étudions la possibilité d’utiliser les calculateurs quantiques
pour résoudre des problèmes paradigmatiques de la physique quantique à N -corps et de
la matière condensée, avec une attention particulière pour les implémentations expéri-
mentales sur les machines disponibles aujourd’hui. Après une introduction aux concepts
fondateurs du calcul quantique donnée par le Chapitre 1, le Chapitre 2 s’intéresse à la
recherche d’états fondamentaux de systèmes d’électrons corrélés. Déterminer l’état fon-
damental, ou état de plus basse énergie, d’un système physique est au cœur de la mé-
canique quantique, car il permet de connaître et de comprendre la nature et les propriétés
physiques du système étudié. En mécanique quantique, l’énergie d’un système est décrite
par un Hamiltonien H. Cet opérateur permet de calculer l’énergie E d’un état normalisé
|Ψ⟩ via E = ⟨H⟩ = ⟨Ψ|H|Ψ⟩. Ainsi, déterminer l’état fondamental |Ψ0⟩ ayant l’énergie la
plus basse E0 peut être formulé comme un problème de valeur propre :

H |Ψ0⟩ = E0 |Ψ0⟩ . (1)

Dans un cas général, l’Hamiltonien H est représenté par une matrice aux dimensions crois-
sant exponentiellement avec le nombre de degrés de liberté du système (2N × 2N pour N
spins-1/2 ou qubits). De même, un état |Ψ⟩ prend la forme d’un vecteur encodant les
amplitudes associées aux différents états formant une base. Obtenir les valeurs et vecteurs
propres de H devient ainsi une tâche exponentiellement coûteuse à mesure que le taille
du problème augmente. L’élaboration et l’utilisation de représentations efficaces sont des
éléments clef pour simuler un système à N -corps quantique. En revanche, les calcula-
teurs quantiques proposent une voie alternative naturelle pour encoder et manipuler des
états quantiques à plusieurs particules: en préparant et contrôlant un véritable état quan-
tique, réalisé par le calculateur quantique. En augmentant le nombre de bits quantiques
et leur niveau de contrôle, les calculateurs quantiques promettent de préparer des états
corrélés hors de portée des calculateurs classiques. Néanmoins, accéder à de tels états
n’implique pas de savoir comment les utiliser, par exemple pour trouver l’état fondamen-
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tal d’un Hamiltonien donné. C’est ce à quoi s’attele le champ de recherche des algorithmes
quantiques: utiliser la puissance des calculateurs quantiques afin de réaliser des tâches in-
accessibles aux algorithmes classiques. Ces considérations sont larges, de l’étude théorique
du coût algorithmique de ces méthodes à des considérations pratiques, comme la résilience
aux erreurs ou l’implémentation expérimentale pour une machine donnée. Dans le but de
simuler des systèmes quantiques avec interaction, nombre d’algorithmes quantiques ont été
proposés, à la fois pour des machines avec correction d’erreur (inexistantes aujourd’hui)
et des calculateurs dits NISQ.

Ce travail explore la possibilité d’utiliser des calculateurs quantiques dans le but
de simuler des fermions corrélées. Ayant en ligne de mire les machines actuelles NISQ,
nous choisissons de tester les performances de l’algorithme Variational Quantum Eigen-
solver [18, 19] (VQE, solveur quantique variationnel du problème aux valeurs propres en
français). L’algorithme VQE, sans doute l’algorithme NISQ le plus proéminent, est une
méthode hybride classique-quantique. Dans ce schéma, le calculateur quantique prépare
un état variationnel grâce à un circuit dépendant de paramètres. L’énergie de l’état selon
l’Hamiltonien étudié est évaluée grâce à des mesures sur l’état, puis les paramètres sont
optimisés par un processeur classique dans le but de minimiser l’énergie. Ici, l’unique rôle
de la machine quantique est de préparer un état quantique.

Afin de comprendre les capacités de cette approche, nous faisons le choix d’un cir-
cuit paramétré appelé Variational Hamiltonian Ansatz (VHA) [47, 48, 51, 52], inspiré du
principe d’évolution adiabatique pour la préparation d’états fondamentaux. Nous testons
ses performances pour le modèle de Hubbard unidimensionnel, un des modèles phares
décrivant les interactions entre électrons. Grâce à des simulations classiques exactes, nous
analysons l’énergie minimisée ainsi que la fidélité des états optimisés en fonction de la com-
plexité du circuit et du paramètre d’interaction du modèle. Nous démontrons que cette
méthode est performante, mais nécessite des circuits profonds lorsque l’interaction entre
électrons devient importante. C’est sous le prisme de la physique de la matière condensée
que nous explorons ensuite l’aptitude de l’approche VQE à observer la physique du modèle
Hubbard. Nous évaluons des observables physiques, notamment les corrélations de charge
et de spin. Nous observons que des circuits de longueur modérée permettent de retrouver
la physique à court portée, tandis que les corrélations à plus longue portée requièrent des
circuits plus profonds. Enfin, dans le but de comprendre son comportement en situation
réelle, nous effectuons des simulations de l’algorithme avec un modèle de bruit ainsi qu’une
implémentation expérimentale sur un prototype de calculateur quantique d’IBM [6]. Nous
nous concentrons sur un problème à 2 sites (4 qubits), tout en incorporant des techniques
de réduction d’erreur. Bien que les niveaux d’erreur dégradent drastiquement la qualité
des résultats, la combinaison de techniques de réduction d’erreur semble indiquer qu’il est
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possible d’extraire l’information utile des états bruités, fournissant un accord au moins
qualitatif des résultats expérimentaux avec ceux attendus.

Bien que déterminer les états fondamentaux de systèmes quantiques peut en général
devenir une tâche herculéenne, il existe de nombreux cas pour lesquels ces états exhibent
une forme simple et facile à représenter. À l’inverse, étudier leur dynamique peut devenir
un véritable défi pour les simulations classiques, l’état du système perdant sa forme simple.
De plus, explorer la physique autour de ces points exactement solubles peut également
devenir une tâche difficile. L’utilisation de calculateurs quantiques peut ouvrir une nouvelle
voie pour ces problèmes classiquement difficiles.

Par exemple, de nombreux algorithmes quantiques, comme VQE, reposent sur la
préparation d’un bon état initial, au plus proche de la solution exacte. Dès lors, être en
mesure de préparer ces états représentables classiquement présente un réel intérêt. Dans le
Chapitre 3, nous nous attardons sur l’exemple de chaîne antiferromagnétique de spin-1, en
particulier du modèle AKLT [20](pour Affleck-Lieb-Kennedy-Tasaki), le premier modèle
vérifiant la conjecture d’Haldane [21, 22], et dont l’état fondamental revêt une forme
simple. Dans le but de préparer ces états de spin-1 sur un calculateur quantique basé sur
des bits quantiques, nous explorons deux méthodes distinctes. La première se base sur la
construction naturelle des états AKLT, où chaque site de spin-1 est obtenu à partir de deux
spin-1/2 (ou ici des qubits). Chaque spin-1/2 forme un état singulet avec un spin-1/2 d’un
site voisin, puis chaque pair de spin-1/2 d’un même site est projetée vers un état de spin-1.
Nous proposons de suivre cette construction en utilisant des qubits auxiliaires pour réaliser
la projection. La deuxième méthode se base sur l’écriture des états AKLT sous forme de
Matrix Product States (MPS, état produit de matrices en français) [23, 24]. Nous prenons
inspiration de ce formalisme pour concevoir des circuits quantiques préparant de manière
efficace les états AKLT, ne nécessitant qu’une seule projection. Nous comparons le coût
de ces deux méthodes à la fois en termes de nombre de portes quantiques, mais aussi du
nombre moyen nécessaire de projections. Nous démontrons que la méthode projective est
plus favorable aux implémentations NISQ pour des réalisations expérimentales de petite
taille, grâce à ses circuits moins coûteux. En revanche, le second schéma, basé sur le
formalisme MPS, présente un meilleur coût lorsque le nombre de sites devient grand,
grâce à un nombre de répétitions devenant constant. Afin de valider nos techniques, nous
les implémentons sur les machines quantiques d’IBM. Nous réalisons une tomographie
quantique afin de reconstruire l’état produit expérimentalement. Nous démontrons avec
succès la préparation d’états AKLT à 2 sites (soit 4 qubits), et confirmons les résultats
attendus, i.e. une fidélité supérieure pour la méthode projective, en dépit d’un nombre de
post-sélection moins favorable. Ces résultats valident une voie intéressante et pragmatique
pour le calcul quantique, à savoir l’implémentation d’états fondamentaux classiquement
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accessibles.

L’ensemble des contraintes imposées par les machines quantiques actuelles nous pousse
à devoir cibler les problèmes pour lesquels atteindre un avantage quantique est le plus
plausible. Pour ce faire, il est essentiel de comprendre les méthodes classiques, leur force,
mais surtout leur faiblesse, et avoir en point de mire les scénarios où elles échouent sans
ambiguïté. C’est dans cette perspective que le Chapitre 4 s’attarde sur la simulation de
dynamique quantique hors-équilibre. Lorsqu’un système quantique est poussé loin de son
état d’équilibre, l’état décrivant le système devient très intriqué. Or, représenter des états
à plusieurs particules avec une grande quantité d’intrication est précisément l’obstacle
majeur pour les techniques numériques modernes, notamment pour les réseaux de tenseurs
et MPS [23, 25, 24, 26, 27, 28, 29].

Comme nous l’avons évoqué dans le Chapitre 3, les méthodes basées sur MPS sont
particulièrement efficaces pour déterminer les états fondamentaux de systèmes unidimen-
sionnels, ainsi que pour manipuler des états faiblement intriqués. En revanche, elles restent
limitées pour simuler la physique hors-équilibre, où l’intrication peut augmenter de manière
balistique avec le temps, le coût de simulation devenant alors exponentiel. D’un autre côté,
les calculateurs quantiques sont naturellement propices à générer des états quantiques et
performer leur propagation en temps, mais restent limités par le bruit. Dans ce Chapitre,
nous utilisons le meilleur des deux mondes : la simulation à temps court est réalisée
efficacement par des MPS, compilés en circuits quantiques courts optimisés grâce à des
méthodes de réseaux tensoriels. Ces états MPS peuvent être ainsi implémentés sur un cal-
culateur quantique, qui poursuit leur évolution temporelle au-delà de la limite classique.
Afin d’évaluer les performances de cette démarche mêlant classique et quantique, nous
utilisons un modèle de bruit et évaluons la fidélité des états et la quantité d’intrication
produite en fonction du temps de simulation et du niveau de bruit. Nous concluons que
cette approche permet de battre les simulations MPS, tout en abaissant significativement
les niveaux de bruit nécessaires pour atteindre un avantage quantique. Nous confirmons
nos résultats avec une réalisation expérimentale sur une machine d’IBM, où notre méthode
permet à la fois de réaliser de meilleures performances qu’une méthode MPS de faible coût
et une simulation purement quantique. Enfin, nous proposons d’étendre notre méthode
en optimisant les circuits quantiques utilisés pour la propagation des états MPS. Pour
ce faire, nous développons une méthode basée sur des MPO (Matrix Product Operators,
opérateurs produit de matrices en français) permettant de compresser les circuits util-
isés pour l’évolution temporelle en des circuits courts et efficaces en terme de production
d’intrication. Cette extension permet de fournir au calculateur quantique tous les ingré-
dients pour une simulation quantique efficace, classiquement optimisée. Cette approche
ouvre une voie pragmatique et performante pour atteindre un avantage quantique.
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Introduction

Over the past few years, we have witnessed a rapid progress of quantum technologies,
which brought a lot of enthusiasm in the scientific community as well as for the general
public. At the forefront of this interest for quantum physics lie quantum computers, raising
the hope to solve intractable problems in a variety of scientific domains.

Original ideas of quantum computation emerge in the 1970s and 1980s [1, 2, 3, 4, 5],
motivated by the hardness of simulating quantum systems. However, it is only recently
that we have observed a radical improvement of quantum devices, from academic research
groups to industrial actors, to the point that we can now manipulate (small and noisy)
quantum computers as a high-level user on cloud-based services [6]. These so-called Noisy-
Intermediate-Scale-Quantum devices (NISQ) [7] have led to a tremendous growth of the
field of quantum computing, from the experimental to theoretical and algorithmic research,
with main objective of reaching a quantum advantage.

The term "quantum advantage" is often used to refer to the superiority of quantum
computers over classical methods to perform a computation. We can however distin-
guish between two kinds of quantum advantage. The first one, which we could refer to
as complexity advantage, corresponds to designing quantum algorithms with a favorable
complexity scaling with respect to problem size over classical algorithms. This is for in-
stance the case for the famous Shor algorithm [8, 9] for prime factorization. But finding
algorithms that exhibit a clear and unambiguous favorable scaling over existing meth-
ods is not a trivial task. Additionally, the noise inherent to quantum devices makes the
realization of such algorithms extremely challenging. Demonstrating an advantage for a
computational task implies that quantum computers demonstrate the ability to perform
a computation believed to be beyond the capacity of any classical methods. In practice,
this often signify that the errors from noise are lower than the approximations, conceptual
or numerical, used by the classical methods. We can refer to this as practical advantage.
Different experiments with quantum devices have claimed to have perform a computation
task beyond classical capabilities [10, 11, 12, 13], putting forward the complexity argument
of the task, but these announcements were often nuanced in regards of comparison with

13



classical approximated solutions [14, 15, 16, 17].

In this thesis, we focus on the latter by investigating the feasibility of using quantum
computers to solve paradigmatic problems in quantum many-body physics and condensed
matter physics, with a focus on experimental implementations on currently available quan-
tum devices. After an introduction to the basic concepts and tools in quantum mechanics
and quantum compution in Chapter 1, we investigate in Chapter 2 the possibility of us-
ing quantum computers to find ground states of interacting fermionic models, namely the
Hubbard model, a simple but crucial model to model electrons with Coulomb repulsion.
To do so, we choose the Variational Quantum Eigensolver (VQE) [18, 19], one of the
most prominent algorithm proposed for NISQ devices. VQE employs a quantum com-
puter to prepare a quantum state, supposedly intractable for classical computer, thanks
to a parameterized quantum circuit, whose parameters are optimized thanks to a classical
optimizer.

Despite finding ground states are in general a very challenging endevor, interesting
models exhibiting rich physics can be formulated with simple tractable forms. Preparing
such states on a quantum computer is an useful task to bring them toward regimes where
they lose their simplicity. In the Chapter 3, we focus on the Affleck-Lieb-Kennedy-Tasaki
(AKLT) states [20], the first tractable ground states of antiferromagnetic spin-1 systems
verifying the Haldane conjecture [21, 22]. We explore two preparation schemes, one based
on their natural construction by performing local projection of pairs of qubits onto their
triplet subpace, the other one based on their Matrix Product State (MPS) [23, 24] form.

Taking into account the numerous constraints surrounding the performances of cur-
rent quantum devices, finding an advantage requires to focus on physical problems where
classical methods unambiguously fail while being adequate to quantum computers. With
this in mind, we focus in Chapter 4 on the simulation of out-of-equilibrium quantum dy-
namics, where states are driven towards high level of entanglement. Representing large
amount of entanglement is the key bottleneck to state-of-the-art numerical techniques for
simulation of quantum systems, namely tensor network and MPSs [23, 25, 24, 26, 27,
28, 29]. We study the synergy between MPS and noisy quantum computers to simulate
quantum dynamics of a spin model with a tensor-network-enhanced quantum simulation,
and quantify the noise requirement to obtain an advantage over MPS.

14
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1 | Elements of quantum comput-
ing

In this chapter, we give the basic concepts and notations to describe quantum systems,
with an emphasize on quantum bits (or qubits). We describe how to represent operations
on qubits with quantum circuits, along with how to perform a computation thanks to
measurement. Then, we focus on the differences between quantum states with and without
noise, and how to model the behavior of current noisy devices. This introductive chapter
is inspired from the textbook Quantum Computation and Quantum Information [30] by
Isaac Chuang and Micheal Nieslen, that we recommand for further reading.

1.1 Quantum mechanics and quantum bits

1.1.1 Quantum states and linear algebra

The description of quantum objects is based on linear algebra, that gives tools to
describe vector spaces. In particular, quantum objects that possess n degrees of freedom
are described by vectors living in the vector space Cn. The vector space describing all the
possible configurations of a given quantum object is called Hilbert space. The standard
ket notation for a quantum state ψ is |ψ⟩ such that

|ψ⟩ =


ψ1
...
ψn

 , (1.1)

where {ψi} are complex scalars. Each number ψi corresponds to the amplitude associ-
ated with the basis state |i⟩ defined as the vector with the i-th component is 1 and zero
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1.1. Quantum mechanics and quantum bits

elsewhere. Using the ket notation, we can equivalently express |ψ⟩ as

|ψ⟩ =
n∑

i=1
ψi |i⟩ . (1.2)

From this, we can define an inner product between two vectors |Ψ⟩ and |φ⟩. To do
so, we define bra notation such that

⟨φ| = |φ⟩† =
(
φ∗

1 . . . φ∗
n

)
, (1.3)

where .† operates the transposition and conjugation of a matrix, such that (a†)ij = a∗
ji.

With this, we can define an inner (or scalar) product on the Hilbert space. The inner
product between |ψ⟩ and |φ⟩ is then defined as

⟨φ|ψ⟩ =
(
φ∗

1 . . . φ∗
n

)
ψ1
...
ψn

 = φ∗
1ψ1 + . . .+ φ∗

nψn. (1.4)

For example, two basis vectors |i⟩ and |j⟩ from an orthonormal basis obey ⟨i|j⟩ = δij . The
norm of the quantum state |ψ⟩ is given by ⟨ψ|ψ⟩. The Born’s rule, one of the postulates
of quantum mechanics, states that the probability pi of observing (or measuring) |ψ⟩ in
the state |i⟩ is given by

pi = |⟨i|ψ⟩|2. (1.5)

Such interpretation yields the convention of describing quantum state with vectors of
norm-1, such that ⟨ψ|ψ⟩ = 1. Moreover, as an observer can only access the squared
modulus of state amplitudes, two norm-1 quantum states |ϕ⟩ and |ψ⟩ are equivalent if
they are equal up to a phase, |ϕ⟩ = eiα |ψ⟩ with α ∈ R. In other words, quantum states
are defined up to a phase.

In order to describe physical processes acting on quantum systems, as well as to
compute their properties, we define operators acting on quantum states and result in new
quantum states from the Hilbert space. Such operators are described by operators defined
by matrices. For example an operator A acting on an Hilbert space of dimension n is
described by a n× n matrix:

A =


A11 A12 . . . A1n

A21 A22 . . . A2n

...
... . . . ...

An1 An2 . . . Ann

 (1.6)
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1. Elements of quantum computing

Using the bra-ket notation, we can equivalently write A as

A =
n∑

i=1

n∑
j=1

Aij |i⟩⟨j| (1.7)

The action of A on a given quantum state |ψ⟩ results in another quantum state |ψ′⟩ from
the Hilbert space. This state can be computed as

∣∣ψ′〉 = A |ψ⟩ (1.8)

=
n∑

i=1

n∑
j=1

Aij |i⟩⟨j|
n∑

k=1
ψk |k⟩ (1.9)

=
n∑

i=1

n∑
j=1

n∑
k=1

Aij |i⟩ ⟨j |k⟩︸ ︷︷ ︸
δjk

(1.10)

=
n∑

i=1

n∑
k=1

Aijψj |i⟩ (1.11)

In particular, a physical process can be modelled with a operator U . Acting on an initial
state |ψ⟩, U |ψ⟩ represent the evolved state. As one of the postulates of quantum mechan-
ics, the operator U is unitary, meaning that U †U = UU † = 1. As a consequence, the
norm of |ψ⟩ is conserved after the evolution of the system, and its evolution is reversible
by evolving the state under U † as U †U |ψ⟩ = |ψ⟩.

1.1.2 Qubit

A quantum bit, or qubit, is the simplest example of a quantum system. Similarly to
a classical bit whose value can be either 0 or 1, a qubit can be described by vector space
of dimension 2, where we can identify two values 0 and 1 with two basis states

|0⟩ =
(

1
0

)
, |1⟩ =

(
0
1

)
. (1.12)

However, contrary to a classical bit, a qubit can be described by a quantum superposition
of the two configurations |0⟩ and |1⟩.

|Ψ⟩ = α |0⟩+ β |1⟩ ,with α, β ∈ C. (1.13)

The normalization condition leads to the following conditions on the coefficients α and β:

⟨Ψ|Ψ⟩ = |α|2 + |β|2 = 1 (1.14)
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1.1. Quantum mechanics and quantum bits

This condition guarantees that we can use the coefficients α and β to obtain the proba-
bilitity of the two different outputs 0 and 1 as

p0 = |⟨0|Ψ⟩|2 = |α|2, p1 = |⟨1|Ψ⟩|2 = |β|2 (1.15)

A useful and equivalent notation for quantum states is to use the density matrix that we
define as

ρ = |Ψ⟩⟨Ψ| (1.16)

As ρ is a Hermitian operation, meaning that ρ† = ρ, we can rewrite the density matrix
using a basis for the 2× 2 Hermitian matrix space. Along with the identity matrix 1, the
Pauli matrices form a real vector space for 2× 2 Hermitian matrices, that we define as

σx = X =
(

0 1
1 0

)
, σy = Y =

(
0 −i
i 0

)
, σz = Z =

(
1 0
0 −1

)
. (1.17)

Consequently, the density matrix ρ can be uniquely expressed by a linear combination of
Pauli matrices, with real coefficients. Combined with the normalization condition, written
as Tr(ρ) = 1, we can write the density matrix as

ρ = 1+ n⃗.σ⃗

2 , (1.18)

where the Pauli vector σ⃗ is defined as (σx, σy, σz) and n⃗ = (nx, ny, nz) is a unitary vector
designating a point on the unitary sphere. Such notation allows for a geometrical repre-
sentation of a qubit state. As shown in Fig. 1.1, the qubit state Ψ corresponds to a point
on the so-called Bloch sphere, given by the coordinates n⃗ = (sin θ cosφ, sin θ sinφ, cos θ),
corresponding to expressing |Ψ⟩ as cos θ

2 |0⟩ + eiφ sin θ
2 |1⟩, with θ and φ being the two

angles from the Bloch sphere. While a classical bit would be represented by only the poles
in the z direction, a quantum bit lives on the whole sphere.

Contrary to a classical bit that can encode one bit of information, 0 or 1, a quantum
bit stores information into the amplitudes α and β. Putting together more and more
qubits will allow to encode information into the amplitudes associated with the different
bit strings. However, superposition is not enough to truly access the power of quantum
computation as we will explain in the next section.

1.1.3 Entanglement

In order to describe the physics of multi-particle quantum systems, it is important
to introduce the notion of tensor product. The tensor product yields to the construction
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1. Elements of quantum computing

Figure 1.1: The Bloch represents the 1-qubit Hilbert space, where a state corresponds
to a point of the sphere, defined by two angles θ and φ. The two poles along the z axis
represent the two classical states 0 and 1.

of the Hilbert space of a many-body system from the Hilbert spaces associated with its
constituting particles. Let us consider two vector spaces V and W of dimension dV and
dW . The tensor product between V and W is noted V ⊗ W, and possesses a dimension
dV × dW . A vector belonging to V ⊗W can be expressed as a linear combination of tensor
products of the basis vectors {|v⟩} and {|w⟩} (keeping the ket notation), also noted as
|v⟩ ⊗ |w⟩ or |vw⟩.

The tensor product "⊗", also called Kronecker product, allows to explicitly construct
these objects. Let us take the example of two matrices V and W of dimension n×m and
k × l respectively. The product V ⊗W is a matrix of dimension (nk)× (ml) defined as

V ⊗W =


V11W V12W . . . V1mW

V21W V22W . . . V2mW
...

... . . . ...
Vn1W Vn2W . . . VnmW

 . (1.19)

Let us now take the example of two qubits described respectively by the Hilbert spaces H1

and H2 (with H1 = H2 = C2). Qubit 1 is the state |Ψ1⟩ and qubit 2 in |Ψ2⟩. As a result,
the state |Ψ12⟩ can be described by a vector from the vector spaceH1⊗H2 = C2⊗C2 = C4,
and is obtained by using Eq. 1.19 as
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1.1. Quantum mechanics and quantum bits

|Ψ12⟩ = |Ψ1⟩ ⊗ |Ψ2⟩ (1.20)

=
(
α1

β1

)
⊗
(
α2

β2

)
=


α1α2

α1β2

β1α2

β1β2

 (1.21)

= α1α2 |00⟩+ α1β2 |01⟩+ β1α2 |10⟩+ β1β2 |11⟩ . (1.22)

Having presented the tools to describe quantum systems containing multiple particles,
we can define another fundamental concept of quantum mechanics alongside superposition:
entanglement. Entanglement is the phenomenon resulting from the interaction between
particles, which leads to non-classical correlations and is at the heart of the computational
power of quantum computers. Taking the example of two qubits described by a state
|Ψ12⟩, the two qubits are entangled if |Ψ12⟩ cannot be expressed as a tensor product of
two individual qubit states |Ψ1⟩ and |Ψ2⟩:

|Ψ12⟩ ≠ |Ψ1⟩ ⊗ |Ψ2⟩ . (1.23)

With entanglement, a two-qubit system becomes a proper many-body system rather than
a product of many single-body systems. The intriguing property of entanglement is that
its effect is non-local, meaning that two entangled particles put arbitrarily far from each
other will still exhibit correlations, violating local realism. This led to the famous "EPR
paradox" from Einstein, Podolsky, and Rosen [31], which challenged the completeness of
quantum mechanics’ formulation, where Einstein argued that there should be no "spooky
action at distance". The Bell’s inequality, introduced by Bell [32], set an upper limit
for the correlations if quantum mechanics was respecting local realism. Its violation was
experimentally observed [33, 34, 35].

For example, let us consider the following state:

|Ψ12⟩ = 1√
2

(|00⟩+ |11⟩). (1.24)

Investigating |Ψ12⟩, we observe that it cannot be factorized and therefore contains entan-
glement. This can translate into measuring correlations. For example, we can compute
the 2-body correlator Cz = ⟨Z1Z2⟩ − ⟨Z1⟩⟨Z2⟩. For any seperable state |Ψ1⟩ ⊗ |Ψ2⟩,
Cz = 0. However, in this example, we obtain non-zero result as Cz = 1, which manifests
the presence of entanglement in the system.
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1. Elements of quantum computing

As a matter of fact, a two qubit system can be described using a basis of 4 orthogonal
entangled states, called as the Bell states, defined as:

|Ψ+⟩ = 1√
2

(|00⟩+ |11⟩), (1.25)

|Ψ−⟩ = 1√
2

(|00⟩ − |11⟩), (1.26)

|Φ+⟩ = 1√
2

(|01⟩+ |10⟩), (1.27)

|Φ−⟩ = 1√
2

(|01⟩ − |10⟩). (1.28)

(1.29)

Thanks to entanglement, quantum systems be can prepared into states that would not
be accessible with only single-qubit superposition. From a computation perspective, en-
tanglement enables to encode more information via the amplitudes of many-body states.
Taking the example of a N -qubit quantum computer, the Hilbert space have a dimension
equal to 2N . Being able to prepare a fully entangled quantum state leads to the possibil-
ity of storing information into 2N independant amplitudes, which underpins the power of
quantum computation.

1.1.4 Quantum circuits

Quantum circuits are pictorial representations for the unitary evolution of quantum
states. Reading from left to right, the state of the system is represented by a line, while
a physical process U is represented by a two-legged object, the input leg is connected to
the input state, which results in a new output state at the other leg, as shown in Fig. 1.2.

Figure 1.2: A quantum system in state |Ψ⟩ evolves under the transformation U , which
results in the new state |Ψ′⟩.

For a system containing N qubits, a quantum circuit will be composed out of N lines,
with unitary transformation acting on one or many qubits. Quantum circuits are quantum
counterparts of classical circuits, representing a series of logical operations applied on bits.
To highlight their similarities, let us take the example of the logical operator NOT that
reverses the value of a classical bit. Equivalently, when using a qubit, applying the gate
X also flips the state of the qubit (see Table 1.1).
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1.1. Quantum mechanics and quantum bits

Classical Quantum

a ā

0 1
1 0

|a⟩ |ā⟩
|0⟩ |1⟩
|1⟩ |0⟩

Table 1.1: The classical logic gate NOT and its quantum counterpart, the X gate.

Similarly, operations can be performed on a set of bits/qubits. For example, the clas-
sical XOR gate and its quantum version, often named CNOT, allow to flip of a bit/qubit
based on the value of another bit/qubit (see Table 1.2). However, non-classical features

Classical Quantum

a b a⊕ b
0 0 0
0 1 1
1 0 1
1 1 0

|a⟩ |b⟩ |a⊕ b⟩
|0⟩ |0⟩ |0⟩
|0⟩ |1⟩ |1⟩
|1⟩ |0⟩ |1⟩
|1⟩ |1⟩ |0⟩

Table 1.2: The classical logic gate XOR acting on two bits and its quantum counterpart,
the CNOT gate. Adapted from [36].

can be obtained by quantum gates without classical equivalents that introduce superpo-
sition and entanglement between the qubits. Let us the example for the Hadamard gate,
noted H, whose action is defined by Table 1.3, that create a superposed state from |0⟩ or
|1⟩.

|a⟩ |b⟩
|0⟩ 1√

2(|0⟩+ |1⟩)
|1⟩ 1√

2(|0⟩ − |1⟩)

Table 1.3: The Hadamard gate, that prepares superposed one-qubit states.

Together with a CNOT gate, it becomes possible to create an entangled state that is
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|0⟩ H
|00⟩+|11⟩√

2
|0⟩

Figure 1.3: An example of a quantum circuit, an Hadamard gate combined with CNOT
gate, creating a Bell state.

U =
U1 U3 U5 U7

U2 U4 U6 U8

Figure 1.4: Any 2-qubit gate can be decomposed using 3 CNOTs gates and single-qubit
unitaries.

truly non-classical. To do so, we create a superposed state with the control qubit whose
state determines whether the second qubit’s state will be flipped. The state of the second
qubit becomes intrinsically linked with the state of qubit 1, as they form an entangled
state, as depicted in Fig. 1.3. Table 1.4 shows commonly used quantum gates with their
circuit and matrix representations. Some remarks are worth to be mentioned to better
undersand their utility. First, any single-qubit unitary can be decomposed as a product
of rotations along different axes such that

U = eiδRz(α)Ry(β)Rz(γ). (1.30)

Similarly, any two-qubit unitary can be decomposed with at most 3 CNOTs and single-
qubit rotations [37] as shown in Fig. 1.4. In general, it is possible to define universal gate
set, i.e. a set of quantum gates from which any N -qubit unitary can be decomposed with a
finite quantum circuit, as a consequence of the Solovay-Kitaev theorem [38]. This tells us
that a quantum computer accesses the full power of quantum computation by preparing
any state in a finite time. For example, all the single-qubit gates (that can be expressed as
1.30 ) with the CNOT gate [39] or {CNOT, H, P (π/2)} with the T gate forms a universal
gate set. Note that the so-called Clifford group generated by {CNOT, H, P (π/2)} has
the property that if U belongs to the Clifford gate, therefore it maps any tensor product
of Pauli matrices (often referred to as a Pauli string) σ into another Pauli string σ′ as
UσU † = Pσ′. This feature allows to simulate any quantum circuits containing only
gates from the Clifford group in a polynomial time on a classical computer, thanks to
the Gottesman-Knill theorem [40]. Therefore, any quantum computation should require
non-Clifford gates in order to provide a quantum advantage.
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Gate Symbol Matrix

Pauli X X

(
0 1
1 0

)

Pauli Y Y

(
0 −i
i 0

)

Pauli Z Z

(
1 0
0 −1

)

Hadamard H
1√
2

(
1 1
1 −1

)

Phase P (φ)

(
1 0
0 eiφ

)

T T

(
1 0
0 eiπ/4

)

Rx(θ) Rx(θ)

(
cos( θ

2) −i sin( θ
2)

−i sin( θ
2) cos( θ

2))

)

Ry(θ) Ry(θ)

(
cos( θ

2) − sin( θ
2)

sin( θ
2) cos( θ

2))

)

Rz(θ) Rz(θ)

(
e−iθ/2 0

0 eiθ/2

)

CNOT


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0



SWAP


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1



Toffoli


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 X


Table 1.4: Quantum gates with their symbolic represention and corresponding unitary
matrix. Adapted from [41].

1.1.5 Measurement and expectation values

Measurement is the final step in the process of quantum computation. It allows to
access the information carried by the superposed and entangled states from the quantum
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1. Elements of quantum computing

computer. In quantum mechanics, measurement is the result of the interaction between
the quantum system and an external apparatus, which leads to a probabilistic projection
of the state. As part of one of the fundamental postulates of quantum mechanics, the
measurement can formulated mathematically as follows. Let |Ψ⟩ be the state describing
the quantum system. The measurement is defined by a set of measurement operators
{Mm} where m is a measurement output. Therefore, the probability pm of obtaining m
is defined as

pm = ⟨Ψ|M †
mMm|Ψ⟩. (1.31)

After the measurement yielding the output m, the system is described by

|Ψm⟩ = Mm |Ψ⟩√
pm

. (1.32)

The sum of the probabilities for the different outputs {m} must be equal to 1, leading to
the completeness condition:

∑
m

pm =
∑
m

⟨Ψ|M †
mMm|Ψ⟩ = 1. (1.33)

This consists of the foundation of quantum measurement. In practice, to describe the
effect of measurement, a less general framework is used: the Projective Operator-Valued
Measure (POVM) formalism, where the state undergoes a projection as a result of the
measurement. The measurement is described by a set of positive semi-definite hermitian
operators {Πi} with ∑

i

Πi = 1, (1.34)

where each operator is associated with a measurment output with probability pi defined
as

pi = ⟨Ψ|Πi|Ψ⟩. (1.35)

In the case of pure states, a simple form of POVM consists of a set of projectors {Πi} (with
ΠiΠj = δijΠi) associated with a set of states {|i⟩} forming an orthogonal basis. Within this
framework, the state |Ψ⟩ or ρ is projected onto a |i⟩ with probability |⟨i |Ψ⟩ |2 = |⟨i|ρ|i⟩|.

This projective measurement formalism is an essential element to understand how
one can evaluate a physical quantity from a state. A physical quantity is represented by
an observable, defined by a Hermitian operator, meaning that if O is an observable, then
O† = O. An observable can be decomposed in terms of its eigenvalues {λi} and projectors
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1.1. Quantum mechanics and quantum bits

{Πi} onto its different eigenspaces as

O =
∑

i

λiΠi. (1.36)

The set of projectors {Πi} define a projective measurement, the physical quantity O eval-
uated on the state |Ψ⟩ is the sum of probabilities of the different outputs {i} weighted by
their associated eigenvalues {λi}, resulting into an averaged value ⟨O⟩ called expectation value,
obtained as

⟨O⟩ =
∑

i

λipi (1.37)

=
∑

i

λi⟨Ψ|Πi|Ψ⟩ (1.38)

= ⟨Ψ|O|Ψ⟩. (1.39)

The simplest example when measuring the average magnetization of one qubit, de-
scribed by the Pauli-Z observable, whose eigenvalues are +1 and -1, associated with the
projectors

Π0 = |0⟩⟨0|, Π1 = |1⟩⟨1|. (1.40)

These projectors correspond to projecting the qubit into one of the two computational
basis states 0 or 1. The expectation value of Z is evaluated from the probabilities p0 and
p1 of measuring the qubit in the |0⟩ and |1⟩, as

⟨Z⟩ = ⟨Ψ|(|0⟩⟨0| − |1⟩⟨1|)|Ψ⟩ (1.41)
= |⟨0|Ψ⟩|2 − |⟨1|Ψ⟩|2 (1.42)
= p0 − p1. (1.43)

The probability pi is obtained by sampling the state |Ψ⟩. The state is prepared and
measured n times, the output 0 (1) is obtained n0 (n1) times. The probability for the
output k is then estimated by nk/n. Fig. 1.5 shows an example of a quantum circuit with
a measurement.

For N qubits, we can use tensor products of the one-qubit projectors, such as

Πk = Πk1 ⊗ · · · ⊗ΠkN
, (1.44)

where k indexes the N qubit states resulting from the tensor product of one qubit states
labeled by {ki}, ki = 0 or 1. In most quantum devices this is how measurement can be
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. . .

. . .

. . .

|0⟩ Rx(θ) Rz(γ)

|0⟩ Ry(φ) Rx(ζ) 0 or 1

|0⟩ Rz(ϕ) Ry(α)

Figure 1.5: An example of a 3-qubit quantum circuit ending by a measurement on the
second qubit, that produces an output 0 or 1.

described. Being able to only perform measurements in the computational basis implies
that one can only evaluate observables of the form of tensor product of Z-Pauli operators,
i.e. Z = ⊗q∈QZq, where Q designates a subset of the qubit register containing NQ qubits.
Its expectation value is obtained by.

⟨Z⟩ =
∑

k

s(k)|⟨k|Ψ⟩|2 ≃
∑

k

s(k)nk

n
, (1.45)

where s is the sign of the bitstring k defined as

s(k) = (−1)
∏

i
ki . (1.46)

To measure an observable O other than the product of Z operators, the strategy is to
find a unitary transformation B that performs a change of basis to transform O to Z, i.e.
B†ZB = O, such that O can be evaluated by applying B before performing measurements.
A simple (although not optimal) approach is to decompose the observable O as as sum of
Pauli strings:

O =
∑

i

αiσi, (1.47)

where σi ∈ {1, X, Y, Z}⊗NQ and αi ∈ C. By observing that

HZH = X, and P (−π2 )HZHP (−π2 ) = Y, (1.48)

we can measure any Pauli string by applying the corresponding single-qubit rotations (H
to measure X and HP (−π

2 ) to measure Y ). Note that more efficient strategies can be
found by partitioning sets of Pauli strings that can be measured simultaneously (i.e. with
a single quantum circuit) based on their commutativities [19]. By summing the estimated
expectation values for {σi}, we can estimate ⟨O⟩.
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1.2. Noise, decoherence and NISQ devices

Measurement basis Circuit

Pauli Z

Pauli X H

Pauli Y P (−π
2 ) H

Table 1.5: Circuit to measure a qubit in the different Pauli basis. Adapted from [42]

1.2 Noise, decoherence and NISQ devices

At the heart of quantum computation lies the capacity to design and build a control-
lable quantum system, which represent a massive conceptual and technical challenge. In
particular, its consituable qubits should keep their quantum features over long time scale,
while the operations between one or more qubits should be performed at an high level
of precision. The DiVincenzio’s criteria [43] are often taken as reference requirements
for quantum computers. According to them, performing quantum computation should
require:

1. "A scalable quantum system with well-characterized qubits", meaning the fabrication
of a quantum computer with a high number of qubits is possible.

2. "The ability to initialize the state of the qubits to a simple fiducial state, such as
|000 . . . ⟩", so that any quantum computation will start with a known initial state.

3. "A long coherence time", meaning that the qubits are sufficiently isolated for their
environment to keep their quantum features over long time scales. More precisely,
the coherence time should be longer than the running time of a given quantum
circuit.

4. "A universal set of quantum gates", to have the capacity to perform any unitary
transformation, and therefore access the full potential of quantum computation.

5. "A qubit-specific measurement capability", which makes it possible to query effi-
ciently results from the quantum computation

Different technologies are currently considered and explored in order to build a quan-
tum computer, which has its own advantages and disadvantages with respect to the Di-
Vincenzio’s criteria. Amongst the leading technologies, superconducting qubits, built from
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Josephson junctions, neutral atoms such as Rydberg atom platforms, using two specific
states of manipulable and interacting atoms to act as two-level systems or trapped-ion
architecture, similar to neutral atoms, ions trapped into an optical lattice are used as
qubits by by isolating two electronic states. Although tremendous and rapid improve-
ments have been performed in the past recent years, current quantum devices still suffer
mainly from decoherence. These quantum platforms are often named "Noisy Intermediate
Scale Quantum" or NISQ devices [7].

1.2.1 Density matrix and mixed states

To better understand the effect of noise, we can use models that mimic the interaction
of qubits with their environment. First, in order to describe our quantum system, we will
use a Hilbert HS . The system being not fully isolated, it interacts with its environment,
described by a Hilbert space HE . As a result of this interaction, it becomes impossible to
describe the system S by a quantum state from HS but rather a quantum state |ΨS+E⟩
belonging in HS ⊗HE . However, accessing the full state of the system is impossible as we
do not know about the nature of the environment, and can only manipulate and measure
the system S. Rather than the full quantum state, we can only access the reduced density
matrix ρ of S, formally obtained by tracing out the environment’s degrees of freedom:

ρ = TrE(|ΨS+E⟩⟨ΨS+E |) (1.49)

The density matrix ρ can be for example reexpress with its spectral decomposition

ρ =
∑

i

pi|Ψi⟩⟨Ψi|. (1.50)

The expression in Eq. 1.50 teaches that the system is in a mixed, i.e. in a statistical
mixture of pure states {|Ψi⟩} associated with probabilities {pi}. The normalization of the
state is still conserved, ie Tr(ρ) = 1, but the purity of the state, i.e. how much ρ is mixed,
can be measured by Tr(ρ2) ≤ 1 (= 1 when pure). The expectation value of an observable
O is obtained by

⟨O⟩ =
∑

i

pi⟨Ψi|O|Ψi⟩ (1.51)

= Tr(Oρ). (1.52)

In terms of Bloch sphere representation, the vector n⃗ = (nx, ny, nz) representating the
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1.2. Noise, decoherence and NISQ devices

Figure 1.6: (a) Running a quantum circuit on a noisy quantum device can be modelled
by channels. Idle qubits loose their coherence by phase and amplitude damping, while
acting with gate on qubits also induce errors, that can be modelled by a depolarizing
channel. (b) On a single qubit, noise reduces the effective Bloch sphere.

state ρ is defined as (Tr(Xρ),Tr(Y ρ),Tr(Zρ)). For a mixed state, its purity Tr(ρ2) < 1
translates into ||n⃗|| < 1, meaning that the state corresponds now to a point inside the unit
sphere, effectively reducing the computational space.

1.2.2 Noise model

To better grasp the effect of decoherence, we can use simple models that effectively
capture quantum noise when running a quantum circuit. We can distinguish between
several effects. A useful formalism to describe noise in the operator-sum representation.
In the same spirit as Eq. 1.49, we consider that the system along with its environment
undergoes a global unitary transformation. After tracing out the environment, we obtain
that the density matrix for the system S is evolved and mixed under a set of operators
{Kk} resulting in an updated density matrix E(ρ) such that

E(ρ) =
∑

k

KkρK
†
k (1.53)

The condition of trace preservation implies that ∑k K
†
kKk = 1.

Let us first consider an idle qubit. We can usually take into account two main phe-
nomena responsible for noise. First, the state |1⟩ is an excited state of the qubit associated
with a higher energy than its ground state |0⟩. Therefore, qubits can spontaneously relax
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to their lower energy ground state by emitting a photon. This is called amplitude damping,
as the amplitude associated to state |1⟩ is leaking toward the amplitude of state |0⟩. The
following Kraus operators can used to model this noise:

KAD
0 =

(
1 0
0
√

1− pAD

)
,KAD

1 =
(

0
√
pAD

0 0

)
, (1.54)

where he relaxation probability pAD is defined by typical time scale T1 such that pAD(t) =
1− e−t/T1 , t being the idle time. The relaxation of the qubit into its ground state has for
consequence the shrinking of the Bloch sphere to the classical state 0.

Another key phenomena to include is the phase damping. Without loss of energy, it
corresponds to the loss of quantum information by losing the information of the phase of
state |1⟩ with respect to |0⟩. To describe this, we can use the following operators:

KP D
0 =

√
pP D

(
1 0
0 1

)
,KP D

1 =
√

1− pP D

(
1 0
0 −1

)
. (1.55)

This channel is equivalent to leaving the state invariant with probability pP D flipping the
phase of the state |1⟩ by applying a Z gate with a probability 1− pP D. Similarly, pP D is
defined by a typical time scale Tϕ, so that pP D = 1−e−t/Tϕ . In terms of the Bloch sphere,
losing the information of the phase has the effect of shrinking the Bloch sphere towards the
z-axis. The pure dephasing time scale is usually difficult to measure as amplitude damping
occurs simultaneously. We often define the decoherence time T2 (or transverse relaxation
time) that combines both phase and amplitude damping as T−1

2 = (2T1)−1 + T−1
ϕ .

Finally, we also need to take into account the errors arising when performing a gate
on qubits. The gate imperfections are modeled by a depolarizing channel acting after each
gate [44], that we define with

KD
0 =

√
1− pI,KD

1 =
√
p

3X,K
D
2 =

√
p

3Y,K
D
3 =

√
p

3Z. (1.56)

When applying a gate U to a qubit in the state, this channel acting transforms the resulting
ρ ← UρU † leaves the state untouched with probability 1 − p or apply one of the Pauli
gates with probability p/3:

E(ρ) = (1− p)ρ+ p

3(XρX + Y ρY + ZρZ). (1.57)

Using the decomposition of ρ in the Pauli basis with Eq. 1.18, we can equivalently
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rewrite the mixed density matrix as

E(ρ) = (1− 4p
3 )ρ+ 4p

3
1

2 , (1.58)

meaning that the density matrix gets mixed with the maximally mixed state 1/2. To
model the noise of a n-qubit gate, we take the tensor product of n one-qubit depolarizing
channel, or we use global depolarizing noise defined as

E(ρ) = (1− p)ρ+ p
1

2L
, (1.59)

with p is here a global error probability. Despite its simplicity, Eq.1.59 gives a simple
view on decoherence, where the exact state gets mixed with a completely uncorrelated
classically mixed state 1

2L , interpreted as a statistical mixture of all the classical states.
Fig. 1.6 summarizes the noise sources occuring when running a circuit and their effects
on the Bloch sphere.
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2 | Ground State Search with Quan-
tum Computers

2.1 Introduction

This chapter adresses the question of ground state search with quantum computers.
Finding the ground states of interacting systems is a challenging endeavor that lies at the
heart of quantum mechanics. Accessing them is crucial for understanding the fundamental
nature of quantum systems and their properties. In quantum mechanics, the energy of the
system is described by an Hamiltonian H, which determines the energy E of a normalized
state |Ψ⟩ as E = ⟨H⟩ = ⟨Ψ|H|Ψ⟩. Therefore, determining the state |Ψ0⟩ of a system with
the lowest energy E0 can be formulated as an eigenvalue problem:

H |Ψ0⟩ = E0 |Ψ0⟩ . (2.1)

In a general scenario, the Hamiltonian H can be represented with a matrix whose
dimensions scales exponentially with the number of degree of freedom of the system of
interest (2N × 2N in the case of N interacting spin-1/2’s), while a state |Ψ⟩ can be ma-
nipulated as a vector storing the amplitudes related to the basis states. Diagonalizing
H becomes an exponentially difficult task as the system size increases (as diagonalizing
a matrix of size d × d comes at a cost O(d3) [45]). Finding efficient representations for
quantum many-body systems is the key point to simulate them. However, quantum com-
puters offer a way to encode and manipulate quantum many-body states in the most
natural fashion: by preparing and performing operations on an actual many-body state,
realized by a quantum machine, as formulated in Feynman’s original idea [46]. Quantum
computers make the promise of controlling entangled many-particle states untractable for
classical computers because of both the number of qubits involved and the high level of
entanglement. On the other hand, accessing such correlated states does not necessarily
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imply that we know how to perform a computation, whose output is the desired infor-
mation, such that the ground state energy of a given Hamiltonian. The field of quantum
computation aims at finding algorithms that leverage the power of quantum superposition
and entanglement to perform computations out-of-reach of classical algorithms. This en-
compasses many aspects, from algorithmic complexity to practical considerations, such as
noise resilience or quantum circuit compilations tailored for a given hardware. In the case
of interacting quantum systems, a number of algorithms have been proposed for both the
currently non-existing quantum error-corrected devices and the currently available NISQ
devices [7].

In this chapter, we describe two prototypical quantum algorithms tailored for the
ground state search for quantum interacting systems. The first one, the Quantum Phase
Estimation, is the historical fault-tolerant algorithm allowing to access the eigenvalues of
a unitary transformation. The second, the Variational Quantum Eigensolver [18, 19], is
the most prominent NISQ algorithm, using a hybrid quantum-classical scheme, delegating
only a part of the algorithm to the quantum computer. This is the latter that the rest
of the chapter will be focused on. We use an 8-site 1D Hubbard model as a benchmark
problem for this contemporary quantum algorithm. To be more precise, we employ the
VQE with the Variational Hamiltonian Ansatz (VHA) [47, 48] as our parameterized quan-
tum circuit. The VHA leverages an ansatz that is inspired by the Hubbard Hamiltonian
itself and an adiabatic way of thinking to construct the trial wavefunction. Adopting a
condensed matter physics perspective, we try to evaluate how much of the underlying
physics is preserved by this ansatz that respects all physical symmetries of the system.
Our simulations incorporate a realistic noise model, to quantify how much is the algorithm
influenced by pure dephasing, spin relaxation, and gate errors and to compare with experi-
mental results from the IBM Quantum’s ibmq_quito device [6]. Furthermore, we attempt
an error mitigation strategy called the zero-noise extrapolation [49, 50] - a measurement
of an observable with artificially modulated noise levels followed by an extrapolation to
the zero-noise case, alongside post-selection.

The adiabatic evolution-inspired VHA was first introduced in Ref. [47] and has been
investigated for Hubbard models in Refs. [48, 51, 52]. Furthermore, studies of spin sys-
tems were conducted in Ref. [53] as well as optimization studies with the well-studied
Quantum Approximate Optimization Algorithm (QAOA) which share the same structure
(proposed before VHA in Ref. [54]). The study conducted here advances that of Ref. [48]
with a more elaborate noise model and discussions of potential noise-mitigation strategies.
Furthermore, spin correlations, noise mitigation, and a broader range of U are discussed
as compared to Ref. [51] and focus on how well certain variables are captured as compared
to resource estimation as in Ref. [52].
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Our findings suggest that different quantities of the physical system require different
levels of ansatz complexities. Namely, even for an ansatz of relatively low depth doubly
occupied site number and energy are predicted at a satisfactory level. On the other hand,
long-range spin correlations are much more sensitive to the infidelities of the trial solution
- even a 90% fidelity is insufficient to capture the correct long-range spin-spin behavior.
Finally, zero-noise extrapolation strongly mitigates the effects of quantum noise, although
we are only able to validate this for a 2-site Hubbard model (4-qubit simulation).

This chapter is organized as follows, in Section 2.2 we give a brief description of the
famous Quantum Phase Estimation, whose qubit number and circuit depth motivate the
Variational Quantum Eigensolver, introduced in Section 2.3, as a more noise resilient al-
gorithm for practical use of quantum computers, with a description of specific circuit used
her. Then, in Section 2.4 we describe the model used here as a prototypical interacting
model for fermion, and how this can fermionic problem can be mapped onto a qubit prob-
lem. In Section 2.6 we show noiseless simulations of VQE for an 8-site one-dimensional
Hubbard model with energy, fidelity, doubly occupied site number, and spin-spin corre-
lations obtained for different circuit depths. Finally, in Section 2.7 we discuss the noise
model along with error mitigation and experimental results. This work is based on [55].

2.2 The Quantum Phase Estimation

In the quest of finding ground states with quantum computers, the quantum phase
estimation (QPE) algorithm was one the most important algorithm in quantum computing.
Introduced in 1995 [56], the QPE algorithm is commonly used as quantum subroutine in
other algorithms, such as the Shor algorithm [8, 9] for prime factorization or the HHL
algorithm [57] for solving linear systems of equations, and is a major contribution in the
field of quantum computation. The primary goal of the QPE is to estimate the eigenvalue
of an eigenvector |Ψ⟩ of a unitary operator U . As U is a unitary transformation, one can
write U |Ψ⟩ = ei2πφ |Ψ⟩, where φ ∈ [0, 1[ is a phase. The QPE algorithm allows to estimate
this phase φ to an arbitrary level of precision ϵ. Here we give a description of the QPE
algorithm, inspired from [30].

The QPE algorithm assumes that one knows how to prepare the n-qubit state |Ψ⟩ as
well as to perform U2m (m ∈ N) operations controlled by a auxillary qubit, called ancilla
qubit. The main idea of the QPE algorithm is that a physical register of qubits where |Ψ⟩
is encoded gets entangled with an ancilla register, which will encode the information about
the phase φ. The ancilla register, composed of t qubits, is put in an equal superposition
of all the computational states by applying Hadamard gates on each of the t qubits, while
|Ψ⟩ is prepared on the physical register. Then, a series of U2m operations are performed,
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. . .

. . .

. . .

. . .

. . .n

Ancilla
register

|0⟩ H |0⟩ + ei2π×2t−1φ |1⟩

|0⟩ H |0⟩ + ei2π×22φ |1⟩

|0⟩ H |0⟩ + ei2π×21φ |1⟩

|0⟩ H |0⟩ + ei2π×20φ |1⟩

Physical
register

|Ψ⟩ U20 U21 U22 U2t−1 |Ψ⟩

1

Figure 2.1: The Quantum Phase estimation circuit, adapted from [30].

acting on the physical register but controlled by one qubit of the ancilla register, as shown
in Fig. 2.1. The resulting state is a product state between the two registers. The ancilla
state |Ψt⟩ reads as

|Ψt⟩ = 1
2t/2

(
|0⟩+ ei2π20φ |1⟩

) (
|0⟩+ ei2π21φ |1⟩

)
. . .
(
|0⟩+ ei2π2t−1φ |1⟩

)
. (2.2)

By labelling the computational states |σ1σ2 . . . σt⟩ by the corresponding integer k =∑t
i=1 σi2i−1, we can rewrite Eq. by

|Ψt⟩ = 1
2t/2

2t−1∑
k=0

ei2πkφ |k⟩ (2.3)

= 1
2t/2

2t−1∑
k=0

ei2πkφ̃/2t |k⟩ , with φ̃ ≡ φ× 2t.

By looking at Eq. 2.3, we see that the expression of the state resembles a dis-
crete Fourier transform. In the discrete Fourier transform, an array of complex numbers
{xj}N−1

j=0 , where N is the sample size, is transformed to another array {yk}N−1
k=0 by the

following operation:

yk = 1√
N

N−1∑
j=0

ei2πkj/Nxj . (2.4)

In fact, |Ψt⟩ can be seen as a quantum Fourier transform (QFT). The quantum Fourier
transform performs a similar transformation but acts as a unitary transformation on the
basis states. From as specific state from the computational basis |x⟩, it returns the fol-

40



2. Ground State Search with Quantum Computers

lowing quantum superposition:

QFT |x⟩ = 1√
N

N−1∑
k=0

ei2πkx/N |k⟩ . (2.5)

Let us assume for simplicity that φ̃ = φ × 2t is an integer, ie φ has an exact binary
decomposition with t bits, such as φ = φ1 × 1/21 + φ2 × 1/22 + · · · + φt × 1/2t, where
{φi} ∈ {0, 1}t. Therefore, by identifying N as 2t, we understand the resulting state of the
ancilla register is the quantum Fourier transform of the state |φ⟩ = |φ1φ2 . . . φt⟩:

|Ψt⟩ = QFT |φ⟩ . (2.6)

As QFT is a unitary transformation, we can represent it with a circuit representation,
as well as for its inverse transformation QFT†. As a matter of fact, one can find an
efficient circuit performing QFT with O(t2) gates [30]. Therefore, by applying QFT† on
the ancilla register, one retrieves the product state |φ⟩, and by a simple measurement in
the computational basis, we evaluate φ. Let us now suppose that the phase φ cannot be
decomposed with t bits, such as 2tφ = a + 2tδ, where a is the closest integer to φ and
|2tδ| ≤ 1/2. The QPE algorithm gives an estimation of φ̃ up to a precision 1/2t, and
probability of measuring the correct output (corresponding to the closest integer to φ̃) is
equal to 1

4t |1−ei2π2tδ

1−ei2πδ |2.

However, the QPE can have another purpose than the sole evaluation of the eigenvalue
ei2πφ: it can also be used as a projection protocol. So far, we have assumed that we know
how to prepare the eigenvector of |Ψ⟩. In practice, given an arbitrary unitary matrix U , the
task of preparing a given eigenstate is highly non-trivial. A more reasonable requirement
is that we know how to prepare an approximate state |Ψapprox⟩, that we could write as a
superposition of our state of interest |Ψ0⟩ and the other eigenstates of U :

|Ψapprox⟩ = α0 |Ψ0⟩+
∑
i≥1

αi |Ψi⟩ , with
∑
i≥0
|αi|2 = 1. (2.7)

In these conditions, the resulting state after applying the QPE algorithm is still a su-
perposition of all the eigenstates {|Ψi⟩}, but each of these eigenstates becomes entangled
with the ancilla register, with a state containing the information about their respective
phase. In a case where we have enough ancilla qubits to encode exactly the binary de-
composition of the phases, we obtain the following final state:

|Ψfinal⟩ = α0 |φ0⟩ |Ψ0⟩+
∑
i≥1

αi |φi⟩ |Ψi⟩ (2.8)
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Therefore, by performing a measurement of the ancilla qubits, one gets the desired phase
φ0 with a probability |α0|2. Maybe most interestingly, by looking at Eq. 2.8, we see that
the physical qubit register is projected onto the desired state |Ψ0⟩. Therefore, the QPE
can also be used as a projection algorithm.

The QPE is particularly appealing from a quantum many-body physics perspective.
By taking the unitary matrix U = eiHt, where H is the Hamiltonian of quantum systems
of interest, for eg. an interacting spin system or chemistry problems, one can use the QPE
algorithm to both evaluate the energy spectrum of the system as well as projecting the
initial state onto the ground state or an excited state, from which one can measure physical
properties. The required depth of the QPE scales as O(1/ϵ), while a number of repetitions
O(1/|α0|2) is required to successfully obtain φ0. For ground state determinations, the QPE
has raised a lot of hopes for quantum computation in the fault-tolerant regime, as its
scaling seems favorable compared to an exact classical solution, having assumed a generic
exponential cost. However, two main problems remain for the practical implementation
of the QPE algorithm. First, preparing an initial state that possesses a finite overlap with
the eigenstate of interest is not a trivial task. The scaling with respect to the problem size
may also depend on the size of the problem, and, in an asymptotic limit, the overlap of
the prepared state can decay exponentially. This is often referred to as the orthogonality
catastrophe [58, 59]. Second, the large number of gates required to perform the QPE
circuit prevents any computation on a quantum computer suffering from noise. The latter
encourages the exploration of alternative ways to utilize a quantum computer prior to
the potential fault-tolerant era. This drives the search for practical quantum algorithms
capable of accomplishing valuable computations using fewer quantum resources.

2.3 Variational Quantum Eigensolver

2.3.1 Description of the algorithm

As we have seen in the previous section, designing useful quantum algorithms must
answer the following questions: how does it scale and can we realistically implement it?
The Variational Quantum Eigensolver (VQE) focuses mainly on answering the second
question. First introduced and experimentally demonstrated in [18], the VQE algorithm
was presented as an alternative to the QPE algorithm as it proposes to a more resource-
efficient use of the quantum device. Its demonstration brought a lot of enthusiasm around
noisy quantum devices and was an important starting point in the field of hybrid quantum-
classical algorithms and variational quantum algorithms.

The VQE method is a variational approach to the ground state search problem, relying
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2. Ground State Search with Quantum Computers

on the Ritz (or variational) principle. Let |Ψ⟩ be any N -qubit quantum state and H an
N -qubit Hamiltonian. In order to access the ground state of H, we seek to find |Ψ0⟩
which corresponds to the eigenvector of H with the lowest eigenvalue E0. Therefore, the
variational principle reads as

⟨Ψ|H|Ψ⟩
⟨Ψ|Ψ⟩ ≥ E0 (2.9)

This simple inequality guarantees us that minimizing the energy of a normalized state
|Ψ(θ)⟩ parametrized by θ can only bring us closer to the true ground state energy E0,
and allows to approximate |Ψ0⟩. This is upon this principle that variational approaches
for many-body physics are built. A prototypical example is the Hartree-Fock approach for
interacting electrons [60, 61, 62], where a product single-particle wavefunction is optimized.
Later, variational Monte Carlo simulations have been a successful technique in order to
approximate ground states of interacting systems [63], using for instance, the Jastrow
factor [64] as a trial wave function. The selection of the variational wave function (or
ansatz) is closely connected to the accuracy of the results, but in these classical approaches,
it is important to maintain its tractability.

The VQE algorithm uses the same principle. It proposes to use a quantum computer
to prepare the trial state, offering the possibility to use quantum states that are not
representable classically. The VQE algorithm commonly has the following structure:

1. An initial state |Ψ0⟩ is prepared on the quantum computer.

2. Subsequently, one applies a variational circuit U(θ), dependent on a set of variational
parameters θ, yielding a variational state |Ψ(θ)⟩ = U(θ)|Ψ0⟩.

3. After choosing a set of initial parameters θ0, we prepare |Ψ(θ0)⟩ and measure the
corresponding energy E(θ0) = ⟨Ψ(θ0)|H|Ψ(θ0)⟩.

4. Based on the energy, a classical minimizer will optimize the parameters θ until it
converges to a minimal energy.

VQE is a hybrid quantum-classical scheme. While QPE performs the entire com-
putation of the eigenvalue computation and eigenvector projection, VQE delegates only
the state preparation of the variational state to the quantum computer thanks to a pa-
rameterized quantum circuit U that depends on parameters or angles θ. By sampling the
quantum state, one can evaluate the expectation value of the Hamiltonian of interest. Fig.
2.2 summarizes the algorithm. What makes VQE particularly suited to NISQ devices lies
in the choice of the variational circuit U . By choosing a short circuit, suited to a given
hardware, VQE allows one to obtain results from a noisy device, with the hope to mitigate
errors thanks to the flexibility of the variational parameters. As mentioned earlier, the
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2.3. Variational Quantum Eigensolver

Figure 2.2: The Variational Quantum Eigensolver consists in preparing a trial state
|Ψ(θ)⟩ on a quantum computer thanks to a parametrized quantum circuits. The energy
E(θ) can be evaluated by performing measurements. Then, a classical computer optimizes
the parameters to minimize the energy, until convergence or a stopping criterion is reached.

VQE algorithm was first both proposed and experimentally realized in [18] by performing
the simulation of the He-H molecule using two qubits from a photonic processor. The
original plot showing the experimental data is shown in Fig. 2.3.

2.3.2 Parametrized quantum circuits as ansätze

The choice of the parameterized circuit is essential in the VQE procedure. Two
key elements need to be taken into account when selecting the type of parameterized
circuit: the ability to produce the ground state with sufficiently high fidelity, and the
implementability of the circuit on contemporary hardware. These two requirements are
intertwined due to the limited length, connectivity, and qubit number current-day quantum
circuits can have, but also the number of variational parameters a classical optimizer can
handle. We can usually distinguish between two strategies when designing an ansatz:
1) the so-called hardware efficient ansätze [65, 66] prioritizes the implementability of the
quantum circuits, by using short circuits with two-qubit gates which can be naturally
performed by the device and taking into account to its topology. Fig. 2.4 shows an
example of such a circuit. Although providing satisfying results on problems that require
a small number of qubits, this approach often fails to scale to larger problems and can
suffer from optimization barren plateaus [67]. 2) Numerous approaches proposed problem-
inspired ansätze which produces variational states from relevant subspaces [68, 69, 70, 71,
72, 73]. Built from physical arguments, they often have better expressivity as they produce
meaningful states by requiring more costly circuits. The circuit in Fig. 2.5 is an example
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the theoretical values. At the conclusion of the optimization, we
retain full knowledge of the experimental parameters, which can
be used for efficient reconstruction of the state |cS in the event
that additional physical or chemical properties are required.

Discussion
QEE uses relatively few quantum resources compared to QPE.
Broadly speaking, QPE requires a large number of n-qubit
quantum controlled operations to be performed in series—
placing considerable demands on the number of components and
coherence time—while the inherent parallelism of our scheme
enables a small number of n-qubit gates to be exploited many
times, drastically reducing these demands. Moreover, adding
control to arbitrary unitary operations in practice is difficult, if
not impossible, for current quantum architectures (although a
proposed scheme to add control to arbitrary unitary operations
has recently been demonstrated34). To give a numerical example,
the QPE circuit for a 4� 4 Hamiltonian such as that
demonstrated here would require at least 12 CNOT gates, while
our method only requires one. We note that the resource saving
provided by QEE incurs a cost of polynomial repetitions of the
state preparation, as compared to the single copy required by

QPE. In many cases (for example, our photonic implementation),
repeated preparation of a state is not significantly harder than
preparation of a single copy, requiring only a polynomial
overhead in time without any modification of the device.

In implementing QVE, the device prepares ansatz states that
are defined by a polynomial set of parameters. This ansatz might
be chosen based on knowledge of the physical system of interest
(as for the unitary coupled cluster and typical quantum chemistry
ansätze), thus determining the device design. However, our
architecture allows for an alternative and potentially more
promising approach, where the device is first constructed based
on the available resources and we define the set of states that the
device can prepare as the ‘device ansatz’. Due to the quantum
nature of the device, this ansatz can be very distinct from those
used in traditional quantum chemistry. With this alternative
approach the physical implementation is then given by a known
sequence of quantum operations with adjustable parameters—
determined at the construction of the device—with a maximum
depth fixed by the coherence time of the physical qubits. This
approach, while approximate, provides a variationally optimal
solution for the given quantum resources and may still be able to
provide qualitatively correct solutions, just as approximate
methods do in traditional quantum chemistry (for example,
Hartree Fock). The unitary coupled cluster ansatz (equation (4))
provides a concrete example where our approach provides an
exponential advantage over known classical techniques. For this
ansatz, with as few as 40–50 qubits, one expects to manipulate a
state that is not efficient to simulate classically, and can provide a
solution superior to the classical gold standard, non-unitary
coupled cluster.

We have developed and experimentally implemented a new
approach to solving the eigenvalue problem with quantum
hardware. QEE shares with QPE the need to prepare a good
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Figure 2.3: The first VQE simulation, demonstrated on a photonic processor. The
computation uses two qubits to encode a variational state representing the He-H molecule,
and uses VQE to estimate the energy of the molecule as a function of the distance between
the two atoms. Taken from [18].

of such circuits. Furthermore, adaptive schemes have been proposed to reduce the circuit
length of those methods [74, 75].

2.3.3 From adiabatic preparation to the Variational Hamiltonian Ansatz

Let us now present the thinking behind constructing a VHA trial solution [47, 48, 51,
52] inspired by the Hamiltonian of the problem itself. Observe two Hamiltonians, H0 and
Hf . H0 corresponds to an eigenproblem that is easily solvable and Hf to a problem that
is difficult to solve. The basic idea in adiabatic evolution is to prepare the ground state
|Ψ0⟩ corresponding to the initial Hamiltonian H0. Then, one can evolve the initial state
in time T described by the following time-dependent Hamiltonian

H(s) = (1− s)H0 + sHf , with s(t = 0) = 0 and s(t = T ) = 1 (2.10)

If the evolution rate is slow enough with respect to the gap of the system, Fock’s adiabatic
theorem guarantees that

|Ψ(t)⟩ = T e−i
∫ t

0 H(s(τ))dτ |Ψ0⟩ (2.11)

(where T is the time-ordering operator) remains in the ground state of the instantaneous
Hamiltonian H(s).
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2.3. Variational Quantum Eigensolver

Figure 2.4: An example of hardware efficient parameterized circuit. The quantum cir-
cuit is typically organized in a layered fashion, using single-qubit rotations that are easy
to implement on actual device, and CNOT gates as entangling gates to increase the state
complexity. The connectivity is simple and usually respect the hardware topology. One
typical feature is a high number of parameters, aiming to compensate the lack of expres-
sivity of the circuit.

. . .

. . .

. . .

. . .

. . .

. . .

|0⟩ X

|0⟩ X

|0⟩ X

|0⟩ Rz(θ1)

|0⟩ H H

|0⟩ Rx(θ2)

Figure 2.5: An example of a more elaborated anzatz. The circuit corresponds to specific
operations, corresponding for example to evolving the state in a fermionic picture. These
circuits can be motivated by physical arguments but not by practical considerations. They
can involve multi-qubit gates acting on disconnected qubits, leading to a larger circuit cost.
In this example, as state |111000⟩ is evolved under ei

θ2
2 Z1X5X6ei

θ1
2 Z2Z3Z4 .

In general, and on a quantum computer, the time-evolution operator can be approx-
imated with a first-order Trotter-Suzuki [76] approximation by dividing the integration
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Figure 2.6: Starting by the ground state of H0, |Ψ0⟩, that can be easily prepared, the
VHA circuit resembles the time evolution propagator but provides a potential shortcut to
the ground state of interest |ΨG⟩ compared to the adiabatic path.

over time into N time step of duration ∆τ so that T = N∆τ :

T e−i
∫ T

0 H(s(τ))dτ =
N∏

n=1
e−iH(s(n∆τ))∆τ (2.12)

≃
N∏

n=1
e−i(H0(1−s(n∆τ))+Hf s(n∆τ))∆τ (2.13)

Secondly, we decompose H into non-commuting parts {Hα}: H = ∑
αH

α. The terms
contained in Hα should commute among each other in order to implement them simul-
taneously. By using again the Trotter-Suzuki approximation, we obtained the following
circuit:

T e−i
∫ T

0 H(s(τ))dτ ≃
N∏

n=1

∏
α

e−iHα
0 (1−s(n∆τ))∆τ

∏
β

e−iHβ
f

s(n∆τ)∆τ . (2.14)

This scheme allows to perform an approximate adiabatic evolution with a quantum com-
puter. If considering a fermionic problem, one would need to map the fermionic operator
to qubit operators.

However, to respect the adiabatic criterion long evolution times are required leading
to long circuits beyond the reach of NISQ devices. In order to shortcut adiabatic paths,
as depicted in Fig. 2.6, VHA replaces the time steps by variational parameters, with the
hope of reducing the circuit depth needed to obtain satisfying states. Fig. 2.7 summarizes
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Figure 2.7: The process to perform adiabatic time evolution on a quantum computer for
preparing fermionic ground states.

the procedure. The ansatz can be formulated by the following:

U(θ) =
NL∏
n=1

∏
α

e−iHα
0 θα

n
∏
β

e−iHβ
f

θβ
n , (2.15)

where, NL is the number of layers, and θ are the variational parameters.

2.4 An benchmark for interacting fermions

2.4.1 A study-case: one-dimensional Hubbard model

The Hubbard model [77] is one of the most studied problems in condensed matter
physics. Elegant and seemingly simple it has been the starting point in studying high-
temperature superconductivity [78] and metal-to-insulator transitions [79], just to name
a few. In the Hubbard model, electrons are assumed to hop between neighboring atomic
sites in the lattice. This hopping term describes the kinetic energy of the electrons and
is responsible for their mobility. The model also includes an interaction term, known as
the on-site Coulomb repulsion. This term accounts for the fact that when two electrons
with opposite spins occupy the same atomic site, there is a repulsive interaction between
them due to the Coulomb force, as summarized in Fig. 2.8. Although the Hubbard model
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Figure 2.8: The Hubbard Hamiltonian describes electrons hopping between neighboring
sites and interacting through Coulomb repulsion when on the same site. In order to use
the structure of the Hamiltonian for a quantum variational ansatz, we can distinguish
between three non-commuting parts: the hopping Hamiltonian between alternating pairs
of sites (in blue and red), and the onsite interaction (in green).

is analytically solvable in one dimension with the famous Bethe ansatz [80], a solution in
two and three dimensions is generally unknown and has been the focus of half of a century
of numerical studies [81, 82].

Let us consider now the case of the 1D Hubbard model, described by the following
Hamiltonian

H = −t
∑
iσ

(
c†

iσci+1σ + h.c.
)

+ U
∑

i

(
ni↑ −

1
2

)(
ni↓ −

1
2

)
. (2.16)

For the Hubbard Hamiltonian and in the context of trying to determine its ground state
with adiabatic methods, or with the variational quantum circuits described earlier, one can
choose H0 to be the free fermion Hamiltonian Ht = −t∑iσ(c†

iσci+1σ + c†
i+1σciσ) and the

final Hamiltonian to be the full Hubbard Hamiltonian, which corresponds to the situation
of slowly increasing the interaction strength U in the system. While a one-body state can
be in principle efficiently prepared on a quantum computer [83, 84, 85], the variational
circuit can be formulated by:

U(θ) =
NL∏
n=1

e−iH
(2)
t θ2

ne−iH
(1)
t θ1

ne−iHU θU
n . (2.17)

with HU = U
∑

i

(
ni↑ − 1

2

) (
ni↓ − 1

2

)
, H(1)

t = ∑
i∈even,σ

(
c†

iσci+1σ + h.c.
)
, and H

(2)
t =∑

i∈odd,σ

(
c†

iσci+1σ + h.c.
)
. Fig. 2.9 shows a schematic of one layer of the ansatz.

2.4.2 Encoding fermionic states into qubits

So far, we have considered interacting electrons, that are fermions and obey the Fermi-
Dirac statistic. A system of N electronic orbitals (indexed by i) can be described by a
Fock space constructed for tensor products of the single-particle Hilbert space. A useful
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Figure 2.9: One layer for VHA, where Uu(θ) = e−iHU θ, U1
h(θ) = e−iH

(1)
t θ, and U2

h(θ) =
e−iH

(2)
t θ.

basis to span the Fock space is the occupancy number basis, which is built from the states

|{ni}⟩ = |n1, n2, . . . , nN ⟩ , (2.18)

with ni indicates the number of particles in the single-particle orbital i. In the case of
fermions, ni = 0 or 1, as a consequence of Pauli’s exclusion principle. In the second
quantization, we use creation and annihilation operators to act on many-body states.
Their actions are to create or destroy a particle in a single-particle state i. We note c†

i

and ci the creation and annihilation operator associated with the orbital i. Therefore, we
can construct |{ni}⟩ as

|{ni}⟩ =
∏

i

(c†
i )ni |vac⟩ , (2.19)

with |vac⟩ is the vacuum of particles. The Fermi-Dirac statistic dictates that the exchange
of two fermions changes the sign of the total wavefunction. As a result, the creation and
annihilation operators must respect the following anti-commutation rules:

{ciσ, cjσ′} = 0, (2.20)

{c†
iσ, c

†
jσ′} = 0, (2.21)

{ciσ, c
†
jσ′} = δijδσσ′ . (2.22)

In order to use a qubit-based quantum computer to solve a fermionic problem, one
needs to map the fermionic operators onto qubit (or spin-1/2) operators. This fermion-
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Figure 2.10: The Jordan-Wigner maps fermion into qubits. For each spin-orbital, a
qubit is used to encode its occupancy. As a result, the Hubbard model with N sites can
be mapped to a Hamiltonian of interacting spins with non-local interactions. For instance,
in one dimension, the fermionic chain is mapped onto spins on a ladder.

to-qubit mapping must contain two features: 1) it should encode the occupancy of the
fermionic state while 2) conserving the anti-commutation properties of the fermionic op-
erators. A natural encoding, resulting from Eq. 2.18, would be to use one qubit to encode
the occupancy of a given spin-orbital (i, σ): if the spin-orbital is occupied by an electron,
the qubit is put in the state |1⟩, while if it is empty, the qubit is set to the |0⟩ state.
Therefore, the spin raising and lowering operators S+ = X−iY

2 and S− = X+iY
2 , which

perform the transition between the |0⟩ and |1⟩ states. However, the anti-commutation rule
remains to be included. The Jordan-Wigner [86] transformation offers a simple way to use
this encoding while incorporating the fermionic features. First, one needs to choose an
ordering for the different one-body states. For a Hubbard chain of length N , we choose to
index the states by site index, the N first being attributed to spin-up, the N second for
spin-down states, so that c†

i↑ = c†
i and c†

i↓ = c†
i+N . The anti-commutation is encoded by

attaching Z-strings to the raising and lowering spin operators. We express the creation
and annihilation operators as follows:

c†
i = ⊗j<iZj ⊗

(
0 1
0 0

)
= ⊗j<iZj ⊗

Xi − iYi

2 (2.23)

ci = ⊗j<iZj ⊗
(

0 0
1 0

)
= ⊗j<iZj ⊗

Xi + iYi

2 (2.24)

This allows us to reformulate our N -site electronic Hamiltonian as a 2N spin-1/2 Hamil-
tonian, as shown in Fig. 2.10, as:

H = − t2

N−1∑
i=1

XiXi+1 + YiYi+1 −
t

2

2N−1∑
i=N

XiXi+1 + YiYi+1 + U

4

N∑
i=1

ZiZi+N (2.25)

Having express fermionic operators into Pauli strings, one can rewrite the operator
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e−iZiZi+1ϕ/2 =
Rz(ϕ)

Figure 2.11: Gate decomposition for e−iZiZi+1ϕ/2.

e−i(XiXi+1+YiYi+1)ϕ/2 =

X Rx(π/2) Rx(ϕ) Rx(−π/2) X

Rx(−θ) Rz(ϕ) Rx(π/2)

Figure 2.12: Gate decomposition for e−i(XiXi+1+YiYi+1)ϕ/2.

contained in the ansatz:

e−i(c†
i ci+1+c†

i+1ci)θ = e−i(XiXi+1+YiYi+1)θ/2 =


1 0 0 0
0 cos(θ) −i sin(θ) 0
0 −i sin(θ) cos(θ) 0
0 0 0 1

 , (2.26)

e−i(ni− 1
2 )(ni+N − 1

2 )ϕ = e−iZiZi+N ϕ/4 =


e−iϕ/4 0 0 0

0 eiϕ/4 0 0
0 0 eiϕ/4 0
0 0 0 e−iϕ/4

 . (2.27)

The last step is to find a gate decomposition that suits one’s hardware specifica-
tion. Aiming for universality, we choose in our simulations to decompose these unitary
operations in terms of single-qubit gates and CNOTs. Figs. 2.11 and 2.12 show the de-
composition for the unitary transformation associated with the hopping terms defined in
Eq. 2.26 (proposed in Ref. [87]) and the interaction terms defined in Eq. 2.27. In this
configuration, each element of the ansatz is decomposed with 2 CNOTs. For an N-site
chain (N > 2) and a ladder qubit topology, this leads to 6N - 4 CNOTs per layer of the
ansatz.
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2.5 Initial state

2.5.1 Slater Determinant preparation

To initialize our VQE procedure, we first need to prepare an initial state that will
be implemented and evolved on the quantum computer. To do so, we need to choose a
state that is both tractable, meaning that we possess an efficient representation for this
state and implementable as a qubit state. For fermionic states, preparing ground states of
one-body (i.e. non-interacting) Hamiltonians fulfills both of these requirements. Indeed,
non-interacting fermionic states can be efficiently represented by Slater determinants, that
can be prepared on a quantum computer as proposed in [83, 84, 88].

Let us first consider a general one-particle fermionic Hamiltonian H describing N

orbitals. For simplicity, we choose H to conserve the number of particles, i.e. without any
superconducting pairing. We can write H as

H =
∑
ij

hijc
†
icj = c†Thc, (2.28)

where h is a N×N hermitian matrix that encodes the hopping amplitudes and the energy
of the N orbitals indexed by i, and c† and c are defined as

c† =


c†

1
...
c†

N ,

 (2.29)

and

c =


c1
...
cN

 . (2.30)

In this picture, we do not need to manipulate states in the Fock space (of size 2N ) as it
suffices to remain in a single-particle representation. Therefore, diagonalizing the N×N h

matrix allows to access the energy spectra of the system, with h = uϵu†, u being a N ×N
unitary matrix and ϵ a diagonal matrix containing the energy spectra. This yields to a
new one-particle basis in which h is diagonal:

H =
∑

i

ϵib
†
ibi, (2.31)

with {ϵi} are the ordered energies of the orbitals defined by the new creation and annihi-
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lation operators b†
i and bi. More specifically, these new orbitals are defined by b† = uTc†.

Therefore, we can easily express the ground state of H for Np electrons:

|Ψ0⟩ =
Np∏
i=1

b†
i |vac⟩ , with b†

i =
N∑

j=1
ujic

†
j (2.32)

where |vac⟩ denotes the vacuum of particles.

The Slater determinant described in Eq. 2.32 is the state that we want now to
implement on a quantum computer. To do so, we first prepare a reference state that
corresponds to filling Np orbitals described by the original creation operators:

|ϕ0⟩ =
Np∏
i=1

c†
i |vac⟩ . (2.33)

From this state, which can be easily prepared by applying the X gate to the qubits
representing the occupancy of the Np filled orbitals, we can perform the single particle
change of basis. While |Ψ0⟩’s natural basis is described by u, |ϕ0⟩’s basis is described by
the identity matrix. The procedure is based on the fact that it is possible to diagonalize
the matrix u (or at least the Np first rows) thanks to series of Givens rotations gij(θ),
[gij(θ)]ii = [gij(θ)]jj = cos θ, [gij(θ)]ij = −[gij(θ)]ji = sin(θ), and [rij(θ)]kk = 1 if k ̸= i

or j., [gij(θ)]kp = 0 if k ̸= p ̸= i or j. These rotations can be determined via a QR
decomposition of u.

As u is a unitary matrix, the resulting diagonal matrix will have diagonal elements of
modulus 1:

(
∏
ij

gij(θij))u = diag(eiϕ1 , . . . , eiϕN ). (2.34)

The series of rotation links between between the basis of |Ψ0⟩ and |ϕ0⟩, up to trivial phases.
As described in [83, 84, 88], rotating the N ×N single particle basis by gij(θ) is equivalent
to applying the 2N × 2N fermionic unitary transformation Gij(θ) = eiθ(c†

i cj−c†
jci) (This can

be proven for instance by the means of Thouless theorem [89, 88]). Therefore, from |ϕ0⟩,
we can construct |Ψ0⟩:

|ϕ0⟩ =
∏
ij

Gij(θij) |Ψ0⟩ . (2.35)

By reversing the order of the gates, we can therefore prepare the state |Ψ0⟩. Thanks
to a fermion-to-qubit mapping, such as the Jordan-Wigner transformation, the sequence
of Givens rotations can be implemented as qubit gates. By performing the diagonalization
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Figure 2.13: From a Slater determinant prepared in the computational basis |ϕ0⟩ =∏Np

i=1 c
†
i |vac⟩, a series of Givens rotations allows to perform the single-particle change of

basis that prepare the Slater determinant of interest |Ψ0⟩ = ∏Np

i=1 b
†
i |vac⟩.

of u with rotations only acting on neighboring rows and columns, one can implement the
corresponding quantum circuit while avoiding fermionic gates between orbitals that are
not neighbors with respect to the Jordan-Wigner ordering, i.e. with Z strings. Using
the fact that some of these gates can be performed in parallel, the Slater determinant
preparation can be performed by a circuit of depth O(N) with N2/2 gates with linear
connectivity, as shown in Fig. 2.13. When considering fermions with a spin degree of
freedom, preparing a Slater determinant with spin symmetry can be done by preparing
the state of interest on the two separate qubit registers representing the spin up and down
orbitals, therefore reducing the circuit cost.

Using the Jordan-Wigner transformation, we can express the Givens gates as qubit
gates, which can be decomposed into CNOTs and single-qubit rotations, as shown in Fig.
2.14. In this work, we use this procedure as implemented in the OpenFermion package
[85].

G(θ) = ei(c†
i ci+1−c†

i+1ci)θ = ei(XiYi+1−Xi+1Yi)θ/2 =


1 0 0 0
0 cos(θ) − sin(θ) 0
0 sin(θ) cos(θ) 0
0 0 0 1

 (2.36)
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G(φ) =
H Ry(−φ/2) H

Ry(−φ/2)

Figure 2.14: Gate decomposition for Givens rotation.

2.5.2 Mean-field vs U = 0 ground state

Due to the simplicity of their preparations on a quantum computer, we will restrict
ourselves to Slater determinants as initial states for our VQE algorithm. We investigate
two natural choices: a free fermion U = 0 ground and a mean-field Hartree-Fock (HF)
solution as the latter is commonly utilized in VQE studies in the chemistry domain with
widely studied Unitary Coupled Cluster Ansatz (UCC) [90, 91, 68]. In similarity to prob-
lems in chemistry the HF state provides a good approximation to the ground state energy
(see Fig. 2.15a).

However, often in the study of condensed matter systems, one is interested in more
quantities than just the mere energy such as long-range correlations or the expectation
value of the square of the total spin ⟨S2⟩. The most comprehensive measure of the quality
of the obtained state is the fidelity F = |⟨Ψ(θ)|Ψex⟩|2, where |Ψ(θ)⟩ is the approximate
solution and |Ψex⟩ the exact solution. The fidelity will be 0 if the approximated solution
is totally different from the exact one and 1 if these two solutions match.

The mean-field solution is obtained by transforming the two-body term in the Hamil-
tonian responsible for interaction into a one-body term thanks to the following approxi-
mation: ∑

i

ni↑ni↓ ≃
∑

i

(⟨ni↑⟩ni↓ + ⟨ni↓⟩ni↑) . (2.37)

Starting from initial guess {⟨niσ⟩0}, the average densities {⟨niσ⟩} are tuned self-consistently
to minimize the energy EHF = ⟨ΨHF|HHF({⟨niσ⟩})|ΨHF⟩ where |ΨHF⟩ is the ground state
of the mean-field Hamiltonian

HHF({⟨niσ⟩}) = Ht + U
∑

i

(⟨ni↑⟩ni↓ + ⟨ni↓⟩ni↑)− U

2
∑
iσ

niσ. (2.38)

The total spin operator S2 can be express as S2 = (Sx)2 + (Sy)2 + (Sz)2 with Sα = ∑
i S

α
i

with α = x, y, z and i the position index. One can first express those operators in terms of
fermionic operators: Sx

i = 1
2(S+

i +S−
i ), Sy

i = 1
2i(S

+
i −S

−
i ), Sz

i = 1
2 (ni↑ − ni↓) with the spin

raising and lowering operators S+
i = c†

i↑ci↓ and S−
i = c†

i↓ci↑. Thanks to the Jordan-Wigner
transformation described earlier in Sec. 2.4.2, one can write those fermionic operators into
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qubit operators which can be measured on quantum hardware.

In terms of fidelity, the free fermion solution is much closer to the exact solution in
the regime of 0 ≤ U/t ≈ 10 Fig. 2.15b. Moreover, the free fermion solution respects
the S2 symmetry of the problem. On the other hand, the Hartree-Fock solution produces
non-zero values for the total spin S2. Note that a Restricted Hartree-Fock calculation (i.e.
a mean-field optimization constrained by spin symmetries) will return the free fermion
ground state as the Hubbard model contains only two-body interactions between opposite
spin electrons from the same site (i.e. same spatial orbital). As VHA is Hamiltonian-
based, the symmetries are preserved throughout the circuit (all the gates commute with
the particle number operator N and the spin operators Sz and S2). Therefore choosing an
initial state with the right set of quantum numbers avoids the variational ansatz to span
non-physically relevant parts of the Hilbert space. Other strategies aiming at including
symmetries in the VQE process have been also proposed in [72, 92, 93, 94, 95].
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Figure 2.15: Comparison of U = 0 free fermion and mean-field Hartree Fock state as
the initial state. (a) The energy ⟨Ψ|H(t, U)|Ψ⟩ and (b) the fidelity and the total spin ⟨S2⟩
value as a function of U for a N = 8 chain. The fidelity of the exact solution is trivially
one. For both (a) and (b), the full line, dashed line, and dotted line designate respectively
the U = 0, mean-field Hartree Fock, and exact solution.

2.6 Results

To assess the performance of the VQE algorithm, we perform classical state vector
simulations, focusing on a N = 8 site Hubbard chain, which corresponds to 16 qubit
simulations. We conduct a two-fold analysis. First, we focus on key metrics directly tied
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to the algorithm. These metrics include the energy, which serves as the loss function in our
minimization problem. The objective is to minimize this energy, as it corresponds to the
ground state energy of the quantum system. Additionally, we evaluate the overlap between
the approximate ground states generated by the VQE and the exact solutions obtained
through exact diagonalization. This overlap measurement helps us gauge the accuracy of
the VQE results in approximating the true ground state of the system. Secondly, we adopt
a condensed matter perspective by inspecting the physical properties we obtained from
the algorithm, such as charge and spin correlators, which highlight phenomena caused by
the interaction of the electrons.

2.6.1 Energy and fidelities

In this section, we focus on noiseless simulations of this hybrid quantum-classical
scheme. The classical optimization is performed by the COBYLA optimizer [96, 97, 98].
In addition, we use an iterative approach consisting in initializing our simulations by
targeting an initial value of Coulomb repulsion from the intermediate regime: U0 = 5 (we
set t = 1). We try many random initial parameters contained in [−π/5, π/5], keep the
lowest energy solution, and use the optimized parameters as initial parameters to simulate
the case U1 = U0 ± δU . Throughout the simulations, the optimized parameters for the
case UN−1 = U0 ± (N − 1)δU are used as initial parameters for UN = UN−1 ± δU . In
some sense, the parameters are optimized "adiabatically" as we vary U . This method is
motivated by the fact that the choice of initial parameters has a significant impact on the
optimized solution, and by trying multiple starting parameters, we mitigate the effect of
initial parameters choice, which improves the result for the whole range of U values and
speed up the optimization routine.

Fig. 2.16 shows the results for a N = 8 Hubbard chain. We can distinguish between
the weak and strong interaction regimes. Whereas energy and fidelity errors remain small
in weakly interacting regime U ≃ 2 even for limited numbers of ansatz layers NL, the
non-interacting initial state already providing a close match, quality of results decreases
as U increases. This can be understood as the result of lower fidelity of the initial state
(Fig. 2.15). Fig. 2.16 shows the effect of the number of layers NL on the fidelity of
the optimized states at different values of U . To simulate a Hubbard chain in a low
interacting regime, only a few layers are required to reach relatively high fidelities > 95%.
However, as U increases, the overlap between the initial and the exact solution becomes
smaller. Adding more layers to the parametrized circuit leads to better results, although
not systematically, highlighting the complex nature of the resulting variational state. This
is shown for example that the NL = 3 ansatz produces higher energy states than the

58



2. Ground State Search with Quantum Computers

0 2 4 6 8 10 12 14

U/t

0

1

2

3

4

5

6

7

8

∆
E

[%
]

HF

(a)

0 2 4 6 8 10 12 14

U/t

0.70

0.75

0.80

0.85

0.90

0.95

1.00

F

(b)

NL = 2

NL = 3

NL = 5

NL = 6

NL = 7

NL = 9

NL = 10

Figure 2.16: Classical simulation of the VQE algorithm applied to the 1D Hubbard
model with 8 sites (16 qubits), with U0 = 5. (a) The energy error for different circuit
depths. (b) The fidelity of the output state with the exact ground state.

NL = 5 case but leads to similar fidelity results in the region U ≳ 12. This shows that the
ansatz produces polluting states that have low energies but are further away from exact
solutions. Similarly, Fig. 2.17 shows that NL = 4 ansatz produces better fidelities than
NL = 5, 6 simulations. One can note a kink in the NL = 10 results at U = 5. This shows
that the multi-start parameters still resulted in a false minima value with slightly higher
energy and lower fidelity. However, solutions were improved when simulating the next
case U ± δU .

To show how sensitive are the results with respect to the initial parameters, we try
100 random initial parameters contained in [−π

5 ,
π
5 ] for U0 = 5 and compare the obtained

results. Fig. 2.18 shows the average optimized energies and their associated fidelities with
standard deviation, as well as the best run over the set of initial parameters. As shown in
this figure, a wide range of result quality can be obtained despite the optimization having
converged. This highlights the utility of this multistart approach, which lead to signif-
icantly better energies compared to a random instance, which then benefits the ground
state search for a broad range of U by performing an adiabatic optimization procedure.

2.6.2 Physical properties from low-depth circuits

Despite the fact that low-depth variational circuits fail to produce the exact ground
state of the 1D Hubbard chain, we can still wonder how good are those approximate
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Figure 2.17: The fidelity of the optimized states with exact solutions as a function of
the number of layers NL for different values of U .

solutions describing some particular expected behavior of our system. In particular, the
1D Hubbard model exhibits physics properties caused by the interaction between the
electrons. Being able to observe these phenomena from the solutions obtained by the
VQE algorithm, despite being only approximate, reflects the quality of the simulation.
More specifically, we can address the question of what physics is captured with respect to
the circuit complexity. Here, we focus on correlations due to interaction in the system. A
basic phenomenon to investigate is the localization of electrons: as the Coulomb repulsion
gets more intense between the particles, fewer and fewer sites are likely to be occupied
by two electrons. At half-filling, this causes the electron to be localized on one site. To
investigate this, we use the local charge correlators ⟨n↑n↓⟩ = 1

N

∑
i⟨ni↑ni↓⟩, N being the

number of sites, which corresponds to the average number of doubly occupied sites along
the chain. Fig. 2.19b shows the fidelity as a function for U for different depths and its
corresponding values for ⟨n↑n↓⟩. Despite having a low overlap with the exact solution, the
optimized states recover pretty well the transition from delocalized to localized electrons as
the on-site Coulomb repulsion increases. This shows that the ansatz builds up non-trivial
correlations to a non-interacting state, and captures this basic many-body phenomenon.

Secondly, because two electrons of opposite spin will repel each other on the same
site, while two electrons with the same spin cannot populate the same site as a consequence
of Pauli’s exclusion principle, increasing U will induce an antiferromagnetic order in the
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Figure 2.18: Averaged optimized energy E in units of t over a set of 100 simulations
with random initial parameters. The shaded areas correspond to the averaged energies
(fidelities ±σE/2 (±σF /2), σi being the standard deviation. The colored dashed line
corresponds to the minimal optimized energy and its associated fidelity.

chain. To observe this, we take a look at long-range spin correlations in our variational
states, defined by Cz

ij = ⟨Sz
i S

z
j ⟩ − ⟨Sz

i ⟩⟨Sz
j ⟩. As a result, we expect that the spin value of

one site is correlated with the sites along the chain. This is shown in Fig. 2.20a, where we
show the correlations for different values of U (2,5 and 15) and different numbers of circuit
layers (3,6 and 9). where we get sign-alternating values for Cz

ij |i=0 for example. For the
low to moderate regimes (U = 2 and 5 here), low-depth circuits are able to capture the
weak correlations. However, when simulating larger Us (U = 15), the short-depth circuits
capture well correlations between neighboring sites, but fail for longer-range physics, even
for a deeper circuit with the example of 9 layers.

Overall, we conclude that the solutions produced by VHA allow us to prepare phys-
ically relevant states, capturing local spin and charge correlations of the 1D Hubbard
model, although failing to reach high-fidelity solutions in the strongly correlated regimes.
As a consequence, low-depth circuits fail to capture long-range correlations.
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Figure 2.19: (a) The fidelity of the optimized states as a function of U for different
numbers of layers for N = 8 sites. (b) The average number of doubly occupied sites from
the optimized states. Although not reaching high-fidelity solutions, low-depth solutions
capture the localization of the electrons as a consequence of an increasing interacting
strength.
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Figure 2.20: (a) The fidelity F as a function of U/t for NL = 3, 6 and 9 VQE solutions
(8-site Hubbard chain). (b,c,d,e) Spin correlation Cz

ij = ⟨Sz
i S

z
j ⟩ − ⟨Sz

i ⟩⟨Sz
j ⟩ calculated

between one end of the chain (i = 0) and the other sites (j ≥ 1) as a function of U for
NL = 3, 6, 9 and exact solution. (f,g,h) Cz

ij = ⟨Sz
i S

z
j ⟩ − ⟨Sz

i ⟩⟨Sz
j ⟩ for i = 0 as a function of

j ≥ 1 for U = 2, 5 and 15 for a number of ansatz layers NL = 3, 6, 9.
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2.7 Noisy simulations and experiment

VQE algorithms were introduced to extend the capabilities of current hardware,
strongly limited by noise and decoherence. A natural question when investigating the
performance of an ansatz is how robust it is when the noise occurs in the hardware. Here
we investigate how noise degrades the output of the algorithm. To do so, we perform
simulations of the algorithm with a noise model as well as an actual test on IBM quantum
devices, focusing on a 2-site Hubbard system, which corresponds to a 4-qubit problem.
Along with the noisy simulation, we implement two error mitigation strategies, described
below, and observe how they affect the quality of the results. While noise models used
here have been presented in the previous chapter in Sec. 1.2, namely phase and ampli-
tude damping along with depolarizing channel, we introduce here the error mitigation
techniques employed here.

2.7.1 Post-selection

The first error mitigation we use consists in a classical post-processing of the mea-
surement output obtained from the device. We take advantage of the fact that the desired
state lies in specific subspaces of symmetries, that are conserved by the variational circuit.
More specifically, to mitigate errors coming from noise, we post-select the measurements
that respect the number of particles and Sz symmetries. To do this, we first need to
choose a measurement scheme to evaluate the Hamiltonian. We use the following scheme
proposed in [51]:

• The ZZ terms are measured in the computational basis without the need for a
change-of-basis circuit.

• To efficiently measure the hopping terms 1
2(XX + Y Y ), we implement a change of

basis B that diagonalize the operator in the computational basis such that B† 1
2(XX+

Y Y )B = D, D being diagonal. The circuit shown in Fig. 2.21 transforms a hopping
term into D = |01⟩⟨01| − |10⟩⟨10|.

As B also conserves the number of particles for each spin, we can reject any shots that do
not contain the right number of spin up and down electrons, as they are only produced by
errors occurring in the device. For example, for a 2-site model, any measurement (when
evaluating the hopping terms or the onsite interaction terms) that is not contained in
{0101, 1010, 1001, 0110} can be discarded. This method allows for mitigating amplitude
damping, read-out, and bit-flip errors.
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H

Figure 2.21: Circuit performing the change of basis to measure 1
2(XX + Y Y ).

2.7.2 Zero-noise extrapolation

This error mitigation method was introduced first in Ref. [49]. The general idea
is to artificially increase the noise of the device, in order to measure an observable at
different noise levels, and then extrapolate to the zero-noise value, as depicted in Fig.
2.22. To understand its motivation, let us suppose an open system composed of qubits
initially prepared in ρ0. We apply a quantum circuit described by a time-dependent driving
Hamiltonian K(t) = ∑

α Jα(t)Pα, where Pα are Pauli strings and Jα(t) real coefficients.
The system will be described by Eq. (2.39):

∂

∂t
ρ(t) = −i[K(t), ρ(t)] + λL(ρ(t)). (2.39)

L(ρ) is a noise generator that is invariant under time rescaling and independent from
K(t), which can be experimentally quite demanding. Then, an observable O can be
measured on the state ρϵ(T ) driven by K for a duration T , such that ⟨O⟩ϵ = tr(Oρϵ(T )),
which can be expressed for ϵ≪ 1 (ϵ being the experimental noise strength) by the following:

⟨O⟩ϵ = ⟨O⟩0 +
n∑

k=1
ckϵ

k +O(ϵn+1), (2.40)

⟨O⟩0 being the noise-free expectation value: ⟨O⟩0 = tr(Oρ0(T )). Let us assume one can
scale up the noise level ϵ by a factor c. By running the quantum circuit for different noise
levels ϵi = ciϵ for i = 0, ..., n (c0 = 1, ci > 1 for i > 0) one can obtain an improved estimate
Ōn of ⟨O⟩0 up to precision O(ϵn+1) expressed as:

Ōn =
n∑

i=0
γi⟨O⟩ϵi , (2.41)

with the coefficients {γi} being solutions of ∑i γi = 1 and ∑i γic
k
i = 0 for k = 1, ..., n. In

the case n = 1, this is equivalent to a simple linear extrapolation:

Ō1 = c1 − c0
c1

(⟨O⟩c0ϵ − ⟨O⟩c1ϵ) + ⟨O⟩c1ϵ. (2.42)

This method relies on the fact that one can access a low-level control of the device,
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with noise satisfying the requirements described earlier, which is not necessarily the case.
Other noise scaling techniques allow to performance of a zero-noise extrapolation of an
observable, more appropriate to "digital" quantum computing [99, 100]. The most common
one is the unitary folding. It consists in replacing a gate U by an equivalent sequence if
run on a noise-free device but at a higher cost, by the following substitution:

U → U(U †U)n, with n ∈ N. (2.43)

This way, the effective noise level is artificially increased as the circuit contains more
gates. For example, if the full quantum circuit is described by U = ∏D

i=1Gi, where {Gi}
are layers of gates and D is the circuit depth, the circuit folding gives a new circuit depth
of (1 + 2n)D. To understand its effect on the noise scaling, let us describe the noise by a
depolarizing model:

ρ→ αρ+ (1− α) 12N
, α ∈ [0, 1], (2.44)

N being the number of qubits. The α coefficient can be taken as e−ϵNg , assuming that
each gate comes with the same error rate. Therefore, folding the circuit n times requires
(1 + 2n)Ng gates, which corresponds to scaling the noise as ϵ → (1 + 2n)ϵ. This motives
an exponential extrapolation (instead of polynomial) for the observable:

⟨O⟩ϵ = A+BeCϵ. (2.45)

However, even a simple folding n = 1 can already be quite demanding in terms of quantum
resources on current devices. To fine-tune the scaling noise factor and scale the effective
noise in the circuit at a cheaper cost, partial folding techniques propose to only fold a
subset of gates.

In this work, we test a simple zero-noise extrapolation by performing a linear ex-
trapolation with noisy simulation. Instead of folding the circuit, we directly modify the
noise parameter in the depolarizing noise model, which is equivalent to simulating a folded
circuit according to Eq. 2.44.

2.7.3 Results

We performed simulations based on density matrix calculations to investigate the
performance of the VQE algorithm in the presence of noise. To set the inactive duration,
we assign an average duration of t1 = 60 ns for single-qubit gates and t2 = 425 ns, as
well as T1 = 120 µs and T2 = 85 µs. These parameters will be used to describe the phase
and amplitude damping channels. For gate errors, we set p1 = 0.3% and p2 = 1% the
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2. Ground State Search with Quantum Computers

Figure 2.22: A schematic explaining the principle of zero-noise extrapolation. When
interested in the expectation value of an observable, we artifically increase the noise level
of the device for different amplication factor c, which allows to make an estimation of the
noiseless value by extrapolation.

1-qubit and 2-qubit gates errors (modeled by a depolarizing channel) which corresponds
to current-day quantum computers performances from IBM [6].

Fig. 2.23 shows the obtained results for the 2-site Hubbard system and simulations
incorporating noise being compared with noiseless simulations. We choose to implement
only one layer of the ansatz upon the free fermion ground state. Whereas for the noiseless
case, exact solutions are obtained with only one layer of ansatz for all values of U , noise
affects greatly the quality of the results. While idle noise induces an infidelity of about
2%, adding gate errors degrades significantly the results, indicating that it is the major
source of error.

In an attempt to mitigate those errors, we test the two error mitigation techniques
described above: post-selection and zero-noise extrapolation. As described previously, we
post-select measurement outputs based on the a priori known symmetries of the target
solution. In this work, we rejected the shots not respecting the number of particles and Sz

symmetries. Moreover, we simulate the same circuit with error rates p2 and 2p2 in order to
perform a first-order extrapolation. This gives an approximation of the noiseless value of
the energy at each iteration of the minimization process, but also for other quantities like
⟨n↑n↓⟩ measured from the optimized state. Fig. 2.23 also shows the noisy results with and
without mitigation. In this small instance with only two parameters, the minimization
does not appear to be the bottleneck of the simulation. However, the gate errors cause large
deviations in the observables investigated here. The 2-point zero-noise extrapolation makes
significant improvement but does not give a quantitative agreement with exact/noiseless
results.
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Post-selected measurements also offer significant improvements over non-selected re-
sults, at a very limited cost. For example, we recover qualitatively well the decrease of
doubly occupied sites as the interaction increases. Most interestingly, combining post-
selection and zero-noise extrapolation allows to recover a quantitative agreement with
exact solutions. While the realistic error rates used here impact the expectation values
beyond a linear approximation, post-selecting lowers the effective noise level in a regime
where the zero-noise extrapolation becomes valid. This indicates that error mitigation has
the potential to extract relevant information from noisy states, and in the context of these
simulations, recover exact results although the noisy state does not have a fidelity 1 with
the exact solution.

Finally, we test those results against the real implementation of the algorithm on
IBM’s hardware ibmq_quito [6] as shown in Fig. 2.23. Although the benchmark parame-
ters were close to the noise parameters (ϵexp

1 ≃ 2.6.10−3, ϵexp
2 ≃ 1.2.10−2 T exp

1 = 96µs and
T exp

2 = 102µs) at the time of the experiment, the experimental results seem more affected
by noise. This can be explained by the absence of read-out error (that is substantial in
current devices) and shot noise in our model (the experiment’s number of shots was set
to 8,192), but also by the fact that additional noise occurs in the hardware like crosstalk
noise. Finally, additional SWAP gates (decomposed with 3 CNOTs) are needed because
of the hardware’s topology. In this case, the circuit is run on a set of qubits with lin-
ear connectivity, while the ideal connectivity with respect to the Jordan-Wigner mapping
corresponds to a ladder-shaped set of qubits (or a square for 2 sites). However, the ex-
perimental results are in qualitative agreement with the noisy simulations as both energy
and double occupancies follow the same behavior. While we didn’t implement zero-noise
extrapolation as it represents a difficult experimental challenge, post-selection improves
overall the results for the energy values as well as the number of doubly occupied sites,
where the steep decrease for small values of U is better captured.
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Figure 2.23: Noisy simulation with two level of noise, ϵ1 = 3.10−3 and ϵ2 = 10−2, and
2ϵ1, 2ϵ2 and experimental data from IBM Quantum’s ibmq_quito. Panels (a) and (c) ((b)
and (d)) show the energy and the double occupancies as a function of U without (with)
post-selection.

.
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2.8 Conclusion

In this chapter, we have explored the possibility of using quantum computers to
find the ground state of interacting fermionic systems with the VQE algorithm. To be
more specific, we investigated the Variational Hamiltonian Ansatz (VHA) [47] through the
example of the one-dimensional Hubbard model. This ansatz is inspired by the natural
idea of adiabatic evolution, in which a free fermion initial state is driven towards the
correlated ground state by slowly increasing interaction in time. Each time steps are
replaced by variational parameters in the hope of finding an optimized path to the ground
state. We perform classical simulations of the VQE algorithm for an 8-site Hubbard chain
which corresponds to 16 qubit simulations.

By calculating the energy error and the fidelity of the optimized states, we quantify the
performances of the algorithm. Although low numbers of layers give satisfying results in
weakly correlated regimes, higher circuit depths are required to target strongly interacting
ground states. We study how well the approximated ground states capture the physics
of the Hubbard model by investigating correlations built upon the free fermion Slater
determinant. We observe that short-length circuits can capture well the localization of
electrons as U increases. Long-range antiferromagnetic correlations are however harder to
obtain despite high fidelity states and require a larger number of ansatz layers.

Finally, we test the ansatz against noise for a 2-site Hubbard model. We include noise
models in our simulations based on density matrix calculations and compare them with
experimental results from IBM Quantum’s ibmq_quito device. Because of two-qubit gate
errors results are greatly degraded, which indicates the practical limit of Trotterized-like
ansätze. Zero-noise extrapolation enables us to qualitatively improve our noisy simulation
results for both the energy and the number of doubly occupied sites. Further improve-
ments should be aimed at both proposing relevant initial states requiring short circuits still
exhibiting the right symmetries as well as bridging this scheme towards hardware-efficient
approaches. Additionally, optimization barren plateaus or large overheads for expecta-
tion values sampling can also appear to be significant bottlenecks [19], and strategies to
overcome these issues must be expored.
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3 | State Preparation of Valence
Bond States on a quantum com-
puter: the example of the AKLT
state

3.1 Introduction

In the previous chapter, we explored the possibility of finding ground states of quan-
tum many-body systems thanks to a quantum computer. However, expressing ground
states on correlated systems may not always be a herculean task, and there are instances
where certain interesting states exhibit straightforward analytical representations. Con-
versely, accessing their dynamics can be much challenging as the states lose their simple
structure, and require costly computational techniques. Furthermore, studying the physics
around those exactly solvable points can also constitute a challenge. Using quantum com-
puters for these classically difficult tasks is a promising approach.

For example, in the Quantum Phase Estimation (QPE) algorithm [56] or the Varia-
tional Quantum Eigensolver (VQE) [18, 19] introduced in the previous chapter, it is desir-
able to first prepare an initial state with a substantial overlap with the (unknown) exact
ground state. Therefore, elaborating schemes allowing to prepare classically tractable
states is an appealing and useful task in order to approach relevant problems on quantum
computers.

In this chapter, we focus on the specific example of spin-1 chains as prototypical
quantum systems whose ground states exhibit exotic properties while having a simple
tractable form. To give a historical overview, in 1983, Haldane argued that spin chain
properties fundamentally differ depending on the nature of the spins [21, 22]: while half-
integer spin chains are gapless with power-law correlations, integer spin chains are gapped
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and show exponentially decaying correlations. Only proved in the large spin limit at the
time, his conjecture has been verified both experimentally [101, 102, 103] and numerically
[104]. In 1987, Affleck, Kennedy, Lieb, and Tasaki discovered the so-called AKLT model
[20] which describes a one-dimensional spin chain whose exact ground state exhibits a
finite excitation gap and an exponential decay of the 2-point correlation function, thus
providing a tractable example in favor of Haldane’s prediction. It was found that the AKLT
state possesses several unexpected properties such as a "hidden antiferromagnetic order",
and spin-half edge states which can be understood in terms of a symmetry-protected
topological phase (SPT) [105, 106, 107]. This "fractionalization" is reflected by non-trivial
degeneracies in the entanglement spectrum [108]. Moreover, the AKLT state is one of the
most famous examples of Matrix Product States (MPS) [23, 24], a class of states introduced
to efficiently describe ground states of 1D local Hamiltonians. Finally, the AKLT states are
considered promising candidates to perform one-way quantum computation [109, 110, 111,
112, 113, 114]. While in the circuit model of quantum computation, quantum information
is encoded into qubits that are mostly isolated from each other except multiple-qubit gates
are performed, the one-way model uses on the other hand an entangled resource state (such
as the AKLT state) to perform computation by measuring individual spins.

Based on their simple constructions, we design schemes for generating the AKLT state
on actual quantum computers. This quantum computer embedding of the AKLT chain
adds to a handful of models that are exactly encodable on a quantum computer. Also, it
should be noted that only a few actual experimental realizations of such states exist.

This chapter is organized as follows, after introducing the AKLT state in Sect. 3.2,
we propose two schemes to produce a one-dimensional AKLT ground state on a qubit-
based quantum computer. In Sect. 3.3, we follow the natural construction of the AKLT
state by first preparing a product of singlet states between pairs of qubits and performing
a projection onto the triplet S = 1 subspace for each spin-1 site. We also estimate the
number of repetitions needed to successfully produce the AKLT state. In Sect. 3.5,
we propose a scheme based on the MPS representation of the AKLT state to design a
quantum circuit producing open-boundaries AKLT chains. Finally, we validate the two
schemes experimentally on IBM Quantum’s device ibmq_lagos.

3.2 The AKLT state

The 1D AKLT Hamiltonian is written as

H =
∑

i

(
SiSi+1 + 1

3(SiSi+1)2
)
, (3.1)
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where Si is a spin S = 1 operator on site i. A spin state restricted to two adjacent sites
i and i + 1 can have a total spin of 0, 1, or 2. We note the projection onto the subspace
S = 2 by P2(Si + Si+1). It can be expressed as

P2(Si + Si+1) = 1
2(SiSi+1) + 1

6(SiSi+1)2 + 1
3 . (3.2)

Then, up to a constant, we can rewrite H as:

H =
∑

i

Hi, with Hi = 2P2(Si + Si+1). (3.3)

As projectors have eigenvalues equal to only 0 or 1, H is positive semi-definite, meaning
that any state with an energy equal to zero is a ground state of H. Such states do exist
and were originally formulated in Ref. [20]. To construct the exact ground states of H,
each spin-1 site is described by a pair of spins 1/2 whose state is restricted to the triplet
state basis. We note the triplet states by

|Φαβ⟩ = 1√
2

(|α⟩ ⊗ |β⟩+ |β⟩ ⊗ |α⟩) , (3.4)

where α, β = 0/1 denote the eigenstates of Sz with eigenvalue ±1/2. Note that in this
formulation |Φαβ⟩ do not have a norm of 1: |Φ00⟩ =

√
2 |00⟩, |Φ11⟩ =

√
2 |11⟩ and |Φ01⟩ =

|Φ10⟩ = 1√
2(|01⟩ + |10⟩). We then consider a chain of L spin-1 sites composed of 2L

spin-1/2’s. Two neighboring spin-1s indexed by i and i + 1 are therefore described by 4
spins of 1/2. By putting two of these spin-1/2’s in a singlet state |α⟩ ⊗ |β⟩ ϵαβ (where ϵαβ

denotes the antisymmetric tensor with ϵ01 = 1) with a total spin 0, we guarantee that
4 spin-1/2’s cannot possess a total spin greater than 1. Therefore, we can construct the
exact ground state of H by creating a singlet bound state between two spin-1/2’s from
two neighboring spin-1 sites, while ensuring that each pair of spin-1/2’s forming a spin-1
remains in a symmetric triplet state. We denote |Ωαβ⟩ the ground state of H, with α, β

label the state of the two spins of 1/2 at both extremities of the chain, defined as

|Ωαβ⟩ ∝ |Φαβ1⟩ ⊗ |Φα2β2⟩ ⊗ ...⊗ |ΦαLβ⟩ ϵβ1α2ϵβ2α3 ...ϵβL−1αL . (3.5)

A diagrammatic representation of the ground state is shown in Fig. 3.1. Each spin-1/2 of
a given site forms a singlet with a spin-1/2 belonging to a neighboring site while the two
spin-1/2’s of each site are being symmetrized by a projection onto the triplet subspace.

This can be extended to a closed chain with periodic boundary conditions by creating
a singlet between the two edge spin-1/2’s, leading to the state |Ω⟩ = |Ωαβ⟩ ϵβα.
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Figure 3.1: The AKLT state is a product of singlet states. Each pair of spin-1/2’s is
then projected onto the triplet subspace.

3.3 Projection by Quantum Phase Estimation

As explained in the previous chapter, the Quantum Phase Estimation (QPE) [56]
algorithm allows to access the eigenvalue associated with an eigenvector |Ψ⟩ of a unitary
matrix U by entangling the input state with a register of ancilla qubits. When |Ψ⟩ is
a linear combination of eigenstates of U , measuring the ancilla qubit register will make
|Ψ⟩ collapse onto the eigenspace corresponding to the measured phase value. In Refs.
[115, 116], it was proposed to use the QPE algorithm to project a state |Ψ⟩ onto a specific
eigenspace of a symmetry operator U . In the following paragraph, we describe in detail
how this procedure allows us to discriminate between the singlet and triplet states of two
qubits.

Let us consider two spin-1/2’s (or qubits) in a state |φ⟩ = c0 |φ0⟩+ c1 |φ1⟩ which is in
a mixture of a singlet state |φ0⟩ = |01⟩−|10⟩√

2 and a S = 1 triplet state |φ1⟩, which is itself
a superposition of the three triplet states |00⟩ , |11⟩ , |01⟩+|10⟩√

2 . The total spin operator S2

for a pair of qubits is defined by

S2 = (S1 + S2)2

= 3
2I + 1

2(X1X2 + Y1Y2 + Z1Z2), (3.6)

74



3. State Preparation of Valence Bond States on a quantum computer: the example of the
AKLT state

where Si = (Sx
i , S

y
i , S

z
i ) = 1

2(Xi, Yi, Zi) is the spin operator vector of spin-1/2 i, and X,Y
and Z are the Pauli matrices. We defined the unitary SWAP gate by SWAP |α⟩ |β⟩ =
|β⟩ |α⟩. The SWAP gate has two eigenvalues ±1 associated to the symmetric states (S = 1
states) and antisymmetric states (S = 0 state) respectively (one can note that SWAP =
−eiπS2/2).

Here we describe how a SWAP gate controlled by an ancilla qubit (a cSWAP gate)
can be used to project 2 qubits onto a specific spin subspace. Let us apply a cSWAP gate
on to |φ⟩ with the ancilla qubit steered in the |+⟩ = |0⟩+|1⟩√

2 state:

cSWAP (|+⟩ ⊗ |φ⟩) = c1√
2

(|0⟩+ |1⟩)⊗ |φ1⟩

+ c0√
2

(|0⟩ − |1⟩)⊗ |φ0⟩ . (3.7)

Then, we perform a Hadamard gate onto the ancilla, which maps |+⟩ to |0⟩ and |−⟩ =
|0⟩−|1⟩√

2 to |1⟩, leading to the final state

|φ̃⟩ = c0 |1⟩ ⊗ |φ0⟩+ c1 |0⟩ ⊗ |φ1⟩ . (3.8)

Finally, the ancilla qubit is measured in the {|0⟩ , |1⟩} basis. Measuring 1 projects the

3

states) and antisymmetric states (S = 0 state) respec-

tively (one can note that SWAP = −eiπS2/2).
Here we describe how a SWAP gate controlled by an

ancilla qubit (a cSWAP gate) can be used to project
2 qubits onto a specific spin subspace. Let us apply a
cSWAP gate on to |φ⟩ with the ancilla qubit steered in

the |+⟩ = |0⟩+|1⟩√
2

state:

cSWAP (|+⟩ ⊗ |φ⟩) = c1√
2
(|0⟩+ |1⟩)⊗ |φ1⟩

+
c0√
2
(|0⟩ − |1⟩)⊗ |φ0⟩ (7)

Then, we perform an Hadamard gate onto the ancilla,

which maps |+⟩ to |0⟩ and |−⟩ = |0⟩−|1⟩√
2

to |1⟩, leading
to the final state

|φ̃⟩ = c0 |1⟩ ⊗ |φ0⟩+ c1 |0⟩ ⊗ |φ1⟩ . (8)

Finally, the ancilla qubit is measured in the {|0⟩ , |1⟩}

|0⟩ H H 0 (p0 = |c1|2) or 1 (p1 = |c0|2).

|φ⟩ |φ0⟩ or |φ1⟩

FIG. 2. Schematic of circuit with projection

basis. Measuring 0 projects the physical state |φ⟩ into
|φ1⟩ while measuring 1 projects into |φ0⟩. Therefore,
the measurement of the ancilla qubit effectively performs
a projection into the singlet or triplet subspace, with
respective probabilities |c0|2 and |c1|2. The output of
the measurement allows to discriminate between the two
cases.

IV. Application to the 1D AKLT state

Now, we can expand this algorithm to a larger number
of qubits in order to prepare the 1D AKLT state. We
index the L spins 1 with the index i ∈ [0, L−1] composed
by two qubits labelled by (2i, 2i + 1). We prepare an
initial state |Sαβ⟩ as a product of singlet states formed
between two neighboring qubits from two different spin
1 sites as

|Sαβ⟩ = |α⟩ ⊗L−1
i=0 |s2i+1,2i+2⟩ |β⟩ , (9)

where |α⟩ and |β⟩ are the states of the two qubits located
at both ends, and |sn,m⟩ is a singlet state formed between
qubits n and m. Then, applying the scheme described
above for each spin site i, we can project each pair of
qubits onto their triplet subspace with a certain prob We
define the event S of successfully projecting all spin sites.
The probability of obtaining S, noted pS , is given by the

overlap between the AKLT state |Ωαβ⟩ and the initial
state |Sαβ⟩ as (see Supplementary Information VIIA for
calculations details)

pS = |⟨Ωαβ |Sαβ⟩|2,

=
(1
2

)2L−1(3L − 1

2
+ δαβ

)
for L odd, (10)

=
(1
2

)2L−1(3L + 1

2
− δαβ

)
for L even, (11)

∼
(3
4

)L
for L ≫ 1. (12)

In a situation where L ancilla qubits are used to project
the L qubit pairs and are all measured at once, we can de-
fine the average number of repetitions NS = 1/pS needed
to successfully project the initial state onto the AKLT
ground state thanks to an average number of local pro-
jection NP equals to NS × L. However, the projection
of a qubit pair is a local projection, and the projection
of two disconnected chains can be done independently
and in parallel. We can therefore define two even sets
of qubits A and B (each containing LA and LB pairs
of qubits) interconnected with two qubit spin 1 states.
Those states are described as draw scheme

|ωα⟩ ∝ |Φαβ1
⟩ ⊗ ...⊗ |ΦαLβL

⟩ ⊗ |αL+1⟩
× ϵβ1α2 ...ϵβL−1αLϵβLαL+1 . (13)

Those two additional qubits will be the last projected
pair of qubits to form an AKLT state of length L =
LA + LB + 1, as depicted in Fig. 3a). The probability
of successfully projecting the last pair is noted pf . We
call the events of successfully projecting A and B as SA

and SB . Therefore, the total success probability can be
written as

pS = pSA
pSB

pf . (14)

Let us call |ωA
α ⊗ ωB

β ⟩ the normalized state describing
two projected sub-chains of length of LA and LB as de-
scribed by Eq. (13). We can calculate the probability of
successfully projecting the last connecting pair as

pf = |⟨Ωαβ |ωA
α ⊗ ωB

β ⟩|2,

=
1

2

(3
2
+
δαβ − 1/2

3L−1

)
for L odd, (15)

=
1

2

(3
2
− δαβ − 1/2

3L−1

)
for L even, (16)

∼ 3

4
for L≫ 1. (17)

For periodic boundary conditions, we divide the chain
into 2 open sub-chains, as shown in Fig3b). The qubit on
the left-hand side of chain A is connected by the qubit on
the left-hand side of chain B, by forming a triplet state.
Likewise, the qubit on the right-hand side of chain A is

Figure 3.2: Schematic of circuit operating the projection onto the singlet or triplet
subspace.

physical state |φ0⟩ into |φ1⟩ while measuring 0 projects into |φ0⟩. Therefore, the mea-
surement of the ancilla qubit effectively performs a projection into the singlet or triplet
subspace, with respective probabilities |c0|2 and |c1|2. The output of the measurement
allows to discriminate between the two cases. Fig. 3.2 shows the corresponding quantum
circuit to operate the projection.
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3.4 Application to the 1D AKLT state

Now, we can expand this algorithm to a larger number of qubits in order to prepare
the 1D AKLT state. We index the L spin-1’s with the index i ∈ [0, L − 1] composed by
two qubits labelled by (2i, 2i+1). We prepare an initial state |Sαβ⟩ as a product of singlet
states formed between two neighboring qubits from two different spin-1 sites as

|Sαβ⟩ = |α⟩ ⊗L−1
i=0 |s2i+1,2i+2⟩ |β⟩ , (3.9)

where |α⟩ and |β⟩ are the states of the two qubits located at both ends and |sn,m⟩ is a
singlet state formed between qubits n and m. Then, applying the scheme described above
for each spin site i, we can project each pair of qubits onto their triplet subspace with a
certain probability. We define the event S of successfully projecting all spin sites. The
probability of obtaining S, noted pS , is given by the overlap between the AKLT state
|Ωαβ⟩ and the initial state |Sαβ⟩ as (see Appendix 3.8.1.1 for calculations details)

pS = |⟨Ωαβ|Sαβ⟩|2,

=
(1

2
)2L−1(3L − 1

2 + δαβ

)
for L odd, (3.10)

=
(1

2
)2L−1(3L + 1

2 − δαβ

)
for L even, (3.11)

∼
(3

4
)L

for L ≫ 1. (3.12)

In a situation where L ancilla qubits are used to project the L qubit pairs and are all
measured at once, we can define the average number of repetitions NS = 1/pS needed to
successfully project the initial state onto the AKLT ground state thanks to an average
number of local projection NP equals to NS × L. However, the projection of a qubit pair
is a local projection, and projecting two disconnected chains can be done independently
and in parallel. We can therefore define two even sets of qubits A and B (each containing
LA and LB pairs of qubits) interconnected with two-qubit spin-1 states. Those states are
described as

|ωα⟩ ∝ |Φαβ1⟩ ⊗ ...⊗ |ΦαLβL
⟩ ⊗ |αL+1⟩ × ϵβ1α2 ...ϵβL−1αLϵβLαL+1 . (3.13)

Those two additional qubits will be the last projected pair of qubits to form an AKLT
state of length L = LA +LB + 1, as depicted in Fig. 3.3a. The probability of successfully
projecting the last pair is noted pf . We call the events of successfully projecting A and B
as SA and SB. Therefore, the total success probability can be written as
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pS = pSA
pSB

pf . (3.14)

Let us call |ωA
α ⊗ ωB

β ⟩ the normalized state describing two projected sub-chains of
lengths LA and LB as described by Eq. (3.13) (see Appendix 3.8.1.1):

pf = |⟨Ωαβ|ωA
α ⊗ ωB

β ⟩|2,

= 1
2
(3

2 + δαβ − 1/2
3L−1

)
for L odd, (3.15)

= 1
2
(3

2 −
δαβ − 1/2

3L−1

)
for L even, (3.16)

∼ 3
4 for L≫ 1. (3.17)

For periodic boundary conditions, we divide the chain into 2 open sub-chains, as shown
in Fig3.3b. The qubit on the left-hand side of chain A is connected by the qubit on the
left-hand side of chain B, by forming a triplet state. Likewise, the qubit on the right-hand
side of chain A is connected by the qubit on the right-hand side of chain B, by forming a
triplet state. The sub-chains are described by

|ω⟩ ∝ |β0⟩ |Φα1β1⟩ ⊗ ...⊗ |ΦαLβL
⟩ ⊗ |αL+1⟩ × ϵβ0α1ϵβ1α2 ...ϵβL−1αLϵβLαL+1 . (3.18)

The probability of successfully projecting the last two sites connecting the two ends of two
subchains |ωA⟩ and |ωB⟩ reads as

pf = |⟨Ω|ωA ⊗ ωB⟩|2,

= 9
16(1− 1

3L−1 ) for L odd, (3.19)

= 9
16(1 + 1

3L−1 ) for L even, (3.20)

∼ 9
16 for L≫ 1. (3.21)

It should be noted that because of periodic boundary conditions, the full chain |Ω⟩ does
not have dangling edge spin-1/2’s, thus

∣∣∣ωA
〉

and
∣∣∣ωB

〉
appear without subscripts α and β.

To better estimate the number of repetitions needed to produce the AKLT state, we
define an effective number of projections ÑP needed. For an open chain, it can be defined
as the number of repetitions needed to successfully project the final site multiplied by the
average number of repetitions needed to project the two sub-chains of size LA and LB as

ÑP (L) = (1/pf )× (ÑP (LA) + ÑP (LB) + 1). (3.22)
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Figure 3.3: Schematic of the two subchains forming an AKLT state after projection of the
connecting sites for (a) open boundary conditions and (b) periodic boundary conditions.

Similarly, for a closed chain, ÑP is defined as the average number of projections needed
to project two sub-chains of size LA and LB (here L = LA + LB + 2) multiplied by the
number of repetitions needed to successfully project the last two connecting sites. It can
be calculated as

ÑP (L) = (1/pf )× (ÑP (LA) + ÑP (LB) + 2). (3.23)

A schematic of the procedure is shown in Fig. 3.4. In Table 3.1, we compare the
average number of projections needed to successfully prepare AKLT states as a function
of the boundary conditions with and without parallel projections for L = 10, 30, 60, and
100 spin sites. We observe that taking advantage of parallel projections drastically reduces
the number of repetitions needed by several orders of magnitude, and makes this scheme
feasible for large system sizes.
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L α, β NP ÑP

10
0,0 178 29
1,0 178 24

closed 178 16

30
0,0 1.68× 105 81
1,0 1.68× 105 83

closed 1.68× 105 68

60
0,0 1.88× 109 219
1,0 1.88× 109 221

closed 1.88× 109 181

100
0,0 3.12× 1014 633
1,0 3.12× 1014 550

closed 3.12× 1014 406

Table 3.1: Table comparing the average number of projection NP and the average effective
number of projection NP needed to produce the 1D AKLT state for different lengths L
and boundary conditions α, β.

3.5 Matrix Product State circuit

In this section we propose an alternative scheme to produce the open boundary AKLT
state based on the Matrix Product State (MPS) formalism [23, 24]. MPSs will be intro-
duced more extensively in the Chapter 4, but we make a concise overview here. Let us
consider N spins living in a local Hilbert space Hloc of dimension d. Let {|σ⟩} be an
orthonormal basis of Hloc. A general many-body state |Ψ⟩ living in H = ⊗N

i=1Hloc can
be written as:

|Ψ⟩ =
∑

σ1,...,σN

Ψσ1...σN |σ1...σN ⟩ , (3.24)

where Ψσ1...σN ∈ C and |σ1...σN ⟩ = |σ1⟩ ⊗ ...⊗ |σN ⟩. A MPS is a class of quantum many-
body states where the coefficients Ψσ1...σN are obtained by contracting matrices {Aσn

n }
together [117, 118]. For an open boundary state, a MPS reads as:

|ΨMPS⟩ =
∑
{σn}

∑
{αn}

A[1]σ1
α1 A[2]σ2

α1α2 ...A
[N ]σN
αN

|σ1σ2...σN ⟩ , (3.25)

where A[n]σn for 2 ≤ n ≤ N −1 are complex matrices of dimension χn−1×χn, where χn is
called the bond dimension. At the boundaries, the tensors A[1]σ1 and A[N ]σN are vectors of
dimension χ1 and χN−1. A MPS can be written into an orthogonal form by choosing the
tensors to be orthogonal. Here we focus on the right-orthogonal form which corresponds
to the following constraints on the A tensors:
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|α⟩
P

P

P

connecting site P

P

P

P
|β⟩

(a) Open chain with L = 7 sites

P

P

P

connecting site P

P

P

connecting site P

(b) Closed chain with L = 7 sites

FIG. 4. Circuit with projectors denoted by the gate P (ancilla qubits are not displayed for clarity). The two red shared boxes
show the subsets A and B that can be prepared in parallel and independently. Each gate P of the same color can be performed
in parallel. The final site f is the last site to be projected (green P gate here). This is the only projection that requires a full
reset of the state in case of a fail.

A[N ]σN are vectors of dimension D. A MPS can be writ-
ten into an orthogonal form by choosing the tensors to be
orthogonal. Here we focus on the right-orthogonal form
which corresponds to the following constraints on the A
tensors:

∑
σn

A[n]σnA[n]σn† = 1 (26)

For the 1D-AKLT state, the right-normalized tensors
corresponding to the three Sz eigenstates |+1⟩ , 0̃ and
|−1⟩ read

A+1 =

√
2

3

(
0 1
0 0

)
, A0̃ =

√
1

3

(
−1 0
0 1

)
, (27)

A−1 =

√
2

3

(
0 0
−1 0

)
(28)

At the boundaries, the corresponding tensors read

A[1]σ = vTAσ, (29)

where v =

(
1
0

)
if one choose the free spin 1/2 to be in

the state |0⟩ or
(
0
1

)
if we choose it to be in |1⟩. The last

site tensor corresponds to a projection onto the triplet
subspace:

A[N ]σ = Pσv, (30)

where

P+1 =

(
1 0
0 0

)
, P 0̃ =

1√
2

(
0 1
1 0

)
, P−1 =

(
0 0
0 1

)
. (31)

The encoding of MPS in quantum circuits has been re-
cently applied in 25–31. This offers a promising path-
way to extend efficient classical methods beyond their
limitations, such as performing time-evolution or rep-
resenting highly entangled states. While those meth-
ods allow to encode MPS with a physical dimension and
bond dimension equal to a power of 2, the AKLT state
is a MPS of physical dimension 3. To implement the
AKLT state as a MPS on a qubit-based quantum com-
puter, we choose to represent the physical spin 1 sites
by using two qubits per site with the following mapping:
|+1⟩ = |00⟩ ,

∣∣0̃〉 = |01⟩ , |−1⟩ = |11⟩. The last state |10⟩
is attributed to the singlet state |S⟩ which is unphysical
when representing spin 1 states. We therefore assign a

tensor AS to the singlet state that we set equal to

(
0 0
0 0

)
.

We embed those tensors into 3-qubit gates applied to a
reference state as shown in Fig. 5, where two qubits are
used to represent the physical spin 1 sites while 1 qubit
encodes the bond state. The corresponding unitary ma-

Figure 3.4: Circuit with projectors denoted by the gate P (ancilla qubits are not dis-
played for clarity). The two red shared boxes show the subsets A and B that can be
prepared in parallel and independently. Each gate P of the same color can be performed
in parallel. The final site f is the last site to be projected (green P gate here). This is the
only projection that requires a full reset of the state in case of a fail.

∑
σn

A[n]σnA[n]σn† = 1. (3.26)

For the 1D-AKLT state, the right-normalized tensors corresponding to the three Sz

eigenstates |+1⟩ ,
∣∣0̃〉 and |−1⟩ read

A+1 =
√

2
3

(
0 1
0 0

)
, A0̃ =

√
1
3

(
−1 0
0 1

)
, (3.27)

A−1 =
√

2
3

(
0 0
−1 0

)
. (3.28)

At the boundaries, the corresponding tensors read as

A[1]σ = vTAσ, (3.29)
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where v =
(

1
0

)
if one choose the free spin-1/2 to be in the state |0⟩ or

(
0
1

)
if we choose

it to be in |1⟩. The last site tensor corresponds to a projection onto the triplet subspace:

A[N ]σ = P σv, (3.30)

where

P+1 =
(

1 0
0 0

)
, P 0̃ = 1√

2

(
0 1
1 0

)
, P−1 =

(
0 0
0 1

)
. (3.31)

The encoding of MPS in quantum circuits has been recently applied in [119, 120, 121, 122,
123, 124, 125], and will also be further introduced in Chapter 4. This offers a promising
pathway to extend efficient classical methods beyond their limitations, such as performing
time evolution or representing highly entangled states. To implement the AKLT state as a
MPS on a qubit-based quantum computer, we choose to represent the physical spin-1 sites
by using two qubits per site with the following mapping: |+1⟩ = |00⟩ ,

∣∣0̃〉 = |01⟩ , |−1⟩ =
|11⟩. The last state |10⟩ is attributed to the singlet state |S⟩ which is unphysical when
representing spin-1 states. We therefore assign a tensor AS to the singlet state that we

set equal to
(

0 0
0 0

)
. We embed those tensors into 3-qubit gates applied to a reference

state as shown in Fig. 3.5, where two qubits are used to represent the physical spin-1 sites
while 1 qubit encodes the bond state. The corresponding unitary matrix U encoding the
tensors Aσ

αn−1αn
is defined as:

U =
∑
σnγ

∑
αn−1αn

U(i⊗αn−1),(αn⊗γ) |σn, αn−1⟩ ⟨αn, γ|, (3.32)

with Aσ = U(i⊗αn−1),(αn⊗+1) and the physical indices σn, γ are composed indices represent-
ing the 2-qubit states. The other matrix coefficients are to be defined up to the unitary
constraints. In this work, they were calculated numerically as the tangent subspace of the
tensors Aσ.

1

1

Figure 3.5: The tensors are mapped into a 3-qubit gate applied onto a reference state.

81



3.5. Matrix Product State circuit

However, the last tensors A[N ] cannot be performed by a unitary transformation as it
performs a projection onto the subspace {|00⟩ , |01⟩ , |11⟩} from the 2-qubit Hilbert space.
To circumvent this, we effectively perform this projection by using an ancilla qubit. Let
us first write a general form of the state before applying the projection on the last site:

|Ψ⟩ = |Ψ0⟩ |00⟩+ |Ψ1⟩ |10⟩ , (3.33)

where |Ψ0⟩ (|Ψ1⟩) is the state representing the first N−1 spin sites entangled with the bond
state |0⟩ (|1⟩). The incoming reference state for the last qubit is chosen to be |0⟩. From
this, we see that we must perform the following operation: |00⟩ → |00⟩ and |10⟩ → 1√

2 |01⟩.
We start by applying onto the 2 qubits representing the last spin site UN defined as

UN =


1 0 0 0
0 1√

2
1√
2 0

0 − 1√
2

1√
2 0

0 0 0 1

 . (3.34)

After applying UN , we obtain

{
|Ψ0⟩ |00⟩+ |Ψ1⟩

√
1
2 |01⟩

}
︸ ︷︷ ︸

what we want

+
{
|Ψ1⟩

√
1
2 |10⟩

}
︸ ︷︷ ︸

unphysical

. (3.35)

The undesired state differs from the physical one by the state of the first qubit representing
the last spin site as shown in red in Eq. 3.35. We entangle this state with an ancilla qubit
in the |+⟩ state by performing a CZ gate (a Z gate controlled by a second qubit) between
the two qubits. Finally, after applying a Hadamard gate onto the ancilla, we obtain the
following state:

|Ψtot⟩ =
{
|Ψ0⟩ |00⟩+ |Ψ1⟩

√
1
2 |01⟩

}
︸ ︷︷ ︸

what we want

|0⟩+
{
|Ψ1⟩

√
1
2 |10⟩

}
︸ ︷︷ ︸

unphysical

|1⟩ . (3.36)

Therefore, measuring the ancillary qubit in the Z-basis allows us to obtain the AKLT state
if the measurement output is 0. The probability p of measuring 0 corresponds is related
to the overlap between a fully projected AKLT chain of size L and an AKLT chain where
the spin-1 site at one end has not been projected yet. Fig. 3.6 shows the corresponding
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circuit. Using Eqs. 3.5 and 3.13, we calculate the probability p as (see Appendix 3.8.1.2)

p = |⟨Ωαβ|ωα ⊗ β⟩|2, (3.37)

= 3
4(1− 1

3L−2 ) + 1
2× 3L−1 δαβ for L odd , (3.38)

= 3
4(1− 1

3L−2 ) + 1
2× 3L−1 (1− δαβ) for L even, (3.39)

∼ 3
4 for L≫ 1. (3.40)

7

|α⟩

U|0⟩

|0⟩

U|0⟩

|0⟩

U|0⟩

|0⟩

U|0⟩

|0⟩
UN

Z

|0⟩

|0⟩ H H

FIG. 7. The MPS-inspired circuit to create an AKLT state of
5 sites. The state is successfully created if the measurement
output of the ancilla is 0. The state of the first qubit |α⟩
define the boundary conditions of the states (same spin 1/2
states if |α⟩ = |0⟩ or opposite states if |α⟩ = |1⟩.
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FIG. 8. Number of repetitions NP needed to produce the
AKLT state as a function of the system size L for the different
schemes. The inset shows the dependency on a log scale.

out of singlets states with the projected AKLT state, it
can still be obtained with a relatively low number of rep-
etitions by preparing independent sub-chains. On the
other hand, the MPS scheme need only the measurement
of one auxillary qubit with a success probability ∼ 3/4
when L≫ 1. Therefore, an average of ∼ 4/3 repetitions
is needed, providing a better scaling of the repetitions
needed compared to the projective scheme.

2 4 6 8 10 12

L

0

100

200

300

400

N
C
N
O
T

MPS ibmq montreal

MPS ideal connectivity

projective scheme, ideal connectivity

projective scheme, ibmq montreal
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FIG. 9. Number of CNOTs needed to realize the quantum
circuits for the different schemes, obtained from the transpiled
circuits from IBMQ.

With Fig. 9, we then compare the cost of the quan-
tum circuits for both methods. To do so, we use the
circuit transpiling tool from Qiskit [4] to decompose the
quantum circuits using CNOTs and one-qubit gates for
a quantum computer with an ideal connectivity (i.e. a
topology that matches the circuit’s connectivity) and for
the device ibmq montreal that has 27 qubits. For all con-
nectivities, the projective scheme requires less number of
CNOTs than the MPS scheme. This can be explained
by the decomposition of the gate U requiring 20 CNOTs
while a cSWAP can be implemented with only 7 CNOTs.
As the projective scheme requires one cSWAP per spin 1
site and the MPS scheme needs one U gate per site (but
the last site). When implemented on a specific device,
additional SWAP gates (decomposed as 3 CNOTs) are
required to match its connectivity. By including the ini-
tial state preparation for the projective scheme and the
last site projection for the MPS scheme, we can count
the number of CNOTs gate for an ideal connectivity as:

NCNOT = 7× L+ L− 1 (Projection) (41)

= 20× (L− 1) + 3 (MPS) (42)

Although the number of necessary repetitions needed
increases significantly with the chain length, the projec-
tion scheme can be a better candidate on small noisy
quantum devices, where two-qubit gates are predominant
sources of error.

Fig. 10 shows the exact density matrices for the two
different schemes as well as the experimental density
matrices obtained from quantum state tomography on
ibmq lagos. Measurement error mitigation as well as

Figure 3.6: The MPS-inspired circuit to create an AKLT state of 5 sites. The state is
successfully created if the measurement output of the ancilla is 0. The state of the first
qubit |α⟩ define the boundary conditions of the states (same spin-1/2 states if |α⟩ = |0⟩
or opposite states if |α⟩ = |1⟩.

3.6 Comparison and experimental results

In this section, we compare the two methods detailed in the previous sections to
prepare the AKLT state on a quantum computer. As both schemes require measurements
of ancilla qubits, we compare the number of repetitions needed to successfully realize an
AKLT state as a function of the chain size L. The number of repetitions needed is given by
Eqs. 3.22 and 3.23 for the projective schemes. Fig. 3.7 shows that despite an exponential
decrease of the overlap between the initial state composed out of singlets states with the
projected AKLT state, it can still be obtained with a relatively low number of repetitions
by preparing independent sub-chains. On the other hand, the MPS scheme needs only
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Figure 3.7: Number of repetitions NP needed to produce the AKLT state as a function
of the system size L for the different schemes. The inset shows the dependency on a log
scale.

the measurement of one auxiliary qubit with a success probability ∼ 3/4 when L ≫ 1.
Therefore, an average of ∼ 4/3 repetitions is needed, providing a better scaling of the
repetitions needed compared to the projective scheme.

With Fig. 3.8, we then compare the cost of the quantum circuits for both methods.
To do so, we use the circuit transpiling tool from qiskit [6] to decompose the quantum
circuits using CNOTs and one-qubit gates for a quantum computer with ideal connectivity
(i.e. a topology that matches the circuit’s connectivity) and for the device ibmq_montreal
[6] that has 27 qubits. For all connectivities, the projective scheme requires less number
of CNOTs than the MPS scheme. This can be explained by the decomposition of the gate
U requiring 20 CNOTs while a cSWAP can be implemented with only 7 CNOTs. As the
projective scheme requires one cSWAP per spin-1 site and the MPS scheme needs one U
gate per site defined in Eq. 3.32 (expect for the last site where we use the UN gate from Eq.
3.34). When implemented on a specific device, additional SWAP gates (decomposed as 3
CNOTs) are required to match its connectivity. By including the initial state preparation
for the projective scheme and the last site projection for the MPS scheme, we can count
the number of CNOTs gates for an ideal connectivity as:

NCNOT = 7× L+ L− 1 (Projection), (3.41)
= 20× (L− 1) + 3 (MPS). (3.42)

Although the number of necessary repetitions increases significantly with the chain length,
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Figure 3.8: Number of CNOTs needed to realize the quantum circuits for the different
schemes, obtained from the transpiled circuits from IBMQ.

the projection scheme can be a better candidate on small noisy quantum devices, where
two-qubit gates are predominant sources of error. To test this, we implement both schemes
on the 7-qubit IBM’s ibmq_lagos, where we prepare 2-site AKLT states using 4 qubits and
one ancilla qubit for the projection process for both the projective and MPS methods. To
evaluate the quality of the resulting states, we perform quantum state tomography, which
allows to reconstruct the density matrix of the state from the quantum device. The results
are shown in Fig. 3.9. We compute the fidelity of the noisy state ρ with exact solutions
|Ψex⟩ as F = ⟨Ψex|ρ|Ψex⟩. In these small instances, we indeed observe better fidelities
from the projective method, which is explained by the cheaper circuit cost compared to
the MPS method. However, for all the boundary conditions and preparation methods, we
recover the main features of the exact density matrices.

85



3.6. Comparison and experimental results

+++S +0 +- S+ SS S0 S- 0+ 0S 00 0- -+ -S -0 --

++
+S
+0
+-
S+
SS
S0
S-

0+
0S
00
0-
-+
-S
-0
--

(α, β) = (0, 0)

Exact

+++S +0 +- S+ SS S0 S- 0+ 0S 00 0- -+ -S -0 --

++
+S
+0
+-
S+
SS
S0
S-

0+
0S
00
0-
-+
-S
-0
--

Projection

F= 0.70

+++S +0 +- S+ SS S0 S- 0+ 0S 00 0- -+ -S -0 --

++
+S
+0
+-
S+
SS
S0
S-

0+
0S
00
0-
-+
-S
-0
--

MPS

F= 0.61

+++S +0 +- S+ SS S0 S- 0+ 0S 00 0- -+ -S -0 --

++
+S
+0
+-
S+
SS
S0
S-

0+
0S
00
0-
-+
-S
-0
--

(α, β) = (1, 0)

+++S +0 +- S+ SS S0 S- 0+ 0S 00 0- -+ -S -0 --

++
+S
+0
+-
S+
SS
S0
S-

0+
0S
00
0-
-+
-S
-0
--

F= 0.79

+++S +0 +- S+ SS S0 S- 0+ 0S 00 0- -+ -S -0 --

++
+S
+0
+-
S+
SS
S0
S-

0+
0S
00
0-
-+
-S
-0
--

F= 0.65

+++S +0 +- S+ SS S0 S- 0+ 0S 00 0- -+ -S -0 --

++
+S
+0
+-
S+
SS
S0
S-

0+
0S
00
0-
-+
-S
-0
--

closed

+++S +0 +- S+ SS S0 S- 0+ 0S 00 0- -+ -S -0 --

++
+S
+0
+-
S+
SS
S0
S-

0+
0S
00
0-
-+
-S
-0
--

F= 0.78

0.4

0.2

0.0

0.2

0.4

ρ

0.8

0.6

0.4

0.2

0.0

0.2

0.4

0.6

0.8

ρ

0.3

0.2

0.1

0.0

0.1

0.2

0.3

ρ

Figure 3.9: Experimental density matrices obtained by quantum state tomography from
IBMQ’s device ibmq_lagos for the two schemes and the different boundary conditions.
The labels "+", "0", and "−" correspond to three triplet S = 1 states, and "S" to the singlet
state.
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3.7 Conclusion

We report two different methods to prepare the AKLT state on a digital quantum
computer. The AKLT state describes an interacting antiferromagnetic spin-1 chain, where
each spin is described by two spins of 1/2. Each spin-1/2 forms a singlet with a spin-1/2
from a neighboring spin-1 site, giving a valence-bound structure to the state. Each pair of
spin-1/2’s representing a spin-1 is then symmetrized and projected onto its S = 1 triplet
state. Therefore, to encode a chain of L spin-1, we use 2L qubits, and form singlet states
between neighboring qubits. Our first approach is based on a projective scheme to prepare
the 1D AKLT state. It uses a SWAP operation controlled by an ancilla qubit acting on
each qubit pair, which allows us to project onto the triplet by measuring the ancilla qubit
with a probability of success. The second method we use is based on the MPS form of the
AKLT state, which allows to design a quantum circuit embedding the associated tensors.
We evaluate the average number of projections needed to successfully produce the AKLT
state for both methods, as well as the required quantum resources. While the projective
scheme requires a number of repetitions that scales weakly exponentially with the number
of sites, it requires fewer CNOTs than the MPS scheme, the latest needing a constant
number of repetitions as the system size gets larger. Finally, we test and validate our
method on IBM Quantum’s device ibmq_lagos by performing quantum state tomography
on 2-site AKLT states and show that indeed the projective scheme produces states with
higher overlaps with exact solutions at the cost of more circuit repetitions.

We believe that this work can have potential applications in testing and performing
protocol of measurement-based quantum computation as the AKLT state can be used
as a resource state, as well as the study of quantum spin-1 chains and their topological
properties by quantum computing means. More, as detailed in the Appendix 3.8.2, the
projective scheme can be extended to AKLT states on different lattice topologies. The
methodology presented here can be utilized to create initial states for QPE, VQE, and
QITE studies of spin-1 chains. We also acknowledge similar approaches that appeared
during the conception of this work [126, 127, 128]. Ref. [126] takes inspiration of the
MPS form of the AKLT states to elaborate a measurement-assisted protocol with constant
depth circuits. Ref. [127] proposes similar approaches as our projective and MPS methods,
with extended technical details. Ref. [128] performs an experimental benchmark of the
projective method on a NISQ device.
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3.8 Appendix

3.8.1 Probabilities calculation

3.8.1.1 Projective scheme

In the definition of the AKLT ground state |Ωαβ⟩ given in Eq. 3.5, we note that |Ωαβ⟩
does not have a norm of 1. From Ref. [20], we have that

⟨Ωγδ |Ωαβ⟩ = 3L − 1
2 δαγδβδ + δαδδβγ for L odd, (3.43)

= 3L − 1
2 δαγδβδ + ϵαβϵγδ for L even. (3.44)

Therefore, the norm of |Ωαβ⟩ is given by

⟨Ωαβ |Ωαβ⟩ = 3L − 1
2 + δαβ for L odd, (3.45)

= 3L − 1
2 + 1− δαβ for L even. (3.46)

For a closed chain, we can evaluate the norm of the state from Eq. 3.43 as

⟨Ω |Ω⟩ = 3L − 3 for L odd (3.47)
= 3L + 3 for L even. (3.48)

To evaluate the effective number of projection processes needed to successfully prepare
the AKLT state, we first define the probability pS of successfully projecting each pair of
spin-1/2’s onto their triplet state from a singlet product state as defined in Eq. 3.9. The
overlap between this initial state and the AKLT state is given by the overlap ⟨Ωαβ|Sαβ⟩
(up to normalization) as given by

⟨Ωαβ|Sαβ⟩ = ⟨Ψαβ′
1
|αβ1⟩ϵβ

′
1α′

2ϵβ1α2 × ...× ⟨Ψα′
Lβ|αLβ⟩ϵβ

′
L−1α′

LϵβL−1αL . (3.49)

As ⟨Φα′β′ |αβ⟩ = 1√
2(δαα′δββ′ + δαβ′δα′β) = 1√

2⟨Φα′β′ |Φαβ⟩, we can rewrite Eq. 3.49 as:

⟨Ωαβ|Sαβ⟩ =
( 1√

2

)L
⟨Ωαβ |Ωαβ⟩ . (3.50)
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Using Eqs. 3.45 and 3.50, we obtain the following expression of the probability pS for a
open chain

pS = |⟨Ωαβ|Sαβ⟩|2

|⟨Ωαβ|Ωαβ⟩| × |⟨Sαβ|Sαβ⟩|

=
(1

2
)2L−1

|⟨Ωαβ|Ωαβ⟩|, (3.51)

and for a closed chain we obtain that

pS = |⟨Ω|S⟩|2
|⟨Ω|Ω⟩| × |⟨S|S⟩|

=
(1

2
)2L
|⟨Ω|Ω⟩|. (3.52)

To estimate the effective average number of projection required to producte the AKLT
state, we need to calculate the probability pf of successfully projecting of a spin site
connecting two projected spin-1 chains as defined in Eq. 3.13. We first need to calculate
the norm of the state |ωα⟩ as

⟨ωα|ωα⟩ = ⟨Φαβ′
1
|Φαβ1⟩ϵβ

′
1α′

2ϵβ1α2⟨ΦαLβ′
L
|ΦαLβL

⟩ϵβ
′
L−1α′

LϵβL−1αL ...

× ⟨α′
L+1|αL+1⟩ϵβ

′
Lα′

L+1ϵβLαL+1 . (3.53)

In the same spirit as in [20], this quantity can be calculated in a diagrammatic fashion as
shown in Figure 3.10. We start by drawing the state |ωα⟩ twice. By applying the scalar
product between the two |ωα⟩, i.e. ⟨ωα|ωα⟩, we can connect the two diagrams at each
spin site in two different ways (see Figure 3.10a as ⟨Φγδ|Φαβ⟩ = δγαδδβ + δγβδδα. This will
lead to two kinds of diagrams: diagrams containing a closed loop (see Figure 3.10b) and
a unique diagram without a closed loop (see Figure 3.10c). To create a diagram with m

loops, we need to choose m spin sites where the diagram will be closed, representing
(L

m

)
possibilities. As each loop represents the trace of the δ tensor δα

α = 2, we can calculate
the contribution of all diagrams containing loops as

L∑
m=1

(
L

m

)
2m = (1 + 2)L − 1. (3.54)

As the unique diagram without loop is simply be equal to δαα = 1, we obtain that:

⟨ωα|ωα⟩ = 3L. (3.55)
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Figure 3.10: a) The scalar product at each spin site is as sum of two terms that connects
the two diagrams. b) An example of a diagram with 2 loops which is equal to δαα × 22.
c) The unique diagram without loop which is equal to δαα = 1.

Finally, we consider two projected sub-chain of size LA |ωA
α ⟩ and LB |ωB

α ⟩. The state
|ωA

α ⊗ ωB
α ⟩ represents a chain of size L = LA +LB + 1 with one spin site not symmetrized

yet. Therefore, it is straightforward to see that the overlap with the AKLT state of size
L |Ωαβ⟩ is given by ⟨Ωαβ|ωα ⊗ ωβ⟩ = 1√

2⟨Ωαβ|Ωαβ⟩. Therefore, the probability pf can be
calculated as

pf =
|⟨Ωαβ|ωA

α ⊗ ωB
β ⟩|2

|⟨Ωαβ|Ωαβ⟩| × |⟨ωA
α ⊗ ωB

β |ωA
α ⊗ ωB

β ⟩|

= 1
2

|⟨Ωαβ|Ωαβ⟩|
|⟨ωA

α ⊗ ωB
β |ωA

α ⊗ ωB
β ⟩|

= |⟨Ωαβ|Ωαβ⟩|
2× 3L−1 . (3.56)

For a closed chain, we proceed in a similar fashion and obtain that

⟨ω|ω⟩ = 2× 3L, (3.57)

which allows us to calculate the probability of projecting the two final sites connecting
two sub-chains of size LA and LB to form a closed AKLT chain of length L = LA +LB +2
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as

pf = |⟨Ω|ωA ⊗ ωB⟩|2

|⟨Ω|Ω⟩| × |⟨ωA ⊗ ωB|ωA ⊗ ωB⟩|

= 1
4

|⟨Ω|Ω⟩|
|⟨ωA ⊗ ωB|ωA ⊗ ωB⟩|

= |⟨Ω|Ω⟩|
16× 3L−2 . (3.58)

3.8.1.2 MPS scheme

The probability p of successfully producing the AKLT state from the MPS scheme by
measuring the unique ancilla qubit is equal to the probability of projection of the end site
from a chain of size L with all spin sites projected but the last site on one end. Using Eq.
3.13, we define such state as

|ωαβ⟩ = |ωα ⊗ β⟩ . (3.59)

Using Eqs. 3.55 and 3.59, we can write p as

p = |⟨Ωαβ|ωαβ⟩|2

|⟨Ωαβ|Ωαβ⟩||⟨ωαβ|ωαβ⟩|

= 1
2
|⟨Ωαβ|Ωαβ⟩|
|⟨ωαβ|ωαβ⟩|

= 1
2
|⟨Ωαβ|Ωαβ⟩|

3L−1 . (3.60)

3.8.2 Projection by Quantum Phase Estimation for S spin

Here we give details for the projection scheme in the case of using n qubits to represent
a site with spin S. Let us consider n spin-1/2 or qubits. Each spin-1/2 possesses a spin
vector operator defined a Si = (Sx

i , S
y
i , S

z
i ) = 1

2(Xi, Yi, Zi), where X,Y and Z are the
Pauli matrices. We can then define the total spin operator of the n spin-1/2’s as

S2 =
(

n−1∑
i=0

Si

)2

= 3n
4 I + 1

2
∑
i ̸=j

(XiXj + YiYj + ZiZj). (3.61)

In order to project onto a specific spin subspace of the n qubits, we define the following
unitary U as

U = ei2πS2/γ+ϕc . (3.62)
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The eigenvalues of U are {ei2πS(S+1)/γ+ϕc} for S = 0, 1, ..., n/2 for n ≥ 2 even and
S = n

2 for n ≥ 1 odd. We note φS = S(S + 1)/γ + ϕc. Let us suppose that we want
to project onto the specific subspace with total spin S∗. We want to find γ so that it
is possible to distinguish between the different spin subspaces with a minimal number
t of register qubits in the quantum phase estimation routine. We first define the phase
difference between two spin value S and J as

∆φ(S, J) = |ϕS − ϕJ | − ⌊|ϕS − ϕJ |⌋, (3.63)

where ⌊.⌋ defines the lower integer part.

The phase difference between the eigenphases associated with 2 different values of
total spin needs to be greater than the resolution of the algorithm δ = 1/2t+1:

∆φ(S∗, S) > 1
2t+1 ∀S ̸= S∗. (3.64)

3.8.2.1 3/2 AKLT state

This projective scheme can used to prepare AKLT states on a honeycomb lattice with
spin-3/2’s. Let us consider a spin-3/2 site composed by 3 spin-1/2’s as depicted in 3.11.
The total spin value can be either S(S + 1) = 15/4 or S(S + 1) = 3/4. Similary, we can
define the unitary transformation

U = eiπ(S2−3/4). (3.65)

U possesses then two eigenvalues, −1 if applied onto a S = 3/2 three qubit state or 1 if
S = 1/2. Therefore, by applying U controlled by an ancilla qubit, we can project in a
similar fashion the three qubit onto the S = 3/2 subspace.

Figure 3.11: 3 qubits, forming valence singlet bound with neighbouring qubits, projected
onto the 3/2 spin subspace.
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Figure 3.12: 4 qubits, forming valence singlet bound with neighboring qubits, projected
onto the spin-1 subspace.

3.8.2.2 2D AKLT state

Let us consider the 2D AKLT state on a square lattice where each spin site possesses
4 neighbors and is therefore composed of 4 spin-1/2’s. Similarly, each spin-1/2 is put in a
maximally entangled singlet state with a neighboring spin-1/2 (see Fig. 3.12). We define
the following unitary

U = ei2πS2/3, (3.66)

where S2 is the total spin operator for the 4 spin-1/2 system. For 4 spin-1/2’s, the total
spin can be S = 0, 1 or 2, so that S2 = S(S + 1) = 0, 2 or 6. Therefore, U has two
eigenvalues: ei2π×2/3 and ei2π×0/3 = ei2π×6/3 = 1. Let us decompose into binary fractions
the two different phase associated to the two eigenvalues of U :

• φ0 = φ2 = 0 = 0× 1
2 .

• φ1 = 2
3 = 1× 1

2 + δ, δ = 1
6 .

Let’s suppose that we have |ψ⟩ = c0 |u0⟩+ c1 |u1⟩+ c2 |u2⟩, with |un⟩ = |S = n⟩. After the
QPE process, we obtain the following state:

|Ψ⟩ = |0⟩ ⊗ (c0 |u0⟩+ c2 |u2⟩) (3.67)

+ c1
1
N

N−1∑
k,x=0

ei2π(φ̃1−x)k/Nei2πδk |x⟩ ⊗ |u1⟩ .

with N = 2t = 21 = 2, and φ̃1 being the nearest integer to 2tφ1, ie 2t(φ1 − δ).

Therefore, if one wants to project |Ψ⟩ onto the subspace S = 1 i.e. onto |u1⟩ by
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measuring the register qubit, it will be successfully done with a probability Pr(1) as

Pr(1) = |c1|2
1
N2

∣∣∣1− ei2πδN

1− ei2πδ

∣∣∣2 (3.68)

= |c1|2 ×
3
4 for δ = 1

6 and N = 2t = 2. (3.69)

The corresponding circuit is shown in Fig. 3.13.

11

minimal number t of register qubits in the quantum phase
estimation routine. We first define the phase difference
between two spin value S and J as

∆φ(S, J) = |ϕS − ϕJ | − ⌊|ϕS − ϕJ |⌋, (63)

where ⌊.⌋ defines the lower integer part.
The phase difference between the eigenphases associ-

ated with 2 different values of total spin needs to be
greater than the resolution of the algorithm δ = 1/2t+1:

∆φ(S∗, S) >
1

2t+1
∀S ̸= S∗. (64)

1. 3/2 AKLT state

Let us consider 3/2 spin site composed by 3 spin 1/2’s.
The total spin value can be either S(S + 1) = 15/4 or
S(S + 1) = 3/4. Similary, we can define the unitary
transformation

U = eiπ(S
2−3/4) (65)

. U possesses then two eigenvalues, −1 if applied onto a
S = 3/2 three qubit state or 1 if S = 1/2. Therefore, by
applying U controlled by an ancilla qubit, we can project
in a similar fashion the three qubit onto the S = 3/2
subspace.

FIG. 12. 3 qubits forming valence singlet bound with neigh-
bouring projected onto the 3/2 spin subspace.

2. 2D AKLT state

Let us represent the 2D AKLT state where each spin
site possesses 4 neighbors and are therefore represented
by 4 spin 1/2’s. Similarly, each spin 1/2 are put in a
maximally entangled singlet state with a neighbouring
spin 1/2. We define the following unitary:

U = ei2πS
2/3, (66)

where S2 is the total spin operator for the 4 spin 1/2
system. For 4 spin-1/2, the total spin can be S = 0, 1 or

2, so that S2 = S(S + 1) = 0, 2 or 6. Therefore, U has
two eigenvalues: ei2π×2/3 and ei2π×0/3 = ei2π×6/3 = 1.
Let us decompose into binary fractions the two different
phase associated to the two eigenvalues of U :

FIG. 13. 4 qubits forming valence singlet bound with neigh-
bouring projected onto the spin 1 subspace.

• φ0 = φ2 = 0 = 0× 1
2

• φ1 = 2
3 = 1× 1

2 + δ, δ = 1
6

Let’s suppose that we have |ψ⟩ = c0 |u0⟩+c1 |u1⟩+c2 |u2⟩,
with |un⟩ = |S = n⟩. After the QPE process, we obtain
the following state:

|Ψ⟩ = |0⟩ ⊗ (c0 |u0⟩+ c2 |u2⟩) (67)

+ c1
1

N

N−1∑
k,x=0

ei2π(φ̃1−x)k/Nei2πδk |x⟩ ⊗ |u1⟩

with N = 2t = 21 = 2, and φ̃1 being the nearest interge
to 2tφ1, ie 2t(φ1 − δ).

Therefore, if one wants to project |Ψ⟩ onto the sub-
space S = 1 ie onto |u1⟩ by measuring the register qubit,
it will be successfully done with a probability Pr(1) as

Pr(1) = |c1|2
1

N2

∣∣∣1− ei2πδN

1− ei2πδ

∣∣∣2 (68)

= |c1|2 ×
3

4
for δ =

1

6
and N = 2t = 2. (69)

4

|0⟩ H H

|Ψ⟩ U |u0⟩, |u1⟩ or |u2⟩

FIG. 14. Schematic of circuit with projection

Figure 3.13: Schematic of circuit operating the projection onto one of the spin subspaces.
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4 | Matrix Product States and Noisy
Quantum Computers for Quan-
tum Dynamics

4.1 Introduction

In this chapter, we address another endeavor of quantum many-body physics, namely
the study of the dynamics of interacting spins. Given a quantum system described by an
(time-independent) Hamiltonian H and a state |Ψ⟩, studying the behavior of the system
over time comes down to solving the Schrödinger equation

i
∂

∂t
|Ψ⟩ = H |Ψ⟩ . (4.1)

Given an initial state |Ψ0⟩, the state describing the system at time t is calculated as

|Ψ(t)⟩ = e−iHt |Ψ0⟩ . (4.2)

Assuming that |Ψ0⟩ is easy to prepare on a quantum computer, we can use a quantum
device to implement the unitary transformation e−iHt to perform the simulation in time of
the quantum system of interest. Simulating quantum dynamics is a very natural task for
a quantum computer as performing unitary evolution is at the heart of the quantum com-
puting paradigm, and is believed to be one of the first applications of quantum computers.
Algorithms have been proposed and tested to perform real-time simulation of many-body
systems on a quantum computer [129, 130, 131, 132, 133, 134, 135, 136]. However, current
devices still suffer from significant levels of noise, which strongly limits their capacities.

On the other hand, numerical computational techniques have been increasingly suc-
cessful to study quantum systems. Among them, tensor networks provide an efficient
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way to represent correlated quantum states [23, 25, 24, 26, 28, 29]. In one dimension,
Matrix Product States (MPS) allow us to find ground states of local gapped Hamilto-
nian thanks to the famous density matrix renormalization group (DMRG) [137] algorithm
or to simulate their dynamics with, for instance, the Time Evolution Block Decimation
(TEBD) algorithm [76]. Moreover, tensor network techniques are competitive to simulate
quantum computers in the presence of noise [14, 15, 138, 139]. However, physically rel-
evant problems remain out of reach for state-of-the-art numerical methods, as they fail
to represent highly entangled states. A prototypical example is the dynamics of global
quenched quantum systems, where an initial state is abruptly driven by a Hamiltonian
and is brought far-from-equilibrium. Such systems typically exhibit a ballistic growth of
the entanglement with time [140, 141], implying that tensor network techniques can only
access short-time dynamics.

In this chapter, we utilize the combination of MPS solutions that are tractable on a
classical computer and quantum circuits on noisy quantum devices to study the dynamics
of a paradigmatic spin chain Hamiltonian. After introducing the key concepts of MPS and
their time-evolution in Sec.4.2, we detail the method used to optimize quantum circuits
thanks to MPS in Sec. 4.3. In Sec. 4.4, we investigate the time evolution of a global
quench in the one-dimensional transverse field Ising model where short-time simulations
are performed by MPS techniques, leading to optimized quantum circuits that are ex-
tended for longer time simulations on a noisy quantum computer. To quantify our results,
we use two metrics, the fidelity in Sec. 4.4.1 and the entanglement production in Sec.
4.4.2. In Sec. 4.5, noise mitigation techniques allow us to test our scheme on actual quan-
tum devices from IBM Quantum [6]. Finally, in Sec. 4.6, we extend the QMPS approach
by using tensor networks, namely Matrix Product Operators (MPO), to find more effi-
cient circuits encoding the time-evolution operator, leading to a tensor-network-enhanced
quantum simulation. This work is based on [142].

4.2 Matrix Product States and Time Evolution

4.2.1 Tensor networks, entanglement and rank of quantum states

Tensor networks offer a framework to manipulate high-dimensional data, stored in
multi-dimensional arrays, or tensors, with a pictorial representation. Such data can be
processed and operated on thanks to an efficient representation consisting of a network
of interconnected tensors, each link corresponding to the sum over a common index. Fig.
4.1 shows simple examples of tensor contractions.

In quantum many-body physics, tensor networks allow to efficiently represent classes
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==

Figure 4.1: (a) A vector represented with a one-leg tensor. (b) A matrix represented with
a two-leg tensor. (c) A tensor with four legs. (d) A vector-matrix multiplication. (e) A
vector-matrix-vector multiplication, whose result is a scalar. (f) The one-index contraction
of two rank 3 tensors, resulting in a rank 4 tensor.

= =

Figure 4.2: A N -qubit quantum state |Ψ⟩ can be described by 2N amplitudes {Ψσ}stored
into a vector, represented by a one-legged tensor.

of quantum states, using their entanglement structure, while it should in principle require
exponentially large vectors with respect to system size. Tensor networks have been par-
ticularly fruitful in computational quantum physics. At the forefront of tensor network
algorithms, the density matrix renormalization group (DMRG) [137] algorithm combined
with Matrix Product States (MPS) have been very popular to find efficiently ground states
of interacting systems, performing particularly well for local gapped Hamiltonians where
the short-range correlations are suited to the MPS structure.

At the heart of the power of tensor networks lies the representation of entanglement.
It is precisely because of the difficulty of encoding entanglement that large correlated
many-body systems are untractable. To illustrate this, let us consider N spins, each spin
being described by a local Hilbert space Hloc of dimension d = 2. With this, a general
many-body state |Ψ⟩ living in H = ⊗N

i=1Hloc can be written as:

|Ψ⟩ =
2N∑

σ=1
Ψσ |σ⟩ =

1∑
σ1=0
· · ·

1∑
σN =0

Ψσ1...σN |σ1...σN ⟩ . (4.3)
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Fig. 4.2 shows a naive pictorial tensor representation of a quantum state. However,
quantum states with a small amount of entanglement should not require that many pa-
rameters. An intuitive example is the case of product states. Take an N -qubit generated
only by single-qubit rotations. The resulting states can be written as a tensor product of
single-qubit states as

|ψ⟩ = ⊗N
i=1 |ψi⟩ , with |ψi⟩ = αi |0⟩+ βi |1⟩ . (4.4)

Although this product state lives in a 2N -dimensional Hilbert space, only a set of 2N
amplitudes {αi, βi} is necessary to fully describe the state, as the system described by |ψ⟩
is effectively N individual qubit systems rather than one many-body system.

To quantify how "many-body" or how entangled is a state, the entanglement or Von
Neumann entropy SvN is a key metric. To calculate SvN, we need to consider a bipartition
of the state of the Hilbert space as H = HA ⊗ HB, where HA (HB) denotes the Hilbert
space of the subsystem A (B). The subsystem A (B) contains NA (NB) spins. We can
then rewrite |Ψ⟩ as a superposition of tensor product states from HA and HB:

|Ψ⟩ =
2min(NA,NB)∑

k=1
λk

∣∣∣ΨA
k

〉 ∣∣∣ΨB
k

〉
, (4.5)

where |ΨA(B)
k ⟩ ∈ HA(B). The form of |Ψ⟩ is called a Schmidt decomposition, and can be

numerically obtained thanks to a Singular Value Decomposition (SVD) of the state/vector
|Ψ⟩. A SVD decomposition of a matrix M of dimension m × n consists in decomposing
M as M = UΣV †, where U is a m× r matrix (with r = min(m,n)), Σ is a r× r diagonal
matrix, and V † a r × n matrix. U and V obey the following orthogonality properties:
U †U = V †V = 1. The link between Schmidt decomposition and SVD is central in
any tensor network algorithms, both conceptually and numerically. Fig. 4.3 shows a
tensor network representation of the Schmidt decomposition. In this form in Eq. 4.5, it
becomes possible to quantify the amount of entanglement betwen the subsystem A and B
by defining SvN as

SvN = −TrB[ρBlog2(ρB)] (4.6)
= −TrA[ρAlog2(ρA)], (4.7)

where ρL are the reduced density matrices defined as ρA(B) = TrB(A)(ρ). Using the
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=

Figure 4.3: The schematic represention of a Schmidt decomposition of a state |Ψ⟩ be-
tween two subsystems A and B.

Schmidt decomposition of |Ψ⟩ as in Eq. 4.5, we directly obtain SvN as

SvN = −
2min(NA,NB)∑

k=1
λ2

klog2λ
2
k. (4.8)

We can identify two limit cases: when λ1 = 1 and λk>1 = 0, |Ψ⟩ is a product state between
A and B, and the two subsystems are disjoint and not entangled. As a consequence, SvN =
0. On the other hand, if all the Schmidt values are equal, i.e. ∀k, λk = 1/

√
2min(NA,NB)

(as ⟨Ψ|Ψ⟩ = ∑2min(NA,NB)
k=1 λ2

k = 1), |Ψ⟩ is maximally entangled, SvN reaches its maximum
value min(NA, NB). In this case, we need an exponential number of parameters {λk} to
describe |Ψ⟩.

In an intermediate case, only a fraction of the Schmidt values are non-zero. The
number of non-zero Schmidt values is called the Schmidt rank, and, along with the entan-
glement entropy, reflects the degree of complexity of the state. With Eq. 4.5, we see that
we can use a tensor network to represent a many-body state with a number of parameters
that less than 2N , as depicted in Fig. 4.3. These considerations are key to understand
why tensor networks provide a resource-efficient approach to study quantum many-body
problems.

4.2.2 The Matrix Product State ansatz

In this work, we employ numerical simulations based on MPS, which are a class of
one-dimensional many-body quantum states that allow an efficient representation of en-
tanglement. MPS are motivated by the concepts of Schmidt decomposition and entangle-
ment as introduced in Sec. 4.2.1. We find the structure of MPS by extending the Schmidt
decomposition between two subsystems. From a state |Ψ⟩, we can perform a Schmidt
decomposition between every qubit and the rest of the system, as pictured in Fig. 4.4.
We then have a description of the tensor Ψσ1...σN as a one-dimensional network of local
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tensors, describing the states of individual qubits, that form bonds between neighboring
sites. This is from this structure that MPSs are defined.

To be more specific, we define the MPSs as the class of states where the amplitudes are
obtained by contracting matrices {Γ[n]σn} together with Schmidt values {λ[n]} as depicted
in Fig. 4.5a, such that

|ΨMPS⟩ =
∑
{σn}

∑
{αn}

Γ[1]σ1
α1 λ[1]

α1Γ[2]σ2
α1α2λ

[2]
α2 ...Γ

[N ]σN
αN

|σ1σ2...σN ⟩ , (4.9)

where Γ[n]σn for 2 ≤ n ≤ N − 1 are complex matrices of dimension χn−1 × χn, where
χn is called the bond dimension between spin sites n and n + 1. At the boundaries, the
tensors Γ[1]σ1 and Γ[N ]σN are vectors of dimension χ1 and χN−1. The bond dimension of
a MPS dictates the storage cost of the state, scaling as O(Nχ2), and is a key element
to understand how entangled the MPS can be. Indeed, we calculate the entanglement
entropy at the bond between sites (n, n+1) as SvN = −∑χn

k=1(λ[n]
k )2 log2(λ[n]

k )2. Therefore
the maximal amount of entanglement entropy between the subsystems on the right and
left of the bond is equal to log2 χn. This highlights that the amount of entanglement in a
MPS is directly related to the dimensions of its tensors and therefore to its storage cost.
By increasing the bond dimension of a MPS, as sketched in 4.5b, we can span a larger
part of the many-body Hilbert space, which makes the MPS more expressive.

4.2.3 Contraction, expectation value and canonical forms

We have seen that MPSs allow us to encode many-body quantum states at a controlled
cost. In order to perform computations such as calculating overlaps between MPSs or
expectation values, we can take advantage of the MPS structure to contract efficiently

Figure 4.4: A general state can be turned into a MPS thanks to a series of SVD at each
bond.
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Figure 4.5: (a) The schematic of the MPS structure, based on Schmidt decomposition’s
principle. (b) A MPS is built from local tensors. A key parameter is the bond dimension
χ that corresponds to dimension of the indices forming the bonds between local tensors.
By increasing χ, the MPS can span a larger part of the many-body Hilbert space and
therefore is more expressive.

the indices. Indeed, a crucial point in tensor network calculations is finding efficient
contraction schemes, as the order of index contraction can have a drastic impact on the
tractability of a computation. Figs 4.6a&b shows an example where the same computation
is performed at two different costs depending on the chosen contraction scheme. Fig. 4.6c
highlights this with the example of calculating the overlap between two MPSs |Ψ1⟩ and
|Ψ2⟩ of bond dimension χ and local state dimension d, with N sites. This computation
involves contracting N indices of dimension d and 2(N − 1) indices of dimension χ. A
brute force contraction leads to a cost O((dχ2)N ), which scales exponentially with the
system size. However, it is possible to make this computation tractable by "zipping" two
MPSs from one end to the other, site by site. At each step, the contraction from one
site to the next comes at a cost of O(dχ3), leading to an overall cost scaling O(Ndχ3),
making the computation tractable. Similarly, one can compute the expectation value of
an observable by inserting the tensor representation of the observable between the tensor
network representing ⟨Ψ| and |Ψ⟩ and use the same contraction strategy. Fig. 4.6d shows
an example of such computation with a one-qubit observable.

Further optimization can be achieved by taking advantage that the tensors composing
a MPS are defined up to a choice of gauge. Indeed, as shown in Fig. 4.6e1., two neighboring
tensors can be redefined by inserting a matrix X and its inverse X−1 at the bond. This
degree of freedom allows one to choose tensors with isometries conditions. In particular,
we can set the following properties for the tensors composing the MPS:
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*
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Figure 4.6: (a) The contraction of three tensors where each index has a dimension D. By
contracting the blue and orange tensors first, as depicted with the dashed box, the overall
cost is O(D5). (b) By contraction the green and blue tensors first, the same compution is
now made at a cost O(D4).

1. A tensor Aσ
ij is said to be in a left-canonical form if ∑i,σ A

σ∗
ij A

σ
ij′ = δjj′ .

2. A tensor Bσ
ij is said to be in a right-canonical form if ∑j,σ B

σ∗
ij B

σ
i′j = δii′ .

Such properties can be obtained thanks to the properties of the SVD decomposition.
Indeed, performing an SVD decomposition on two neighboring tensors (i, i+ 1) leaves the
tensor at site i in a left-canonical form, while the tensor at site i+ 1 is in a right-canonical
form. For example, performing SVDs from left to right along the whole MPS puts the
state in a left-canonical form. Having such properties is particularly advantageous when
evaluating an observable. Indeed, taking the example of Fig. 4.6d where we evaluate a
one-qubit observable at site i, putting the tensors left/right to i in a left/right-canonical
form allows to simplify the contraction by simply using identities on the left and right of
site i.

4.2.4 Time evolution with MPS

In this chapter, we aim at benchmarking the capabilities of quantum computers com-
pared to standard MPS techniques for time evolution [27]. Here we make a brief introduc-
tion to time-dependent simulations with MPS. Let us consider a one-dimensional system
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formed by L spin-1/2’s, put into an initial state |Ψ0⟩ that is suddenly driven under a
Hamiltonian H at t > 0. The time-evolved state reads as

|Ψ(t)⟩ = e−iHt |Ψ0⟩ . (4.10)

To simulate time evolution with MPS, we use the so-called TEBD algorithm or
Trotter-Suzuki decomposition method [76]. For simplicity, we consider an Hamiltonian
H = ∑L−1

i=1 hi,i+1 as a sum of local Hamiltonians. In general, e−iHt can be represented by
a (untractable) unitary matrix of exponentially large with respect to system size. There-
fore, we approximate the time propagator U(t) = e−iHt by performing time steps of
duration dt thanks to the standard first-order Trotter-Suzuki’s formula as

U(t) ≃
t/dt∏
n=1

U1(dt) =
t/dt∏
n=1

∏
i even

e−ihi,i+1dt
∏

j odd
e−ihj,j+1dt. (4.11)

Figure 4.7: A quantum circuit representation of the TEBD algorithm. Starting from
an initial product state |Ψ0⟩, represented with the green local tensors, the time-evolution
operator is approximated by a 1st-order Trotter operator U1. We successively apply quan-
tum gates (the yellow four-legged tensors) on pairs of neighboring sites.

The error coming from approximating e−iHt with the first-order Trotter-Suzuki from
Eq. 4.11 scales as O(tdt). As shown in Fig. 4.7, the simulation consists of applying a
quantum circuit to the MPS. At each time step, we apply local unitary transformations
e−ihi,i+1dt between two neighboring sites, which leads to an update of the corresponding
tensors. The difficulty for MPS techniques to simulate quantum dynamics (or quantum
circuits) arises from the resulting growth of the bond dimension as we will explain now.
As shown in Fig.4.8a, the procedure goes as:
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≃==

Figure 4.8: (a) Procedure to apply a local 2-qubit gate to a MPS. The contraction
between the two tensors of adjacent sites with the gate is followed by a SVD. This leads in
general to an increase of the bond dimension. (b) By looking at the new singular values,
we can choose to truncate the MPS by only taking the χ-highest singular values or superior
to a threshold ϵc.

1. We first contract the local tensors at site i and i+ 1:

Θσiσi+1
αi−1αi+1 =

∑
αi

Γ[i]σi
αi−1αi

λ[i]
αi

Γ[i+1]σi+1
αiαi+1 . (4.12)

2. We apply the local unitary u:

Θ̃σiσi+1
αi−1αi+1

∑
si,si+1

Θsisi+1
αi−1αi+1u

σiσi+1
sisi+1 . (4.13)

3. To retrieve the MPS structure, we need to split Θ̃. To do so, we perform a SVD of
the tensor: we put together the indices (σi, αi−1) and (σi+1, αi+1) to form a matrix
of size 2χi−1 × 2χi+1. Then, the SVD allow us to rewrite Θ as Θ = XSY †, where
X†X = Y †Y = 1 and S is a diagonal matrix containing the singular values of Θ.
We can identify now

Γ[i] ← X, λ[i] ← S and Γ[i+1] ← Y †. (4.14)

4. However, we see now that applying a two-qubit gate has increased the bond dimen-
sion χi ← χ′

i = 2 min(χi−1, χi+1). This implies a exponential growth of the bond
dimension with the simulation time, or equivalently, the circuit depth. A key step
is to take advantage of the SVD used in step 3. As shown with Fig. 4.8b, we can
decide to only keep the χ largest singular values and/or the singular values that are
higher than a threshold ϵc, and keep the corresponding columns/rows of Γ[i]/Γ[i+1].
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To maintain the normalization of the state, we renormalize the singular values as:

λ
[i]
k ←

λ
[i]
k√∑χ′

i
k=1 λ

[i]2
k

. (4.15)

The fidelity Ftrunc of the truncated state can be evaluated as

Ftrunc =
∑χ

k=1 λ
[i]2
k∑χ′

i
k=1 λ

[i]2
k

. (4.16)

From this procedure, we understand that performing time evolution with MPSs can
drastically increase their bond dimensions as the states will get more entangled. Bounding
the bond dimension to a maximal value χ requires the truncation of the state, resulting
in an approximate solution. By doing so, we keep control on the cost of the algorithm but
we also limit the entanglement entropy carried by the MPS, and therefore its ability to
efficiently simulate the dynamics of a quantum system.

4.2.5 Out-of-equilibrium dynamics: a challenge for MPS and Quantum
Computers

We have seen that performing time evolution can be a challenge for MPSs, as the set
maximum bond dimension limits the capacity to encode entangled states. A paradigmatic
example where MPSs fail is the case of out-of-equilibrium dynamics, typically observed
after a quantum quench. The quantum quench corresponds to a situation where a quantum
system is prepared in an initial state |Ψ0⟩, that is the ground state of the Hamiltonian H0

describing the system. However, At t = 0, the system’s Hamiltonian is brutally changed
to H ̸= H0. At this moment, the system described by |Ψ0⟩ is no longer at equilibrium
and contains excited states of H. The dynamics of the system can be described with the
propagation of excitations that spread into the system and create entanglement between
two subparts of the system. As a result, the entanglement entropy grows ballistically with
time [140, 141]. Fig. 4.9 summarizes the principle of quantum quenches.

The linear increase of the entanglement entropy is the reason for the intractability of
such simulations. Indeed, the maximum entanglement entropy SvN of a MPS with bond
dimension χ is log2 χ, or equivalently, to represent a state whose entanglement entropy is
SvN, we need to use an MPS with a minimal bond dimension 2SvN . If we have SvN(t) ≃ γt,
we conclude that the required bond dimension scales exponentially with the simulation
time, limiting MPS techniques to short-time dynamics only.

To illustrate this, we consider here the paradigmatic one-dimensional spin-1/2 Ising
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0

Figure 4.9: (a) A system described by the Hamiltonian H is described by its ground
state |Ψ0⟩. At t0 = 0, the Hamiltonian of the system is suddenly changed to H. The
system is then described by |Ψ(t)⟩ = eiHt |Ψ0⟩. (b) As |Ψ0⟩ is not the ground state of
H, the system is put out-of-equilibrium with excitations spreading through the system as
quasiparticles, creating entanglement between distant regions A and B of the system.

model with a transverse field. The corresponding Hamiltonian is defined as

H = −J
L−1∑
i=1

XiXi+1 − h
L∑

i=1
Zi, (4.17)

where L is the number of spin sites on the chain, J is the interaction strength between
neighboring spins and h is the transverse field value. The spin operators Xi and Zi are

equals to
(

0 1
1 0

)
and

(
1 0
0 −1

)
respectively.

hi,i+1 = −JXiXi+1 −
h

2 (Zi + Zi+1) ∀i ∈ [2, L− 2], (4.18)

h1,2 = −JX1X2 − h(Z1 + 1
2Z2), (4.19)

hL−1,L = −JXL−1XL − h(1
2ZL−1 + ZL). (4.20)

(4.21)

The initial state is chosen to be a Néel state defined as |↑↓↑↓ ...⟩. Fig. 4.10 shows the
entanglement entropy at the middle of the chain SL/2

vN as a function of time for MPS with
different bond dimensions for the critical point J/h = 1. This model and parameter choice
will be kept throughout the rest of this work. We observe that for a given bond dimension,
the resulting entanglement entropy saturates at log2 χ, showing that the simulation is only
an approximation beyond the corresponding simulation time. Increasing the maximum
bond dimension allows us to push this barrier for longer simulation times.
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Figure 4.10: The von Neumann entropy SvN as a function of time from MPS states
with different bond dimensions χ for L = 10 spin sites under a global quench. SvN grows
ballistically with time and saturates at log2 χ. For 10 sites, the MPS of bond dimension
25 is not truncated and therefore is exact.

Out-of-equilibrium dynamics constitute a good benchmark problem for quantum com-
puters with a condensed matter perspective. On the one hand, state-of-the-art tensor net-
work techniques are fundamentally limited by their capacity to represent entanglement.
On the other hand, quantum computers hold the promise to circumvent this problem by
directly manipulating entangled qubit states, but noise occurring in current quantum de-
vices also strongly limits their performances. Being able to simulate quantum dynamics
with quantum computers beyond simulation times out-of-reach of classical methods is an
interesting and relevant challenge. In the next sections, we explain that we can benefit
from using MPSs in their tractable regime to enhance quantum simulations.

4.3 Optimizing Quantum Circuits with Matrix Product States

In Section 4.2, we detailed the MPS formalism, and how it can be used to simulate
the dynamics of quantum systems, but most importantly its bottleneck, lying in their
ability to represent states with a high degree of entanglement. On the other hand, quan-
tum computers do not suffer from this in principle as they naturally use entanglement but
are limited by noise. Representing MPSs with efficient quantum circuits is an appealing
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challenge as it offers a promising pathway to extend classical methods beyond their limi-
tations, such as performing time evolution as investigated here, while optimizing the use
of quantum resources.

The preparation of MPS states with qubits was first presented in [143]. Later, tech-
niques were developed to generate quantum circuits approximating a given MPS [144,
145, 146], or alternatively optimize quantum circuits using a MPS representation [147].
Among potential applications, it has been proposed to initialize parametrized quantum
circuits with classically optimized tensor network states [148, 149, 150]. Tensor networks
have also inspired classes of variational quantum circuits [151, 152, 153, 154, 136, 155] and
have been experimentally realized on quantum devices [156, 157, 158, 159]. Embedding
tensor networks into quantum algorithms has also been explored in the context of DMFT
calculations [160].

In this section, we use the algorithm defined in [147]. The goal here is to classically
optimize a quantum circuit |ΨQC⟩ with a MPS so that |ΨQC⟩ approximate the time-evolved
state |Ψ(t)⟩ = e−iHt |Ψ0⟩. The depth of the quantum circuit is chosen accordingly with
the maximum bond dimension so that the MPS can represent exactly the resulting state.
To represent the time-evolved states as quantum circuits, we use a circuit ansatz defined
as:

|ΨQC(t)⟩ =
∏
k

Uk(t) |Ψ0⟩ , (4.22)

where Uk(t) are unitary gates that compose the circuit acting on the initial state |Ψ0⟩. To
approximate the state at time t + dt, we first evolve |ΨQC(t)⟩ by applying the (trotter-
ized) time-evolution operator U(dt) ≃ e−iHdt (see Eq. 4.11). To obtain |ΨQC(t+ dt)⟩ =∏

k Uk(t+dt) |Ψ0⟩, we classically optimize the unitaries Uk(t+dt) to maximize the overlap
with U(dt) |ΨQC(t)⟩. To do so, we iteratively optimize each unitary Uk to maximize the
overlap Fk between the target state |Φ⟩ and |Ψ⟩ = ∏

k Uk |Ψ0⟩ as

Fk = ⟨Φ|(
∏
i>k

Ui)Uk

∏
j<k

Uj |Ψ0⟩ (4.23)

= ⟨Φk+1|Uk |Ψk−1⟩ (4.24)
= Tr(EkUk), (4.25)

where the environment tensor Ek is defined as

Ek = Trk(|Ψk−1⟩ ⟨Φk+1|). (4.26)

Here Trk(.) operates the trace over all qubits but the qubits acted on by the unitary Uk.
Graphically, Ek is calculated by contracting all qubit indices except the ones involved in
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Figure 4.11: (a) A state prepared by a short-depth circuit can be efficiently represented
by a MPS. More specifically, in the case of the sequential circuit with NL layers, a MPS of
bond dimension 2NL describes exactly the resulting state. (b) To perform time-evolution
with MPSs while keeping a quantum circuit representation, we optimize the gate to max-
imize the overlap between |ΨQC(t+ dt)⟩ and U(dt) |ΨQC(t)⟩. (c) In the optimization
process, we obtain the environment tensor Ek by contracting the desired MPS and the
QMPS to optimize having removed the gate Uk. (d) The unitary Uk is updated from the
SVD of Ek.

the unitary operation Uk. By forming a SVD of Ek, we rewrite Ek as

Ek = XkSkY
†

k . (4.27)

From Eq. 4.27 he unitary Uk is then updated according to [161] by

Uk ← YkX
†
k. (4.28)

This optimization step is performed for each unitary Uk consecutively. The procedure
is sketched in Fig. 4.11. The whole process is repeated until either a convergence criterion
is reached or a maximum number of sweeps is reached. Here the convergence is reached
when performing a sweep does not improve the fidelity up to a specific threshold.

The resulting circuits will be mentioned as Quantum Matrix Product States (QMPS)
throughout this manuscript. In Fig. 4.12, we show the performance obtained from the
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Figure 4.12: The infidelity per site (a) and the entanglement entropy (b) as a function
of time for classically optimized quantum circuits of different number of layers NL and for
MPS for corresponding bond dimension χ = 2NL .
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Figure 4.13: Infidelity per site versus time for the classically optimized quantum circuits
for L = 8, 10, 12, 14 and 16, optimized with dt = 0.1.

optimized QMPS |ΨQC(t)⟩. We use the same ansatz |ΨQC(t)⟩ used in [147], which consists
of staircase layers of two-qubit gates. We take exact time-evolved MPSs with a time
step δt = 0.01 (in 1/J units, as it will be implicitly assumed throughout the rest of the
chapter) as a reference solution |Ψref(t)⟩. In Fig. 4.12a, we evaluate the quality of the
QMPS states of different layers with the infidelity per site calculated as 1− F 1/L, where
F = |⟨Ψref(t)|ΨQC(t)⟩|2. As a QMPS of depth NL can be represented by a MPS of bond
dimension χ = 2NL , we also compare QMPS with MPS solutions of corresponding χ.
We observe that while MPS solutions are quasi-exact in short-time regimes, QMPS have
slightly larger infidelities. This can be attributed to the optimization hyperparameters
(number of sweeps and convergence threshold, here set to 2000 and 10−10), the cumulated
error at each time step as well as the choice of the ansatz. However, the fidelities remain
satisfyingly high. With Fig. 4.12b, we observe the same behavior as in Fig 4.10 in terms
of entanglement entropy. Most importantly, both techniques fail at the same simulation
time, when the entanglement entropy reaches its maximum with respect to NL and χ.
In this example, QMPS states demonstrate similar strengths (and weaknesses) to MPSs
while being implementable on a quantum computer.
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With Fig. 4.13, we also address the performances of this method for different numbers
of layers and different system sizes. We observe that the infidelity per site 1 − F 1/L is
a relevant metric to consider here as it exhibits a behavior independent of the system
size. This can be explained as the errors with MPSs come from the truncation of the
bond dimension when applying local two-qubit gates. As this operation is local (acting on
only two qubits at the time), we can expect the truncation error to be independent of the
system size. When the system gets larger, the error per gate remains similar, but more
gates are applied (each time step requiring O(L) gates). The global error is approximated
by the product of two-qubit gate truncation errors, leading to the observed behavior.

4.4 Combining MPS and Quantum Computers: Noisy Sim-
ulations

In Section 4.3, we displayed the capacity of QMPS to efficiently represent tensor net-
work states as quantum circuits. This opens the possibility to extend classical simulations
toward regimes where high levels of entanglement are required. By implementing QMPSs
on quantum computers, it becomes possible to manipulate these states and generate more
entanglement. With the example of quantum dynamics, this offers the possibility to carry
a simulation further in time by breaking the classical entanglement barrier. In this Section,
we attempt to combine time-evolved MPS brought to their entanglement saturation time
and quantum computers. We use the best of worlds: the short-time dynamics is efficiently
performed by tensor network techniques while running Trotter circuits on a noisy quantum
device would be ineffective. Instead, we use optimized short-depth quantum circuits to
encode the classical solutions and only perform Trotter steps to reach longer simulation
time thanks to the quantum computer. This hybrid classical-quantum procedure is sum-
marized in Fig. 4.14. Our analysis covers the fidelity in Sec. 4.4.1 as well as the amount
of entanglement carried by the noisy states in Sec. 4.4.2.

To model noisy quantum computers, we perform exact density matrix calculations
including a depolarizing channel. After each two-qubit gate, the density matrix undergoes
the following transformation:

ρ→ (1− ϵ)ρ+ ϵ

15
∑

K∈K
KkρK

†
k, (4.29)

where K = {I,X, Y, Z}⊗2\{I ⊗ I} and ϵ is the error rate. This transformation models
the gate errors with an incoherent stochastic noise. Although it does not capture all noise
phenomena happening in a real quantum device, it describes one of the most prominent
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error sources of NISQ devices. Moreover, coherent noise can be converted into depolar-
izing noise with techniques like randomized compiling [162]. Therefore simulating noisy
quantum computers under such a model gives interesting and physically relevant insights
into their performances.

4.4.1 Fidelity

To evaluate the quality of the states |Ψ(t)⟩ or ρ(t) obtained from the MPS techniques
and noisy quantum computers, we calculate their overlap with a reference solution |Ψref(t)⟩.
As in Sec. 4.3, we choose this reference solution to be an exact solution time-evolved
with a time step dt = 0.01. For a noisy state ρ(t), the fidelity is calculated as F =
⟨Ψref(t)|ρ(t)|Ψref(t)⟩.

We perform noisy simulations of the quantum circuits for Trotterized time evolution
with and without QMPS and compare their fidelities. As density matrix calculations are
computationally more costly than state vectors or MPS simulations, we focus on L = 10
spins with a QMPS of depth NL = 3 (and a MPS of bond dimension χ = 23 accordingly).
However, in order to compare systems of different sizes, we again use the infidelity per site
defined as 1 − F 1/L. Fig. 4.15a shows the infidelity per site as a function of time with a
two-qubit error rate equal to 10−2, 10−3 and 10−4 and a time step dt set to 0.01.

First, we observe that a MPS provides much better results for short-time dynamics.
Second, using a QMPS as a starting point leads to better fidelities compared to pure
Trotter quantum circuits, especially for short-time simulation. This is naturally expected
as they use limited quantum resources while capturing efficiently the time evolution in this
regime. Therefore, the main advantage of QMPS with noisy quantum computers exists
for a longer simulation time.

It is worth pointing out that in those results, the time step dt has been set to 0.01,
which leads to large circuit depth but reduces significantly the Trotter errors. In Fig.
4.15b, the Trotter steps are performed on the noisy quantum computer with a time step
dt = 0.1. It shows that for realistic noise levels between 10−2 and 10−3, the main source of
error remains the noise while infidelities for smaller error rates are bounded by the Trotter
errors.

Under a depolarizing noise, the fidelity of a noisy state can be well approximated
by (1 − ϵ)L×D with L the system size and D the depth of the circuit. Consequently, the
fidelity of the Trotterized states is estimated as

FTrot. ∼ (1− ϵ)Lt/dt, (4.30)
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2

→

Figure 4.14: (a) Classical MPS of dimension χ can only access short-time dynamics.
The maximum simulated time tMPS

max is defined as the time when MPS’s entanglement
entropy reaches log2 χ. (b) The quantum circuit corresponds to the TEBD algorithm.
The time-evolved state at time t ≤ tMPS

max can be classically represented by a MPS and can
be efficiently represented by a circuit (c) of depth NL. In the case of sequential circuits as
displayed here, the depth NL ∼ log2 χ. The time evolution can be carried further on the
quantum computer.
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while for the QMPS it can be written as (1− ϵ)LNL × fQMPS, where fQMPS is the fidelity
of the classically optimized QMPS. For t ≲ tMPS

max , as shown in Fig. 4.12a, fQMPS can be
crudely taken as fQMPS ∼ 1. Therefore, we can approximate the fidelity of the extended
QMPS by

FQMPS + Trot. ∼ (1− ϵ)L(NL+(t−tMPS
max )/dt). (4.31)

Fig. 4.16 shows diagrams of the advantage of noisy Trotter evolution with and without
QMPS over MPS solutions with different maximum bond dimensions with respect to the
simulation time and the noise level. It leads to the two following conclusions: First, for
simulation time longer than tMPS

max , a noisy time evolution can have a larger fidelity only if
the noise level is sufficiently low. With the example of L = 10 spin sites and dt = 0.01,
the error rate ϵ needs to be lower than 10−3 to reach an advantage. Second, using a
QMPS as a starting point makes it possible to beat the MPS with a larger error rate
than a simple Trotterized quantum circuit and therefore bridge between the classical and
quantum advantage domains.

We emphasize again that the noise map used here only takes into account gate errors.
Despite being predominant in current devices, it does not capture all the relevant sources
of error. For example, phase and amplitude damping or cross-talk noise also are relevant
noises occurring in quantum devices and play a major role in their performances. Reducing
the circuit depth becomes even more crucial, and therefore using classical knowledge in
the form of QMPS provides a way to better use limited quantum resources.

4.4.2 Entanglement Entropy

The key bottleneck of tensor network techniques lies in their limited capacity to encode
entanglement, while quantum computers naturally use entanglement. However, the noise
inherent to quantum devices prevents them from running deep quantum circuits, and
therefore they are also limited in terms of entanglement production. After having looked
at the fidelity, we propose here to consider the entanglement as a performance metric
to compare MPS solutions with noisy quantum circuits. The depolarizing noise model
used here captures the effect of noise on entanglement production. Indeed, it can be
understood as a process of non-destructive local measurements, where the density gets
mixed with states with a lower entanglement level. Therefore, after applying a two-qubit
gate, there exists a competition between the entanglement generated by the gate and
the noise occurring that reduces the quantum correlations. To quantify the growth of
quantum correlations in a noisy circuit, we use the operator entanglement entropy of
the density matrix which was introduced in [138, 139], in the context of the simulation
of noisy circuits with MPS techniques. In the case of density matrix calculations, the
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Figure 4.15: The infidelity per site as a function time for different noise level in the
case of L = 10 and an optimized circuit of depth NL = 3. The time step δt used for the
MPS time evolution was set to 0.01. The dashed lines correspond to noisy Trotter circuits
with a time step (a) dt = 0.01 and (b) dt = 0.1 , while continuous lines represent the
noisy QMPS circuits with a time step δt = 0.01. The cross points show the infidelity of
QMPS evolved under Trotter circuits with a time step dt on a noisy device. The dotted
line corresponds the infidelity of the MPS with bond dimension χ = 2NL .

operator entanglement entropy Sop can be obtained thanks to a Schmidt decomposition
of the density matrix ρ for a cut between subsystems A and B:

ρ =
2L∑

α=1
λαρ

A
α ⊗ ρB

α , (4.32)

where ρA
α and ρB

α are reduced density matrices for the two subsystems of pure states,
and {λα} are the Schmidt values. Here λα corresponds to the classical probability of
finding the state in ρA

α ⊗ ρB
α in the mixed state ρ. From this decomposition, the operator

entanglement entropy is defined as

Sop = −
∑

α

λ2
α∑

β λ
2
β

log2

(
λ2

α∑
β λ

2
β

)
. (4.33)

As detailed in [138], it is important to note that although Sop does not distinguish between
quantum and classical correlations, it vanishes for the maximally mixed state ρ = 1/2L

that is typically obtained in the deep circuit limit under a depolarizing noise. Moreover,
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Figure 4.16: For different bond dimensions, an estimation of the diagram of practical
advantage over the MPS in terms of fidelity as a function of time and noise level of the
two-qubit gates with L = 18 spin sites. The domains are defined as follows: dark green:
no advantage over the MPS, green: advantage with the combinaison of the QMPS and
Trotter evolution on the noisy quantum device, and light green: advantage with the Trotter
evolution on the quantum computer with or without the QMPS. The fidelities for the noisy
states are estimated with Eqs. 4.30 and 4.31.
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the von Neumann entropy is related to the entanglement entropy operator (for pure states
only) as, Sop = 2SvN, which allows for a comparison with noiseless simulations.

Fig. 4.17 displays this competition between the entanglement growth and noise.
The operator entanglement entropy increases as we perform more Trotter steps until a
maximum simulation time (or equivalently a maximum circuit depth) where a maximum
is reached, before decreasing to zero. To beat classical MPS solutions and reach a practical
quantum advantage, it seems necessary to find the best use of quantum resources. As
the limited amount of entanglement is the bottleneck of MPS techniques, we propose a
protocol based on the production of entanglement to finetune the time step dt. We first
model the density matrix of the noisy state ρ as a mixture of the pure state density matrix
ρ0 = |Ψ⟩⟨Ψ| and a maximally mixed state 1/2L as

ρ = αρ0 + (1− α) 12L
, α ∈ [0, 1]. (4.34)

From this ansatz, Ref. [139] showed that, in the limit of 1/2L ≫ 1, Sop can be approxi-
mated

Sop(ρ) ≃ Sop(ρ0)
1 + 1

2Lα2
(4.35)

= 2SvN(|Ψ⟩)
1 + 1

2Lα2
. (4.36)

We choose the coefficient α = (1− ϵ)(L×D) ≃ e−ϵDL where D is the circuit depth. In
the context of the study of global quenched quantum systems, the entanglement entropy
grows linearly with time such that SvN(|Ψ(t)⟩) = γt. Plugging this along with D = t/dt

into Eq. 4.35, we obtain that

Sop(t) ≃ 2γt
1 + e

t−t∗
w

, (4.37)

with t∗ = ln 2dt
2ϵ and w = dt

2ϵL . Therefore, the maximum simulation time tmax is defined
as the time where Sop reaches its maximum before decreasing to zero. By inspecting Eq.
4.37, the operator entanglement entropy results from the product of the noiseless operator
entanglement entropy and a step function, transitioning from one to zero at a specific time
point t = t∗, with a characteristic width w. Thus, tmax is approximated by

tmax ≡ t∗ − w (4.38)

= dt

2ϵ(ln 2− 1
L

) −→
L→+∞

ln 2dt
2ϵ . (4.39)
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Is it important to notice that tmax becomes independent of system size for large L, which
makes the following conclusions valid for larger system sizes than the one simulated here.
In the regime of small dts where the entanglement per Trotter step remains γdt, one can
use Eq. 4.38 to estimate the best time step dt to reach a simulation time equal to tmax.
Despite being introduced in [139] for time-evolution under random unitaries, this model
provides a good estimate of tmax in the case of Hamiltonian digital simulation as shown
with Fig. 4.18.

However, this can be adapted when Trotter steps are applied to a QMPS initial state.
For t = tMPS

max reached by a circuit of depth NL, the operator entanglement entropy with
noise can be estimated as:

Sop(tMPS
max ) ≃ 2γtMPS

max

1 + e2ϵNLL

2L

. (4.40)

In practice, ϵNL ≪ 1, and thus Sop(tMPS
max ) ≃ 2γtMPS

max . Equivalently, this assumes that the
noise level is sufficiently low so that the QMPS can be implemented without entanglement
loss. Therefore we can simply modify the estimation by taking

Sop(t) ≃ 2γ(t+ tMPS
max )

1 + e
t−t∗

w

. (4.41)

The optimal time step dtopt to reach the peak of entanglement at the desired time simu-
lation tsim as

dtopt = 2ϵ
ln 2(tsim − tMPS

max ). (4.42)

Eq. 4.42 shows that using the QMPS allows to perform a digital quantum simulation with
a better time resolution and lower Trotter errors than Trotter circuits while reaching at
least the same level of operator entanglement entropy.

4.5 Experimental results

In our numerical study, we have considered quantum circuits built from two-qubit
gates under a depolarizing noise. In this Section, we explore the benefits of combining
QMPS and quantum computers on actual quantum devices from IBM Quantum [6].

To evaluate the performance of the quantum devices, we follow the dynamics of the
transverse field Ising model by measuring the magnetization ⟨Zi⟩ of each spin 1/2 in
time and compare with both exact MPS and truncated MPS solutions. Starting from an
antiferromagnetic product state of size L = 4 and L = 8, we perform quantum simulations
implementing Trotter and QMPS+Trotter circuits. We use optimized QMPS with NL = 1
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Figure 4.17: Operator entanglement entropy Sop versus time for different noise levels in
(a) noisy Trotter circuits (b) noisy QMPS + Trotter circuits for L = 10 and dt = 0.1. The
solid lines correspond to the noisy simulations while the dashed lines represent the model
expressed in Eqs. (4.37) and (4.41).

and 2 layers implemented as initial states, which encode time-evolved MPS states brought
to their entanglement saturation time, here tMPS

max = 0.8 for L = 4, NL = 1 and tMPS
max =1.6

for L = 8, NL = 2. For both instances, the corresponding QMPS allows capturing half of
the maximum entanglement entropy with respect to the system size. The time step of the
Trotter steps dt was set to 0.1.

To make the best use of the current quantum devices, we employ several error mitiga-
tion strategies such as Pauli twirling, dynamical decoupling, measurement error mitigation,
and pulse-scaling as implemented in qiskit [163] and qiskit-research [164], which have been
utilized in previous works [165, 166, 167]. We also select the physical qubits to use consid-
ering their experimental error rates. To efficiently implement the QMPS circuits defined
by optimized unitary matrices, we use the pulse-efficient decomposition as suggested in
[168], which leverages native cross-resonance gates from IBMQ superconducting devices.
Instead of using a CNOT-based decomposition, we express our two-qubit gates as a se-
quence of Rxx, Ryy, and Rzz gates (and single-qubit rotations). Each of these two-qubit
rotations is performed by a native cross-resonance pulse. A native cross-resonance pulse
realizes a Rzx(θ) gate in a shorter duration than a CNOT and therefore makes better use
of the limited coherence time.

To implement the Trotter circuits, we simplify the circuits by using Rxx and Rz gates.
Similarly, the Rxx gates are also performed by a pulse-efficient Rzx gate. When evolving
the QMPS initial states prepared by sequential circuits, the Trotter steps are performed
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Figure 4.18: Time tmax corresponding to the maximum operator entanglement entropy
reached by the noisy circuit, as a function of the ratio dt/ϵ for dt = 0.01, 0.05 and 0.1.
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Figure 4.19: A summary of the error mitigation techniques used for the Trotter and
QMPS+Trotter simulations.
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Figure 4.20: Evolution in time of the local magnetization for a L = 4 quantum Ising
chain. The QMPS is described with 1 sequential layer of two-qubit gates, optimized via
a MPS of dimension 2. (a) Colorplot showing the magnetization for exact and truncated
MPS solutions as well as Trotter and QMPS+Trotter circuits from ibm_auckland. (b)
The cumulated error in local magnetizations over time for the MPS solution, the QPU
results, and a maximally mixed state 1/2L.

in a sequential fashion instead of brickwall circuits to minimize the idle time of the qubits.
To mitigate coherent errors, we average over 5 instances of Pauli twirls, which consist
in applying single-qubit Pauli gates before and after an Rxx gate. The Pauli gates are
randomly chosen from the set of Pauli transformations that leave the Rxx gate invariant.
Finally, to measure expectation values, we use 100,000 shots per Pauli-twirled circuit. Fig.
4.19 summarizes the error mitigation techniques employed here.

Figures 4.20 and 4.21 show the results obtained from ibmq_auckland for L = 4 and
L = 8 respectively. We compute the local magnetization from the QPU and compare
with both exact and MPS of bond dimension χ = 2NL simulations. In order to quan-
tify the performances of the different methods, we use the cumulated error of the local
magnetizations over time as in [167], which we define as:

εc(t) = 1
t− tMPS

max

∫ t

tMPS
max

dt′
1
L

L∑
i=1
|⟨Zi⟩(t′)− ⟨Zi⟩exact(t′)|2 (4.43)

We first observe that the time evolution with Trotter circuits allows us to recover
the short time dynamics and are competitive against the low bond dimension MPSs used
here that fail beyond their tMPS

max . This is especially true for local magnetization in the
bulk of the spin chain where the entanglement entropy gets the largest. However, as
expected, the quality of the results degrades as the circuit gets deeper. On the other hand,
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Figure 4.21: Evolution in time of the local magnetization for a L=8 quantum Ising
chain. The QMPS is described with 2 sequential layers of two qubit gates, optimized via
a MPS of dimension 4. (a) Colorplot for exact and truncated MPS solutions as well as
Trotter and QMPS+Trotter circuits from ibm_auckland. (b) The cumulated error in local
magnetizations over time for the MPS solution, the QPU results and a maximally mixed
state 1/2L.

starting the simulation from a QMPS produces better results and beats the corresponding
MPS. In Figs 4.20a and 4.21a, we observe qualitatively the key features of the local
magnetization for longer times than both Trotter evolution from the quantum device and
from the corresponding MPS solution. With Figs. 4.20b and 4.21b, the cumulated error
εc(t) allows for more quantitative comparisons. For the 4-qubit example (Fig. 4.20),
the cumulated errors for the Trotter and QMPS+Trotter circuits are comparable. The
QMPS + Trotter scheme gains a slight advantage only for longer times. Indeed, with a
NL = 1 QMPS, the saving in terms of two-qubit gates is not substantial. However on the
8-qubit simulation (Fig. 4.21), the NL = 2 QMPS offers a larger gain in terms of circuit
depth. This translates into a significant improvement in the cumulated error. The local
magnetizations as a function of time are displayed in Appendix 4.7.

In these two small instances, we demonstrate that a low-bond dimension MPS can be
extended by a quantum computer, which allows one to study the dynamics of a quantum
system beyond the MPS capabilities. Extending these experiments for larger instances
combined with MPS of larger bond dimensions could lead to interesting insights into the
capacities of current quantum devices.
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Figure 4.22: An operator such as a unitary transformation can be represented by a
MPO, a one-dimensional tensor network.

4.6 Optimizing quantum circuits with Matrix Product Op-
erators: towards a fully tensor-network-optimized quan-
tum simulation

In the work above, we have been simulating the dynamics of a quantum spin system.
To do this, we have used the TEBD algorithm that can be run either with MPSs or on a
quantum computer. Assuming MPSs with a fixed bond dimension, we pushed the MPSs
simulation with a quantum circuit representation to its limit. To continue the simulation,
we bring the QMPS state to a quantum computer to run the rest of the quantum circuit.

Despite having reached the classical limit (set by the bond dimension) for the time-
evolved state, it remains possible to further classically manipulate and optimize parts of the
quantum circuit that will be run onto the QMPS. In this section, we propose to find better
quantum circuits for the Trotter time evolution by leveraging Matrix Product Operators
(MPO). As shown in Fig. 4.22, we use a one-dimensional tensor network structure similar
to MPSs to encode an operator acting on a quantum state.

Similarly to a MPS, a MPO is also characterized by its bond dimension, which relates
the classical cost to store and manipulate the operator. To exactly represent a general
N -qubit operator, we need a MPO of bond dimension 4N/2 = 2N . However, quantum
circuits that generate a moderate amount of entanglement can be efficiently encoded as
MPOs of moderate bond dimension. In this section, we compress Trotter quantum circuits
into short-depth quantum circuits. We use the same approach as the one used for the
optimization of QMPSs. First, as shown in Fig. 4.23a that sequential quantum circuit
of depth NMPO

L can be represented exactly as a MPO of bond dimension 4NMPO
L . These

circuits will be our ansatz to encode Trotter circuits. Fig. 4.23b shows that a MPO
representation of the Trotter circuits can be obtained by performing the TEBD algorithm
on the identity MPO defined as the tensor product of the single-qubit identity operators
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⊗L
i=11i, whose MPO pictorial representation is simply L parallel lines. Then, the gates

are applied sequentially onto pairs of local tensors, which are then split by an SVD, in the
same fashion as the MPS algorithm. By doing so for n Trotter steps, we obtain the MPO
approximation for the time evolution operator at time ndt. We fix the bond dimension to
4NMPO

L , which limits the simulation time or circuit depth that we can efficiently encode as
a MPO. Here we use Trotter circuits with dt = 0.01 as our reference circuits.

To evaluate the fidelity Fop between two unitaries U and V of dimension 2L acting
on L qubits, we use the Frobenius norm defined as

Fop = Tr(U †V )
2L

. (4.44)

Calculating Tr(U †V ) where two U and V are MPOs of bond dimension χMPO with local
physical dimension d (= 2 in case of qubits) can be done by contracting the tensor network
shown in Fig.4.22c, whose computational cost scales as O(L(d2χMPO)3). It is important
that if the MPS simulations and QMPS optimizations are performed with bond dimension
χMPS (with computational scaling as O(L(dχ3

MPS) ), the maximum MPO bond dimension
χMPO must be set accordingly as χMPS/d (χMPS/2 for qubits). We also emphasize that
exact MPS simulations can be done with a bond dimension 2L/2. Therefore, the maximum
relevant MPO bond dimension is bounded by 2L/2/2 = 2L/2−1, which leads to a maximum
number of layers equal to log4(2L/2−1).

In the same fashion as for QMPSs, we want to maximize the overlap between the
quantum circuit ansatz from Fig.4.22a (that we will call Quantum Matrix Product Op-
erator or QMPO) and the MPO approximation of the time evolution operator UTr. To
optimize a given unitary Uk from the QMPO, we calculate the environment tensor of Uk

by removing the gate from the overlap tensor contraction. The gate Uk is then updated
from the SVD of the environment tensor. We perform optimization sweeps with a maxi-
mum number of sweeps set to nsweep = 100. The convergence is reached when performing
an optimization sweep does not improve the fidelity more than 10−8. Note that similar
approaches [169, 170] proposed to optimize quantum circuits for quantum simulation with
MPOs by minimizing variational parameters of a given quantum circuit ansatz with an
optimizer, while here the optimization is performed by a purely tensor network technique.

In Fig. 4.24, we show the operator infidelity per site for a chain of L = 12 sites for
NMPO

L = 1 and 2 as a function of time t = ndt, where dt = 0.01. We observe as expected
that the short-time evolution is efficiently captured by the QMPOs, but degrades over
time as the fixed number of layers bounds the entanglement entropy that is carried by the
quantum circuits. We compare the performances of the QMPOs with 1st-order Trotter
circuits employing the same number of layers (i.e. same number of gates) with time step
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Figure 4.23: (a) A sequential quantum circuit of depth NMPO
L can be exactly encoded

as an MPO of bond dimension 4NMPO
L . (b) The Trotter circuit approximating the time-

evolution operator can also be encoded as an MPO by performing a TEBD scheme on the
identity MPO. A MPO will be able to efficiently encode a number n of time steps that is
limited by its bond dimension. (c) The overlap between two MPOs representing quantum
circuits can be calculated from the contraction of the input and output physical indices
of the two MPOs. (c) To find the unitary Uk that maximises the overlap between two
MPOs, we compute its environment tensor Ek.

dt = t/NMPO
L . While the QMPO errors are coming from the optimization process and

the choice of the ansatz, the Trotter circuits suffer from errors inherent to the Trotter
approximation. However, as shown in 4.24, the optimized QMPOs offer better operator
fidelities than the Trotter circuits at a constant number of gates. Note that higher-order
of the Trotter approximation can be used to lower the errors. While using higher-order
Trotter circuits only increases the overhead of the QMPO optimization procedure, it results
in the use of more quantum resources and therefore more noise when run on an actual
device.

We can now perform fully tensor-network-optimized quantum simulations by using
QMPS and QMPO, which we will label as "QMPSO" simulations. In this framework,
tensor networks assist the quantum simulation by providing all the ingredients (i.e. the
initial state and the quantum circuits) to perform time evolution with fewer quantum
resources. To do so, we define a maximum simulation for the MPS/QMPS as tMPS

max as well
as for the MPO/QMPO tMPO

max . While To reach a simulation time t > tMPS
max , we decompose
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Figure 4.24: The operator infidelity per site for the QMPO solutions for different number
of layers NMPO

L against time for L = 12 sites. We compare the QMPO circuits with 1st-
order Trotter circuits of same depth with a corresponding time step dt = t/NMPO

L .

t as t = tMPS
max +M × tMPO

max + ∆t, where M = ⌊ t−tMPS
max

tMPO
max

⌋. By denoting quantum circuits for
the QMPS and QMPO by UQMPS(t) and UQMPO(t), the time-evolved state is given by

|ΨQMPSO(t)⟩ = UQMPO(∆t)UQMPO(tMPO
max )MUQMPS(tMPS

max ) |Ψ0⟩ . (4.45)

Instead of performing costly density matrix simulations, we use the phenomenological
rule for the fidelity by multiplying the noiseless fidelity of the resulting states by e−ϵNg with
ϵ being the error rate for a two-qubit unitary and Ng the number of gates. Fig. 4.25 shows
the results for the case of 12 sites. We compare the performances of the QMPSO scheme
in terms of fidelity against MPS solutions with bond dimension χMPS = 23 and 25, which
correspond respectively to NMPS

L = 3 and NMPO
L = 1 and NMPS

L = 5 and NMPO
L = 2.

We observe that the same circuit can be realized by a noisy quantum device and beat
an MPS of a set bond dimension by optimizing the quantum circuit with tensor network
tools used here with a controlled classical cost. Using QMPS together with QMPO is a
powerful technique that makes the best use of classical resources for quantum simulation.
As optimizing QMPOs requires a larger bond dimension than QMPSs, initializing the
simulation with an optimized QMPS allows us to reach longer times and make better use
of the available classical resources. It allows us to perform quantum simulation with small
time steps, limiting Trotter errors, while using much shorter quantum circuits. With Fig.
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Figure 4.25: The infidelity per site for the QMPSO scheme for different error rate against
the MPS solution for (a) χMPS = 23, NMPS

L = 3, tMPS
max = 2.2, NMPO

L = 1 and tMPO
max = 0.15

and (b) χMPS = 25, NMPS
L = 5,tMPS

max = 3.8, NMPO
L = 2 and tMPO

max = 0.6. The plots (c) and
(c) represent the diagram of advantage.
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4.25c&d, we see that running the Trotter circuit on a noisy device would require noise
level orders of magnitude lower to be able to beat the classical MPS, while the QMPSO
simulation offers an advantage in this example with noise level close to current NISQ
performances.
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4.7 Conclusion

In this chapter, we have investigated the interplay between classical MPS techniques
and noisy quantum computers for digital simulations of 1D spin systems. While MPSs are
constrained by their bond dimension, which limits their capacity to represent highly en-
tangled states, quantum computers suffer from experimental noise. Combining classically
tractable MPSs and efficient quantum circuits is therefore essential to get the most out of
quantum devices. In order to bridge the gap between MPSs and quantum computers, we
have used tensor network techniques to encode MPSs into classically optimized quantum
circuits (QMPS). We propose here to take QMPSs brought to their maximal capacities
and use noisy quantum computers to break the MPS entanglement barrier. This relay
from classical to quantum computers enables us to make efficient use of limited quantum
resources to reach a higher level of entanglement. To illustrate this protocol, we have
studied a global quench of the critical transverse field Ising Hamiltonian. In this system,
the entanglement entropy exhibits a ballistic growth with time, which makes almost im-
possible the simulation of the system’s dynamics over long timescales with MPS-based
approaches.

Through density matrix calculations, we have simulated noisy quantum circuits under
a depolarizing noise and characterized the resulting states with their fidelity as well as with
the operator entanglement entropy, which quantifies the non-trivial correlations that build
up in the noisy quantum circuits. We have compared the ability of quantum computers
to beat MPS techniques with respect to target simulation times and the noise level of the
devices. The use of QMPSs can provide a significant improvement over the Trotter-Suzuki
time-evolution as it reduces the circuit depth and reduces the error rate requirements for
practical advantage. The production of entanglement is also a key component of quantum
simulation. From this perspective, we have demonstrated that combining MPSs and quan-
tum computers is a promising approach in order to reach an entanglement level beyond
classical capabilities for physically relevant problems in condensed matter physics. We
also have provided guidance on the choice of the Trotter time step to reach a specific time
while maximizing the entanglement production. Finally, we tested experimentally this
protocol on actual quantum devices from IBM Quantum [6]. We observe improved results
thanks to the use of QMPSs compared to Trotter simulations. We also demonstrated in
small instances the ability of current devices to beat a low bond dimension MPS solution.
Comparing QPU computations with MPSs with different bond dimensions could also pro-
vide interesting insights into the performances of quantum computers with respect to a
given classical complexity.

However, we emphasize that the MPS ansatz is particularly suited for 1D spin systems
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with local interactions, but becomes less efficient for 2D systems or systems with long-range
interactions, while a quantum computer can be designed with the appropriate topology.
Other tensor network topologies and their relationships with quantum circuits could also
be considered. Moreover, time-evolution with Trotter-Suzuki circuits leads to high depth
D = t/dt that are particularly inefficient in terms of noise and entanglement production.
On the other hand, the QMPS representation shows that circuits of depth D are sufficient
to encode time-evolved states with an entanglement entropy SvN ≲ D. To address this
challenge, we utilize Matrix Product Operators to enhance the efficiency of the quantum
circuit for time evolution. Simultaneously, we leverage classical resources to generate
efficient quantum circuits that execute time evolution with reduced quantum resource
requirements. Within this framework, classical techniques supply all the components for
the quantum simulation, with the quantum computer exclusively responsible for preparing
the resulting state.
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Appendix of Chapter 4

Here we show the local magnetization of the quantum simulations carried on ibm_auckland
for each site. Fig. 4.26 show the results obtained for the 4 qubit instance, while Fig.
4.27 displays the 8 qubit data. On the 4 qubit example, both schemes (Trotter vs
QMPS+Trotter) offer similar performances as noted in 4.5. We also observe discrep-
ancies with respect to site that manifest the quality variability of the qubits and their
couplings. Similar behaviors are observed in the 8 qubit examples. However, the QMPS
used here allows to reach longer times efficiently which translates into a substantial gain
in terms of the number of two-qubit gates. As a result, the measured local magnetizations
show a good match with exact magnetizations at times immediately following time tMPS

max
and capture the correct behavior over longer times.
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Figure 4.26: Local magnetization of each site from the 4-qubit simulation.
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Figure 4.27: Local magnetization of each site from the 8-qubit simulation.
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