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Résumé

Cette these se situe a linterface entre 1’étude de la géométrie des fractales et des systemes dy-
namiques hyperboliques. Etant donné un systeme dynamique hyperbolique f dans un espace de
petite dimension, nous nous intéressons a un compact invariant fractal K et a une mesure de prob-
abilité invariante p supportée sur K. La question que ’on se pose est la suivante : la transformée
de Fourier de p tend-elle vers zéro comme une puissance en la fréquence ?

Plus généralement, étant donnée une phase lisse ¥ : K — R et une fonction test xy : K — R,
peut-on prouver un résultat plus général de décroissance d’intégrales oscillantes, de la forme

3C,p >0, V¢ €RY, \ / VO x(@)du(z)| < ClEI7F 2
K

Notre objectif principal est de montrer que, pour certaines catégories de systemes dynamiques
hyperboliques, et pour certaines mesures naturelles, la non-linéarité du systeme dynamique sous-
jacent est suffisante pour assurer ce type de résultats. Ce type d’estimations sera obtenu par
I’application d’un outil puissant provenant de la combinatoire additive : le phénoméne somme-
produit.

Cette these est décomposée en 6 chapitres. Le premier chapitre est une introduction rapide
a létude de la géométrie des fractales, du formalisme thermodynamique (qui va nous fournir
les mesures invariantes que nous allons considérer), et du phénomeéne somme-produit. Le second
chapitre démontre un résultat de décroissance, comme annoncé plus haut, lorsque f est une certaine
dynamique dilatante sur le cercle. Le troisieme chapitre étudie le cas ou f est une application
rationnelle sur la sphere de Riemann et ou K est son ensemble de Julia. Les chapitres 4 et 5
examinent en détail le cas ou f est un difféomorphisme de type Axiome A en petite dimension, et
ou K est 'un de ses ensembles basiques. Le chapitre 6 traite du flot géodésique sur une variété
hyperbolique convexe-cocompacte et de son ensemble non-errant.
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Abstract

This PhD lies at the intersection between fractal geometry and hyperbolic dynamics. Being given a
(low dimensional) hyperbolic dynamical system f in some euclidean space, let us consider a fractal
compact invariant subset K, and an invariant probability measure p supported on K with good
statistical properties, such as the measure of maximal entropy. The question is the following: does
the Fourier transform of p exhibit power decay 7

More generally, being given a smooth phase ¥ : K — R and a test function x : K — R, can we
prove a broader statement of decay results for oscillatory integrals, of the form

500> 0, VR, \ [ e @anta)| < cle 2
K

Our main goal is to give evidence, for several families of hyperbolic dynamical systems, and
for some natural invariant measures, that nonlinearity of the dynamics is enough to prove such
decay results. These statements will be obtained using a powerful tool from the field of additive
combinatorics: the sum-product phenomenon.
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Chapter 1

Introduction

1.1 Fractal geometry, hyperbolic dynamics, and harmonic analysis

1.1.1 Hausdorff dimension and Fourier dimension

We begin this thesis by recalling some important notions in the study of fractal sets, namely,
Hausdorff measures, Hausdorff dimension and their link with Fourier analysis. On this subject,
the book of Mattila [Mal5], the book of Kahane and Salem [KS64], and the appendix in the book
of Zinsmeister [Zi96] are good references.

Definition 1.1.1 (Hausdorff measure). Let M be a manifold (equipped with some distance). Let

a € R}, The Hausdorff measure of dimension « is defined by:

H,(E) = ;1_{% (Ui)ingeug iezl(dlam U;)* €10,00],

where E C M is a borel set, and Ug, := {(U;)ics | U;e; Ui D E, diam(U;) < €} is the set of all
e-coverings of E.

Remark 1.1.2. The measure H, is invariant under isometries. Since, in R?, 0 < Hy([0,1]%) < oo,
we see that Hy is a multiple of the d-dimensional lebesgue measure in this context.

Definition 1.1.3 (Hausdorff dimension). Let X C M be a compact set. Its Hausdorff dimension,
denoted dimy (X) € [0, dim(M)], is defined as:

dimpy (X) :=sup{a € R} | Ho(X) = oo} = inf{a € R | Ho(X) = 0}

Remark 1.1.4. The Hausdorff dimension is invariant under diffeomorphisms. Any countable set has
Hausdorft dimension zero. A set with nonempty interior in M has Hausdorff dimension dim(M).
A k-dimensional submanifold of M has Hausdorff dimension k.

This notion of fractal dimension appears a lot in dynamics, but as is, isn’t very easy to com-
pute on concrete examples. To help, we introduce Frostman’s lemma, which yields an alternative
definition for the Hausdorff dimension.

Theorem 1.1.5 (Frostman’s lemma). Let X C R? be a compact set. Denote by P(X) the set of all
borel probability measures supported on X. Then:

dimy; (X) = sup {a € [o,d]] e P(X), 3C > 0,V(z,r) € X xRy, u(Ble,r) < Cre ).
Remark 1.1.6. This result gives us an interesting tool to estimate/compute the Hausdorff dimension

of explicit fractal sets. For example, with the help of Frostman’s lemma, one can prove that the
triadic Cantor set, defined as

= { §: S G e {0V R,
has Hausdorff dimension In(2)/1In(3) € (0,1).

13



We then introduce the notion of energy integral. This fundamental object will make a link
between the study of fractals and harmonic analysis.

Definition 1.1.7. Let X C R? a compact set, 3 € (0,d), and p € P(X). We define the B-energy

integral of p as:
dp(z)dp(y)
o
5 (1) o oyl

Notice that, if 4 admits a regularity bound of the form
3C,V(z,7r) € X xRS, w(B(z,r)) < Cre,
where o > 3, then Ig(p) < 0.

Theorem 1.1.8 (Frostman’s lemma, revisited). Let X C R? be a compact set. Then:
dimg (X) = sup {oc € [0,d] ‘ Ju e P(X), In(p) < oo}.
Remark 1.1.9. To make a link with Fourier analysis, we make the following remark. Notice that

To(p) = (11, ko % 1),

where ko(t) := 1/[t|* is a Riesz potential. It is well known, when « € (0,d), that its Fourier
transform is ko (€) = cq.q/€]*~% Tt then follows from Parseval’s identity that

() = o [ RE)PIEde,

where 7i : R? — C, defined as
le) = [ (o),
Rd

is the Fourier transform of the probability measure p € P(X). Frostman’s formula can then be
rewritten as:

dimyr (X) = sup {o € [0,]| Fu € P(X), /R [A€)Pl€*~d < oc).

Notice that this condition means that fi(¢) decays at least like |€]~%/2 “on average”. This suggest
the following question: can we get rid of this “on average”, and ask for a pointwise decay estimate
instead 7 We formalise this question by introducing the Fourier dimension.

Definition 1.1.10 (Fourier dimension). Let X C R? be a compact set. We define the Fourier
dimension of X by the formula:

dimp (X) = sup {a € [ovd]\ 3u € P(X),3C > 0,56 € RY\ {0}, [7(¢)] < C|§|*“/2}.

Remark 1.1.11. Frostman’s lemma ensures the following inequality, for X ¢ R%:

On some very particular examples, we are able to compute the Fourier dimension: for example, if
X is countable, then dimp(X) = dimg(X) = 0, and if X has nonempty interior in R%, dimp(X) =

Remark 1.1.12. Notice the following technicality. When X C RY has Hausdorff dimension strictly
less than d, then the Fourier transform of any probability measure supported on X can decay at
most like |€ |*5/ 2. because of the energy integral argument, which relies on the Fourier transform
of the Riesz potential 1/[t|°. This argument breaks when § = d, as the function 1/|¢|? is not a
tempered distribution anymore, and so its Fourier transform is not well defined. And indeed, if
one chooses X C R? to be an open set, then any smooth and compactly supported measure in X
will enjoy Fourier decay faster than any polynomial.

We will now compute the Fourier dimension on a fundamental example: the triadic Cantor set.

Lemma 1.1.13. The triadic Cantor set C has Fourier dimension zero (even though its Hausdorff
dimension is positive !).
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Proof. We proceed by contradiction. Assume that there exists a probability measure u € P(C)
such that f1(§) — 0. (Such a measure doesn’t have any atoms [Ly20]). The main idea is to use the

£—o0
fact that C is (up to a zero-measure set) an invariant compact set for some expanding dynamical
system, namely, the map T'(z) := 3z mod 1. One can then consider the sequence of measures
(vr)ken € P(C)N defined as vy := (T,)*u. Since C is compact, we can extract a converging

subsequence and denote its limit v € P(C). To find a contradiction, let us compute the Fourier
coefficients of v. First of all, notice that for all n € Z, the n-th Fourier coefficient of T, u can be
expressed as

Cn(T*N) — /Ce%ﬂnzd(T*u)(x) — LGQiﬂ371mdu(x) — an(/.t).

It follows that ¢, (vk) = cgr, (1), and hence, since ¢, (1) — 0 by hypothesis: ¢, (v) = do,,. We
n—

recognise the Fourier coefficients of the lebesgue measure A on the circle. This implies that v = A,
which is impossible since A isn’t supported on the triadic cantor set C. O

What happened ? Even though the triadic Cantor set C has positive Hausdorff dimension
dimpy (C) =1n(2)/1n(3) € (0,1), its Fourier dimension vanishes. Thoses responsible for this in the
previous argument are:

e First of all, C' mod 1 isn’t the full circle
e Second, C is invariant by a linear dynamical system (and its coefficient is an integer).

This example is the prototype of what we may expect to happen regarding the possible values
of the Fourier dimension. For fractals with empty interior that are invariant by some hyperbolic
dynamical system, linearity (and, in this case, some algebraic conditions on the coefficients) seems
to sometimes be an obstruction for positivity of the Fourier dimension. The goal of this thesis is to
go in the other direction: we seek for deterministic examples where nonlinearity of the underlying
dynamical system yields positivity of the Fourier dimension. Overall, one can state our main
questions in the following form.

Question 1.1.14. Let X C R%. When do we have dimy (X) = dimp(X) ? Is this a generic situation?
More generally, when do we have dimg(X) > 0 ? If X is invariant under some nonlinear hyperbolic
dynamical system, do we have dimp(X) >0 7

In fact, we will be only interested in the last question. Many hyperbolic dynamical systems,
with their invariant fractal subsets, are interesting to consider. Most of them are defined naturally
on manifolds: for example, the geodesic flow ¢ on a convex-cocompact hyperbolic manifold M
leaves invariant its non-wandering set NW(¢), which lives naturally inside the unit tangent bundle
T'M. Can we make sense of the Fourier dimension in this context ?

Let us suggest some new definitions, to try to make sense of the Fourier dimension on abstract
manifolds. Subsections 1.1.2 to 1.1.5 are adapted from the appendix of the author preprint [Le23b].
Let us mention that another direction for generalization would be to stay in a euclidean setting,
but try to interpolate between the Fourier and the Hausdorff dimension. This is done in a work of
Fraser under the name of “Fourier dimension spectrum” [Fr22].

1.1.2 The upper and lower Fourier dimension of a measure

Let us define the Fourier dimension of a probability measure u € P(F), supported on some compact
set £ C RY, as:

dimp () = sup{ar > 0| 3C > 1,v¢ € R\ {0}, [A(6)] < Cle| 72},

where the Fourier transform of p is defined by
le) = [ e du).
E

The Fourier dimension of a compact set £ C R? can then be written as

dimp(F) := sup{min(d,dimp p), p € P(E)} < dimgy E.
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To define the Fourier dimension of a measure lying in an abstract manifold, a natural idea is to look
at our measure into local charts. But this supposes that we have a meaningful way to “localize”
the usual definition of the Fourier dimension. This is the content of the next well known lemma.

Lemma 1.1.15. Let E C R? be a compact set. Let u € P(E). Let € > 0. Denote by Bump(e) the
set of smooth functions with support of diameter at most €. Then:

dimp p = inf{dimp(xdu) | x € Bump(e)}.

Proof. Let E C R? be a fixed compact set, and let 1 € P(E) be a fixed (borel) probability measure
supported on E. First of all, consider a finite covering of the compact set E by balls (B;);cr of
radius €. Consider an associated partition of unity (x;)icr. Then, for all a < inf, dimg(xdy),
there exists C > 1 such that:

3 xadnu(€)

i€l

i)l = < ClEm.

Hence dimp g > «. Since this hold for any o < inf{dimp(xdp) | x € Bump(e)}, this yields
dimp p > inf{dimpg(xdu) | x € Bump(e)}. Now we prove the other inequality.

Fix some smooth function with compact support x. Its Fourier transform Y is in the Schwartz
class: in particular, for all N > d+1, there exists Cy such that |Y(n)| < Cn|n|~% for all n € R¥\{0}.
Let o < o' < dimp pu. Then there exists C' > 1 such that |z(£)| < CJ¢]7 for all £ € R\ {0}.
Now, notice that:

€)= R+l = [ R)A(E ~ n)n
R
We cut the integral in two parts, depending on some radius r > 0 that we choose to be r := [£]}7¢,
where ¢ := 1—a/a’. We suppose that |¢] > 2. In this case, a direct computation show that whenever
n € B(0,7), we have |[£['~¢ < C|¢ — n|. We are finally ready to conclude our computation:

xu(©)| < -

/ RNAE —n)dn
B(0,r)

C 1
SN/ |>?(77)|d77~7,+/ vdn
Rd |g|(1=e)e B(o,r)e MY
1 1 1
Sv et [ s
€[> B, [C1Y €]

if N is choosen large enough. It follows that dimpg(xdu) > «, and this for any a < dimg p, so
dimp(xdp) > dimp(p). Taking the infimum in x yields the desired inequality. O

/ X(ma(€ —n)dn
B(0,r)°

Now we understand how the Fourier dimension of a measure p can be computed by looking at
the local behavior of p. But another, much harder problem arise now: the Fourier dimension of a
measure depends very much on the embedding of this measure in the ambiant space. In concrete
terms, the Fourier dimension is not going to be independent on the choice of local charts. A way
to introduce an “intrinsic” quantity related to the Fourier dimension of a measure would be to take
the supremum or the infimum under all those charts. We directly give our definition in the context
of a manifold.

Definition 1.1.16. Let M be a smooth manifold of dimension d. Let E C M be a compact set.
Let p € P(E). Let k € N*. Let Bump(F) denote the set of all smooth functions y : M — R
such that supp(x) is contained in a local chart. We denote by Chart(y, C*) the set of all C* local
charts ¢ : U — R?, where U D supp() is an open set containing the support of . Now, define
the lower Fourier dimension of p by C* charts of M by:

dimp or () ;== inf  inf{dimp(p.(xdp)), ¢ € Chart(y, C*)}.
’ x€Bump(E)

Similarly, define the upper Fourier dimension of ; by C* charts of M by:

dimp o (p) = XGBH}EP(E) sup{dimp (p«(xdu)), ¢ € Chart(x,C*)}.
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Definition 1.1.17. Let M be a smooth manifold of dimension d. Let E C M be a compact set. Let
w € P(E). We define the lower Fourier dimension of u by:

dimp(p) = dimp, g (1)

Remark 1.1.18. The lower Fourier dimension tests if, for any localization ydu of p, and for any
smooth local chart ¢, one has some decay of the Fourier transform of ¢.(xdu). We then take the
infimum of all the best decay exponents. This quantity is C*°-intrinsic in the following sense: if
®: M — M is a C>®-diffeomorphism, then dimz(®.u) = dimp (). Symetrically, the C*-upper
Fourier dimension test if, for any localization ydu of p, there exists a C*¥-chart ¢ such that one has
some decay for the Fourier transform of o, (xdu). This quantity is also C*°-intrinsic. Still, beware
that the upper and lower Fourier dimensions depends on the dimension of the ambiant manifold.

Remark 1.1.19. Let E C M be a compact set lying in a manifold M of dimension d. Fix a bump
function y and a local chart ¢ € Chart(, C*). For u € P(F) a measure supported in E C M, we
have the following bounds:

0 <dimp cep < dimp u(xdp) < dimp ek p.

Moreover, if dimy E < d, then:
dimp crp < dimpy E.

Example 1.1.20. Let M be a manifold of dimension d, and consider any smooth hypersurface
N C M. Let k> 1. Let p be any smooth and compactly supported measure on N. Then:

dimp oo (@) =0,  dimpcr(p) =d - 1.

The first fact is easily proved by noticing that, locally, N is diffeomorphic to a linear subspace
of R%, which has zero Fourier dimension. The second fact is proved by noticing that, locally, N
is diffeomorphic to a half sphere, and any smooth measure supported on the half sphere exhibit
power decay of its Fourier transform with exponent (d —1)/2.

Remark 1.1.21. Tt seems that, for some well behaved measures p € P(E) supported on compacts
E with dimyg E < d, one might expect the quantity dimg crp to be comparable to dimg E. For
some measures lying in a 1-dimensional curve, this is the content of Theorem 2 in [Ek16].

1.1.3 A variation with real valued phases

For completeness, we suggest two variations for intrinsic notions of Fourier dimension for a measure
in an abstract manifold. The first is exposed in this subsection, and the next will be discussed in
the next subsection. We may want to look at more general oscillatory integrals involving p. A
possibility is the following.

Definition 1.1.22. Let M be a smooth manifold of dimension d. Let £ C M be a compact set. Let
p € P(E). Let k € N*. Let Bump(E) denote the set of all smooth functions x : M — R such
that supp(x) is contained in a local chart. We denote by Phase(x, C*) the set of all real valued
and C*¥ maps v : U — R that satisfies (di), # 0 for all z € U, where U D supp(x) is an open set
containing the support of y. Now, define the lower Fourier dimension of ;1 by C* phases of M by:

dim$% (p) == inf  inf{dimg (¢« (xdp)), ¥ € Phase(x, C*)}.
’ x€Bump(E)

Similarly, define the upper Fourier dimension of x by C* phases of M by:

real

dimp cr () := _inf  sup{dimp (¢, (xdp)), ¢ € Phase(yx,C*)}.
’ xXE€Bump(E)

As before, we also denote dim’s™ (1) := dirnl},f”aclwoo (1).

Remark 1.1.23. First of all, notice that ¢.(xdu) is a measure supported in R, so its Fourier
transform is a function from R to C. More precisely:

—

vt e R i) (1) = [ O (@du(o)
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Like before, the lower/upper Fourier dimensions with real phases are C'*°-intrinsic in the sense that
al

for any C*°-diffeomorphism ® : M — M, we have @?%k (Pop) = @?%k (p) and diimif,ck (Do) =
——real

dim e (1):

Example 1.1.24. Let M be a smooth manifold, and let N be a smooth submanifold of M, with
dim N < dim M. Let p be a smooth and compactly supported probability measure in N. Then:

real real

dimper(p) =0,  dimp or(p) = oo

These equalities can be proved as follow. Consider some smooth bump function y with small
enough support. Now, there exists a phase v, defined on a neighborhood U of supp(x), with
nonvanishing differential on U but which is constant on N. The associated oscillatory integral

wm) doesn’t decay, hence the computation on the lower Fourier dimension with real phases.
There also exists a smooth phase v such that (d);py doesn’t vanish. By the non-stationnary
phase lemma, the associated oscillatory integral decay more than ¢V, for any N > 0, hence the
computation on the upper Fourier dimension with real phases.

——real
Notice how, in particular, min(dim:ack (1), d) may be strictly larger than the Hausdorff dimension
of the support of . This may be a sign that this variation of the upper dimension isn’t well
behaving as a “Fourier dimension”.

Lemma 1.1.25. We can compare this Fourier dimension with the previous one. We have:

real —real

dimp, or () < dimEen (p),  dimper () < dimpen (p).
Proof. Let a < dimp cx (). Then, for any bump function x and for any associated local chart ¢,

there exists some constant C' such that, for all ¢ € R%\ {0}, we have |@*/()-<FM) (€)] < C|¢|=*/2. Now
fix v : U — R with nonvanishing differential, where supp(x) C U. By the submersion theorem,
there exists a local chart ¢ : U — R? such that op(z) = ¥ (z)e; + 2?22 fi(x)e; (where (e;); is the
canonical basis of R?, and where f; are some real valued functions). Hence, one can write:

[ (xdp) (8)] = lopx (xdp) (ten)| < Ot 772,

Hence dim}}‘faclk (1) > «, and this for any a < dimg o« (u), hence the desired bound.

The second bound is proved as follow. Let o < dimp cx(p). Let x be a small bump function.

There there exists a local chart ¢ : U — R%, with U D supp(x), such that |<pm)(f)| < g7/
Let u € S?! and consider 1 (z) := u-¢(z). It is easy to check that 1) has nonvanishing differential,
and since, for any t € R\ {0},

e (xdin) (8)] = | Oxdpr) (ut)] S 1872/,

we get m”;gk (1) > . The bound follow. O

In concrete cases, we expect the lower Fourier dimension and the lower Fourier dimension with
real phases to be equal. Unfortunately, our choices of definitions doesn’t clearly make that happen
all the time. We have to add a very natural assumption for the equality to hold.

Definition 1.1.26. Let u € P(E), where E C M is a compact subset of a smooth manifold. We

say that p admits reasonable constants for C*¥-phases if, for any a < dimrF‘%k(u), and for any

X € Bump(FE), the following hold:
VR >1, 3CR > 1, V4 € Phase(x, C*),

(Isles + sup 0.7 < R) = (€ R, [weCedi)(0)] < Car2).

Under this natural assumption, we have equality of the lower Fourier dimensions.

Lemma 1.1.27. Let p € P(E), where E C M is a compact subset of some smooth manifold M.
Suppose that pi admits reasonable constants for C*-phases. Then:

dim o (1) = dim g ()
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Proof. An inequality is already known, we just have to prove the second one. Let o < dlm}e"gg ().
Let x € Bump(E), and let ¢ € Chart()QC’k). Now, fix any & € R? of norm one. Then, by
definition of the lower Fourier dimension with C* phases, and by our hypothesis that p admits
reasonable constants for C*-phases, we know that there exists a constant Cp, uniform in the choice
of &y, such that

Vvt € R*,

/e“(gf"“"(‘r))x(x)du(z) < Cpt /2,
E

It follows that a < dimg o (). The other inequality is proved, and hence dimz . (1) = dim?’aclk (1)
in this setting. O

1.1.4 A directional variation

A second natural and intrinsic idea would be to fix some (spatial) direction on which to look for
Fourier decay. We quickly discuss these notions and then we will move on to discuss some notions
of Fourier dimensions for sets.

Definition 1.1.28. Let £ C M be a compact set in some smooth manifold. Let V' C TM be a
continuous vector bundle on an open neighborhood E of E. Denote by Bump" (E) the set of all
smooth bump functions with support included in E, and included in some local chart. For some
x € Bump" (E), denote by Phase" (x,C*) the set of all C* maps ¢ : U — R such that (dy) v

doesn’t vanish on U, where supp(x) C U C E is some open set.

For u € P(E), we define its lower Fourier dimension in the direction V' for C* phases by:

dimp o (p) == inf inf{dimp (. (xdp)), ¢ € Phase’ (x, C*)}.
’ X€BumpV (E)

Similarly, define its upper Fourier dimension in the direction V for C* phases by:

dimpen(p) == inf sup{dimp(s(xdp)), ¥ € Phase” (x,C¥)}.
’ X€BumpV (E)

Remark 1.1.29. Again, these notions of Fourier dimensions are Coc—intrinsic7 in the following
sense: if ® : M — M is a CF-diffeomorphism of M, then dlchk(CI)*M) = dimg,ck(u), and

n 14 —V
iy (@) = dimmp, e (10).

Lemma 1.1.30. Let Vi,...,V, C TM be some continuous vector bundles defined on some open
neighborhood E of E. Suppose that (V1)p + ... (Vy)p =T, M for allp € E. Then:

. Trea 7‘/1 -
mindim ., (1) = dimfe (1), maxdimy () < dimp o ().
j j
Proof. Let a < dimﬁfaclvk( ). Then, for any bump x and associated phase v, one has \w@)(tﬂ <
[t|~*/2. In particular, for any phase ¢; € Phase? '(x,C*), the previous decay holds, and so
min; dlmZ or (1) > . Hence min; dlmg or () > dlm;f%k (w).

Now let a < min; dlmF cr (). Then, for all j, for any bump x, and for any phase ¢; €

Phase’ i(x,CF), the previous decay applies. Now, if we fix some y and some associated phase
1 € Phase(x, C*), we know that at each point p, (dv), is nonzero. In particular, there exists j(p)

such that (dl/})lvj<p) # 0. Using a partition of unity to localize, this implies ¢m>(t) < |t|7e/2.

Hence dim}(fack (1) > a, and we have proved equality.

For our last bound, let o < max; dimF’Ck . Then there exists j such that, for all bump Yy,
there exists an associated phase ¥; € Phase"7(x,C*) such that WJ] (xdp)(t)] < |t|=*/%. Since
¥; € Phase(x, C*), we get dlmpvckﬂ > max; dlm¥7ckﬂr. O
Remark 1.1.31. The reverse bound for the upper dimensions is not clear: if for all bump functions

X, there exists a phase 1 with good fourier decay properties for u, then nothing allows us to think
that 1) is going to have nonvanishing differential in some fixed V; on all E.
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1.1.5 What about sets ?

We finally define some intrinsic notions of Fourier dimensions for sets. First of all, recall that the
usual definition for some E C R? is:

dimp(FE) := sup{min(d,dimp p), p € P(E)} < dimpy E.

In particular, in view of the proof of Lemma 1.1.14, we see that any measure p with some
Fourier decay properties may be localized anywhere on its support to still yield a measure with
large Fourier dimension. Hence we find the following “localized” formula, for any € > 0:

dimp(E)= sup dimp(ENU).
UNE#)
U open
diam(U)<e
Now, we have two main ways to define the up(per) and low(er) Fourier dimension of a compact
set in a manifold: directly computing the Fourier dimension of parts of E in local charts, or taking
the sup over the previously defined notions of Fourier dimension for measures.

Definition 1.1.32. Let E C M be a nonempty compact set included in some smooth manifold. We
define its lower /upper Fourier dimension with C*-charts by:

dimp o (E) := sup{dimp o (1) < d, p € P(E)},  dimpcr(E) := sup{dimp,cr (1) < d, p € P(E)}.

We also define the C*-low Fourier dimension and C*-up Fourier dimensions of E by:

dimper(E):=  sup  inf{dimp(p(ENU)), ¢: U — R* C* local chart},
UNE#D
U open chart
d’ti\I/n\lF’c'k(E) = sup sup{dimp(o(ENU)), ¢:U — R? C* local chart}.
UNE#D

U open chart

Remark 1.1.33. The low and up Fourier dimension are C*-intrinsic in the natural sense. For
exemple, if ® : M — M is a C*-diffeomorphism, then dimp o (®(E)) = dimp o« (E). The lower

and upper Fourier dimension are C'°°-intrinsic.

Lemma 1.1.34. Let E C M be a compact set in some smooth manifold M. Then:
0 < dimp or (B) < dimp o (B) < dimp or (E) = dimp o (E) < dimpy (E) < d.

Proof. Let us prove all the inequalities in order, from left to right. 0 < dimp i (E) is trivial. Let
us prove the second one.

Let a < dimgow(FE). By definition, there exists some probability measure ;4 € P(E) such
that dimp o (1) > . Now, since the support of y is nonempty, there exists U some small open
set and a bump function y supported in U such that xdu is a (localized) nonzero measure. Let
¢ : U — R? a local chart. Then, by hypothesis on y, dimp . (xdy) > «. In particular, since (up
to normalization) @, (xdu) € P(e(E NU)), we have dimp ¢(E NU) > «. This holds for any local
chart ¢, and so inf,, dimg(@(ENU)) > a. This yields dimg o« (E) > a. Since this is true for any

a < dimp ok (E), we get the desired inequality.

The inequality dim g o (E) < d’j\ﬁl\’F’Ck (E) is trivial. Let us prove the equality between a/l;n\FCk (E)

and dimp cr(E). Let a < &ﬁ]{ck(E). Then, there exists some small open set U such that
UNE # ( and a local chart ¢ : U — R? such that dimp(p(U N E)) > «. By definition,
it means that there exists some measure v € P(p(£ N U)) such that dimpv > a. Letting
1= ;v € P(ENU) yields a measure supported in E that satisfies dimp cr (1) > a (in view
of the proof of Lemma 1.1.14). Hence, dimg o« (£) > . This, for any a < ﬁF’Ck (E), so that

dimp o (B) > dimp e (E).
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Let us prove the other inequality. Let a < mF,Ck (E). By definition, there exists u € P(FE)
such that diimF,ck (1) > a. Now let U be some small open set with iy # 0, and let ¢ : U — R? be
a local chart. Let x be some bump function supported in U. Then, by hypothesis on u, we have
dimp @, (xdu) > «. In particular, dimp(p(E NU)) > a. Hence cﬁﬁmk (E) > «. This proves the

other inequality, and hence concludes the proof that dim ror(E) = Mﬂck (E).

Finally, the fact that the Hausdorff dimension is invariant under C'-diffeomorphisms implies

a?rﬁp,ck (E) = supsupdimp(p(U N E)) < supsupdimgy(p(ENU))
U ¢ U o

= sgp dimg(ENU) =dimy(E) <d.
O
Example 1.1.35. Let N C M be a hypersurface in some smooth manifold M of dimension d. Then:
dim, o (N) = dimp,cx (N) =0, dimp or (N) = dimp,cr (V) = dimp (N) =d — 1.

Example 1.1.36. Let L be a 1-dimensional manifold, and let £ C L be any compact subset. Then:

mFﬁclE = dlmH E.

This very striking result is proved in [Ek16]. Also, Ekstrom proves that, for any k& > 1, we have
dimp cr B > (dimpy E)/k. This motivates the following question: do we have, for any compact set
E in any manifold M, the formula dimp o1 (E) = dimy (E) ?

Remark 1.1.37. Other natural questions are the following. Can we find an example of set E C R?
such that dimp o« (E) < dimp o (E) ? Or is it always an equality 7 Is the lower Fourier dimension

C*-intrinsic ?

For completeness, we conclude by introducing the real variation for the lower Fourier dimension.
We will not introduce this variation for the upper Fourier dimension, as we said earlier that these
seems to behave quite badly with respect to the Hausdorff dimension. To keep it concise, we will
not discuss the directional variations.

Definition 1.1.38. Let £ C M be a compact subset of some smooth manifold M. Define the lower
Fourier dimension with C*-phases by:

dim5%w (E) = sup{dim}Sewp < d , p € P(E)}.

Remark 1.1.39. By Lemma 1.1.25, we see that dimp o« (E) < @?3A (E). Is this an equality, or
are we able to produce an exemple were this inequality is strict ? A related question is: if we denote
by Preas,cr (E) the set of probability measures that admits reasonables constants for C*-phases
(see Definition 1.1.26), do we have

diiInF,C’C (E) = Sup{@F,C’“U <d, pe Preas,Ck (E)} ?

1.1.6 Some sets with positive Fourier dimension.

As we saw earlier with the example of the triadic cantor set, while it is clear for £ C R? that
0 < dimp F < dimg E < d, equality between Hausdorff and Fourier dimension doesn’t always
happen. Still, for “chaotic sets”, we expect equality to happen: in this case, we call E a Salem Set.
In particular, we expect sets with positive Fourier dimension to be quite common.

The easiest way to find Salem sets (or sets with positive Fourier dimension) is to construct sets
via random processes. In fact, Salem [Sa51] constructed the first Salem sets as random Cantor
sets, thus proving the existence of a Salem set of Hausdorff dimension s in R for any s € [0, 1].
Then, Kahane showed that Salem sets can be found by considering the image of some sets under
random stochastic processes, such as the Brownian motion (see, for example, [Ka66a], [Ka66b] and
[Ka85]), thus constructing (random) Salem sets of any given Hausdorff dimension. The random
setting is still widely studied in our days: authors in this topic include Bluhm [Bl196], Ekstrom
[Ek16], Laba and Pramanik [LP09], Chen and Seeger [CS17], Shmerkin and Suomala [SS18], Fraser
and Sahlsten [FS18]...
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One of the first deterministic set with positive Fourier dimension was discovered by Kaufmann
in 1980 [Ka80] (the construction is related to continued fractions). A year later, Kaufmann [Ka81]
constructed a deterministic example of a (fractal) Salem set in R. The methods found in the first
paper were generalized by Queffelec and Ramare [QRO03], and then by Jordan and Sahlsten [JS16],
producing Fourier decay results for a large family of invariant measures for the Gauss map. The
construction of the deterministic Salem set was generalized in R? in 2017 [Hal7], and then in R?
in 2023 [FH23]: those constructions relies on arithmetic considerations.

For sets of positive Fourier dimension, instead of trying to “construct” deterministic example, we
can try to find “natural” examples, in the sense that these are going to appear as invariant subsets
for some hyperbolic dynamical system. As we saw in the case of the triadic Cantor set, linearity of
the dynamical system and some (difficult to grasp) algebraic conditions on the coefficients seems
to sometimes be an obstruction to the positivity of the Fourier dimension. But if the (linear)
coefficients are taken randomly, then one can expect positivity of the Fourier dimension. On this
subject, one might refer to papers related to the study of Cantor sets coming from linear IF'S, such
as [Er40], [LS19a], [LS19b], [So19], [Br19], [VY20], and [Ra21]. Positivity of the Fourier dimension
for Cantor sets coming from linear IFS is a very subtle question, involving complex number-theoric
considerations. As a matter of example, to the authors knowledge, the following question is open.

Question 1.1.40. Let p € P([—1,1]) be the Bernoulli convolution given as the probability measure
invariant under the IFS {z — iz + 1,2 — Lz — 1} with probabilities {1/2,1/2}. Do we have
dimp(p) >07

In this PhD, we will be only interested in the case where the underlying dynamical system
is nonlinear. In this setting, the desired result (positivity of some Fourier dimension) has more
chance to be true, but the counterpart is that explicit computations are now almost impossible,
and we have to rely on more sophisticated dynamical and analytic tools. An important method for
us, based on a result coming from additive combinatorics (the “sum-product phenomenon”), was
developed in 2017 by Bourgain and Dyatlov [BD17]. The context is the following.

If we fix some Schottky group I' < PSL(2,R), then I' acts naturally on R (using Moebius trans-
formations). One can prove that there exists a Cantor set Ar C R, called a limit set, which is
invariant by I'. On this limit set, there is a family of natural probability measures associated with
the dynamics that are called Patterson-Sullivan measures. Using the “sum-product phenomenon”,
Bourgain and Dyatlov managed to prove power decay for the Fourier transform of those probability
measures. In particular, the limit set Ap C R has positive Fourier dimension. In fact, if we denote
by pu € P(Ar) “the” Patterson-Sullivan measure, they even prove dimp ~2(1) > 0. An essential
feature of I' was the nonlinearity of Moebius transformations.

The method introduced in this paper inspired numerous generalizations, beginning with a pa-
per of Li, Naud and Pan [LNP19] proving power decay for Patterson-Sullivan measures related
to (Zariski dense) Kleinian Schottky groups I' < PSL(2, C). Using the sum-product phenomenon,
they obtain positivity of the Fourier dimension of the associated limit set Ar C C. In fact, as
earlier, denoting by u the Patterson-Sullivan measure in their setting, they prove dimp - (1) > 0.

An important generalization was done by Sahlsten and Steven soon after [SS20]. A central re-
mark is that Patterson-Sullivan measures belong to a general family of well studied measures in the
field of hyperbolic dynamical systems: equilibrium states. The result of Sahlsten and Steven, then,
goes as follow: for one-dimensional and “totally nonlinear” IFS, one can show that any equilib-
rium state exhibit power Fourier decay. In particular, Sahslten and Steven obtain positive Fourier
dimension for a large class of “nonlinear” Cantor sets (in fact, denoting by p some equilibrium
state, they obtain dimp »(x) > 0 under a nonlinearity condition on the underlying expanding
dynamics). This paper uses the method introduced by Bourgain-Dyatlov, and is also inspired by
previous techniques appearing in [JS16]. See also [ARW20] for some related work on nonlinear IFS
and pointwise normality.

Another interesting generalization of this method was done by Li in [Li18] and [Li20], proving

decay results for the Fourier transform of stationary measures with exponential moment for random
walks on split groups. Past the split setting, further results seem difficult to achieve.
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We are finally ready to explain our contributions. This thesis is divided into 6 chapters, the
first being the introduction, where we still have to introduce the Thermodynamical formalism (and
the notion of “equilibrium state”), and where we will also discuss this “sum-product phenomenon”.
Chapters 2 to 6 are each adapted from a paper/preprint of the author.

Chapter 2 is devoted to explaining the method found in [SS20] in a simple context, where the
expanding dynamical system is a perturbation of the doubling map. This chapter contains a new
way to check the “non-concentration hypothesis” that is needed to apply the “sum-product phe-
nomenon”, and is adapted from [Le22].

In Chapter 3, we work in the context of complex dynamics. More specifically, we will give
ourselves a rational map acting on the Riemann sphere, and we will consider its Julia set. Under a
hyperbolicity hypothesis, and supposing that the Julia set isn’t included in a circle, we will prove
positivity of the lower Fourier dimension of some equilibrium states in this context. This chapter
is adapted from [Le21].

In Chapter 4 and 5, we conduct a study of the Fourier dimension of basic sets for hyperbolic
diffeomorphisms. Chapter 4 is adapted from [Le23] and deals with nonlinear, bunched attractors
with codimension one unstable direction. In this chapter, we are only able to prove Fourier decay
for equilibrium states in the unstable direction. Using our previously defined language, we prove
that dlimf:ucz (1) > 0 for some equilibrium states p, under a technical nonconcentration condition
that we study in detail in the next Chapter.

Chapter 5 deals with the case where the dynamics is area-preserving on a surface. We are able
this time to prove positivity of the lower Fourier dimension of equilibrium states in a nonlinear
setting. This was done by adapting ideas from a recent work of Tsujii and Zhang about exponential
mixing of 3-dimensional Anosov flows. Unfortunately, this time, we are not able to prove that the
nonlinearity condition is generic on the dynamics, even though we have good reasons to think so.
This chapter is adapted from some recent work that is not yet online.

Finally, Chapter 6 deals with equilibrium states for the geodesic flow on (convex)-cocompact
hyperbolic surfaces. While positivity of the lower Fourier dimension of the non-wandering set for
the geodesic flow can be seen as a corollary of [BD17], we prove positivity of the lower Fourier
dimension of many equilibrium states, which is new. To do so, we prove that the Patterson-Sullivan
densities (that generalizes the one found in [BD17] and [LNP19]) can be seen as stationary mea-
sures with exponential moment for good random walks (under a reasonable regularity condition
on the measure). This allows us to conclude, using the previously mentionned work of Li [Li20].
This chapter is adapted from [Le23b].

Before heading into a discussion regarding the Thermodynamical formalism, let us quickly
discuss some potential applications of Fourier decay for fractal measures.

1.1.7 Consequences of positivity for the Fourier dimension

Establishing Fourier decay for measures supported on fractal sets have several corollaries. Let us
quickly mention a couple of them.

e A first application of Fourier decay is related to the old question of findings “sets of unique-
ness”. We say that a subset F C R is a set of multiplicity if there exists a sequence (¢p)nez
such that the following holds:

(Vm ¢ L, Z el — O) and (El:z: ek, Z cpe?m T Ly O).
N —o00 N—o00

In|<N In|<N
We say that E is a set of uniqueness if it is not a set of multiplicity. The question of
understanding such sets is of fundamental importance in the general theory of Fourier series.
It is known (see [KS64], Chapter 5) that if a compact set E C R admits a probability measure
u € P(E) satisfying i(§)—0 when || — oo, then E is a set of multiplicity. In particular, the
nonlinear Cantor sets found in the work of Sahlsten and Steven [SS20] are sets of multiplicity.
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It is interesting to notice that the triadic Cantor set is known to be a set of uniqueness. In
fact, for a “linear” Cantor set with constant zoom ratio £ € (0,1/2), it is known that the
property of uniqueness or multiplicity is linked to the arithmetic properties of & (see, for
example, [Sad3] or [K92]).

e One of the main motivations for the work of Bourgain and Dyatlov [BD17] was to prove a
“Fractal Uncertainty Principle” (FUP) using Fourier decay properties. Let us precise what we
mean. Consider a (fractal) set E C R? equipped with some probability measure p € P(E).
We say that (E,u) satisfies (FUP) if the family of linear operators B(h) : L*(E,u) —
L?(E, i), with h € (0,1), defined by

Bu(€) = [ ¢/ ula)du(a)
E
satisfies the bound

| B(h)||2(B,p)—r2 (B0 < Ch*

for some C,e > 0. In low dimensions, it appears (see, for example, [BD17] and [BS23])
that positivity of the Fourier dimension for u is enough to prove such results. These kind
of estimates can be useful to obtain essential spectral gaps for some manifolds with negative
curvature, see [DZ16].

e Another application of power Fourier decay for a probability measure p € P(E) is for the

restriction problem (see [Mal5]). The question is the following: we know that the classical
Fourier transform can be seen, for example, as an operator L'(RY) — C%,(R?), or as an
operator L?(R?) — L2(R%). In particular, notice how we can meaningfully restrict ]?to a
point if f € L', but how we can’t do the same for a typical f € L?. The restriction problem,
then, goes as follow: being given a fractal E and some function f € L?, p € (1,2), can we
meaningfully restrict fto E ? If dimp(E) > 0, it appear that the answer is yes, if p is close
enough to one. Let us precise what we mean.
Suppose that p € P(FE) is such that dimp(p) > 0. Then i € L9 for ¢ > ¢o large enough.
Let p:= (1 —(2¢)7')"! > 1, and let p’ > 1 be such that p~* + (p’)~! = 1. Now, for any
f :R? = C in the Schwartz class, we can write, using Parseval’s formula, Holder’s inequality
and Young’s inequality:

£ 72 = (Fo f xS I flleewallf * Bll L rey < IFIZ0 ey lIFEll Loy

In particular, we see that we can meaningfully define a (bounded) restriction operator for
the Fourier transform Fp : LP(RY) — L2(E, p) if 1 < p < po(p) is small enough. One can
try to find the best pg that satisfies this property: on this topic, see [LW16].

The link between positivity of Fourier dimension and arithmetic properties of a set probably have
various other corollaries. But now, let us turn into the next part of this introduction: we will discuss
the Thermodynamical formalism, which will allow us to construct some well behaved measures in
a dynamical context.

1.2 The Thermodynamical formalism

1.2.1 Equilibrium states on shift spaces

In this subsection, we recall various results on the measures that will mostly interest us in our
thesis: equilibrium states. To keep this introduction concise, we will only discuss the construction
in the context of shifts spaces. Let us first briefly recall why this is an interesting setting.

Remark 1.2.1. Consider the dynamical system (C,T), where C' := {377 2,3~ ("1 | (g,),, €
{0,1}N}, and where T'(z) := 3z mod 1. Modulo a finite number of points, we easily check that
this dynamical system is isomorphic to the one-sided shift (X*,0), where ¥+ := {0,1}N and
01 (en)n>0 € B4 — (Ent1)n>0 € BT. The “Cantor law” on the triadic Cantor set C' identifies to
a Bernouilli measure on XV.

This kind of isomorphisms is very common in hyperbolic dynamical systems. Let us mention,
without proof (precise statements will be recalled in due time), the following idea:
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e Expanding dynamical systems are often isomorphic to one-sided subshifts of finite type.
e Hyperbolic diffeomorphisms are often isomorphic to (two-sided) subshifts of finite type.

e Hyperbolic flows are often isomorphic to suspensions flows over (two-sided) subshifts of finite
type.

Now that we motivated the study of those objects, let us define correctly what they are. Sus-
pension flows will be discussed in the next subsection: we begin by discussing one and two sided
shifts. Good references for this part are the notes of Bowen [Bo75], Bowen-Ruelle [BR75] and the
book of Parry and Pollicott [PP90]. A good introduction to the Thermodynamical formalism can
also be found in [Zi96].

Definition 1.2.2. Let d > 2 and let A = {1,2,...,d} be a finite set of cardinal d, call it an alphabet.
Let M be a d x d-matrix with zeroes and ones. Define:

St ={a = (an)ns0 € AN |V >0, My,a,,, =1}

and
Y= {a = (an)nez € A* |Vn € Z, My,q,,, = 1}.

If M doesn’t have any vanishing coefficient, then ¥,; and EL are called full shifts (on the finite
alphabet A). In general, ¥, and wa are called subshifts of finite type.

These sets are naturally seen as compact metric spaces, as a closed subset of a countable product
of finite sets. One can choose the concrete distance d(a, b) := exp(— min{|n|, a, # b,}). On these
spaces, define the one-sided (resp. two-sided) shift o : (an)n>0 € 5, — (ant1)n>0 € X5, (resp.
0 (an)nez € Epp — (an+1)nez € Xar). This defines a Lipschitz dynamical system. Notice that
o is invertible on X, but isn’t on E]JC[. Finally, notice that there is a natural Lipschitz projection
TN — Z]TJ that commutes with the dynamics.

Let us now recall basic facts about an important family of invariant measures for theses dy-
namical systems: equilibrium states. In the next Theorem, we will denote by C%(X,, X) the
set of a-Holder regular functions from ¥j; to some metric space X. Let us also recall that o
is said to be topologically mixing if, for any open sets U,V C X, there exists N such that:
Yn > N,c™(U)NV #0.

Theorem 1.2.3 (Variational principle). Suppose that the two-sided shift (Xar,0) is topologically
mizing. Denote by P,(Xar) the set of all o-invariants probability measures p on Xpr. For such
a measure, denote by h, (o) the measure-theoretic entropy of o. Finally, choose a Hélder regular
function ¢ € C*(Xp,R), we call it a potential. We define the pressure of ¢ as:

P(¢):= sup (h,t(a) +/ ¢ du) :
MG’PG(EN[) XM
Then, there exists a unique measure fiy € Py(Xnr) such that
P(¢) = hu, (o) + | ¢ dpug.
XM
This measure is called the equilibrium state associated to ¢.

Remark 1.2.4. Notice that, if ¢ is a constant function, then P(¢) = P(0) + ¢. The quantity
P(0) =: h(o) is called the topological entropy of the shift o. The associated equilibrium state is
then a measure fi,,,q; such that

h(U) = sup hl"(o—) = h.um,am (O—)'
HEP: (Znr)

This is the measure of mazimal entropy.

Remark 1.2.5. Let ¢1, ¢2 € C*(X s, R) be such that there exists a map 6 € C%(X,,R) satisfying
@1 = Pa+0oc—0. We say that ¢1 and ¢o are cohomologous. We then see easily that P(¢1) = P(¢2),
and uniqueness of equilibrium states then ensure that pg, = pe,.
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Remark 1.2.6. Notice that any function ¢ € C“(E?\}I,R) can be seen as a function ¥, — R
satisfying ¢ (a) = ¢(b) when (ap)n>0 = (bn)n>0 (identifying 1 with ¢ o 7). Then, being given a
potential ¢ € C*(X,R), one can always find a potential ¢ € C# (X1, R) that is cohomologous to
¢ (for some 0 < 8 < ). It follows that any equilibrium state can be seen as an equilibrium state
associated to a potential in C*(X1,,R). Furthermore, since adding to the potential a constant
map doesn’t modify the equilibrium state, one can also ask for this potential ¢ to have vanishing
pressure: P(y) = 0.

Now, to understand the structure of those measures, we will introduce the notion of transfer
operators. These are objects that will allows us to understand the autosimilarity properties of
equilibrium states.

Definition 1.2.7 (Transfer operators). Let ¢ € C%(X},,C). The associated transfer operator L, :
C%(2},,C) — C*(X},,C) is defined by the following formula:

Vo € B1,, Loh(z) = Z e?Wh(y).
y€o 1 (x)

For any a € A and x € EL, denote a — x if M,,, = 1. Then, we get the following equivalent
formula:

Vo € X1, Loh(z) = Z e? @) h(az),

a—x

where az is the only element of ¥}, satisfying (az)o = a, and o(az) = x.

Remark 1.2.8. Iterating L4 yields the following formula:

Ve Xy, Lih(z)= > eTWh(y),

yEo~"(x)
where

n—1
Sntp =) pod
k=0

is a Birkhoff sum. If we denote by ¥7,(n) the set of words a € A" such that Mg,q,,, = 1 for all

k, and if we denote a — = when M, ., = 1 for z € ¥}, then this formula can be rewritten as:

Vo e X, Lih(z) = Z eSn?@0)p(ay),

acxl (n)
a—x

where az € EL is the concatenation of a and =z.

Theorem 1.2.9 (Perron-Frobenius-Ruelle). Suppose that (X3,,0) is topologically mizing. Let ¢ €
C%(2},,R) be such that P(¢) = 0. Then, there exists a unique map h € C*(X};, R%), and a unique
measure v € P(S41,), with [ hdv =1, such that

Loh =h and Liv = v.

In this case, there exists C > 0 and p € (0,1) such that, for all f € C“(EXI, C),

lcnf - h~/f hdvllee < C|lf|

Ca pn

Moreover, the measure h - dv is the pushforward by 7w : ¥y — EL of the equilibrium state given by
¢. Formally: hdv = Ty ligor-

Remark 1.2.10. The expression £ = v means that, for all continuous map f : Y1, — R, one has

/£¢fd1/:/fdu.

26



Remark 1.2.11. Replacing ¢ by ¥ := ¢ — Inh o 0 + Inh yields the same equilibrium state. The
resulting potential 1 gives a transfer operator with eigenfunction 1. In fact, being given an equi-
librium state p, one can always find a potential ¢ € C“(ZL, R_) such that P(¢)) = 0, such that
L1 =1, and such that £, = p. Such a potential is called normalized. If the dynamics (Zpr,0)
is topologically mixing, then any normalized potential is “eventually negative”, in the sense that
there exists N > 1 such that Syg = Z;V:_Ol pook <.

Remark 1.2.12. Let p be an equilibrium state given by some normalized potential ¢ € C' Q(Ej\'/[, R_).
Let fi1, fo: EX{ — C be Holder maps. Then:

[ oot pin= [ 5 cy)an

In particular, Perron-Frobenius-Ruelle Theorem ensure that (EL, o, 1) is exponentially mizing, in
the sense that:

Cot

‘/fl oo™ fadpi — /fldu/fzdu’ < Cllfi|

In fact, (X, 0, 1) is also exponentially mixing. (In particular, it is ergodic, that is, any measurable
function f : Zj\% — C that is o-invariant is essentially constant.)

falloap™.

Ergodicity /mixing of the shift with respect to equilibrium states allows one to expect statistical
results that are typical in chaotic dynamical system, such as

1 n—1
fooakz/fdu.
n
k=0
More precisely, one has the following large deviation result [Yo90], [Ki90]:

Theorem 1.2.13. Let (Xp,0,u) be a topologically mizing subshift of finite type, where p is an
equilibrium state associated to some Hélder potential ¢. Let f € C*(Xpr,C). Then, for any e > 0,
there exists C,0 > 0 such that:

Vn > 1, u(mEZM,

n—1
o> fect@) - [ fan
k=0

For a proof in the context of Julia sets, see Section 3.7. We conclude this section by recalling
useful statistical estimates on equilibrium states, called Gibbs estimates, and a corollary.

> 5) < Ce ™,

Theorem 1.2.14 (Gibbs estimates). Let u be an equilibrium state associated to some Holder potential
¢. For any word a = ag .. .a,, define the cylinder C(a) := {x = (x)rez|To = ag,...Tn = an} C
Yy There exists C' > 1 such that:

C™ exp(Spé(za) = nP(9)) < p(Ca) < Cexp(Sne(ra) — nP(9)),
where x4 € Cy is any point in our cylinder, and where S, ¢ := Zz;é ¢ oo is a Birkhoff sum.

Remark 1.2.15 (Regularity estimates in shift space). Let p be an equilibrium state associated
to some normalized potential ¢. Since ¢ is eventually negative on a compact set, there exists
0 < dpeg < Dreg and N > 1 such that —D,cqg < Sny@ < —6rcq. It follows from Gibbs estimates
that there exists C' > 1 such that, for all a =aq ... ay:

CtemPran/Y < p(Cla)) < Cereon/Y,

1.2.2 Suspension flows and Dolgopyat’s estimates

We discussed a model for expanding maps and hyperbolic diffeomorphisms: now we discuss a useful
model for flows. The idea is the following: consider a flow in a 3 dimensional and compact manifold
(say, a solid torus, for example, turning around in circle). By considering a well chosen surface
(say, a disk transverse to this flow), one can try to understand the dynamics by understanding
the first return time and the first return map associated to this surface. This suggest the abstract
notion of suspension flow.
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Definition 1.2.16 (Suspension flows over (two-sided) shifts). Let (X7, 0) be a (two-sided) subshift
of finite type, as before. Let 7 : ¥y — R} be a Hélder continuous roof function. First, define the
quotient space

ST = {(x,t) €y xRy te [O,T(x)]}/{(l‘,T(m)) ~ (U(J;),O)}.

On this set, we define the associated suspension flow by letting x invariant and moving in the
vertical “time” direction, jumping to o(z) when necessary. More precisely, for (x,t) € X x Ry,
define n(z,t) as the only integer such that

{t}e =t = Sp@nT(x) €10, (o@D (2))].
The suspension flow (for positive times) can then be expressed as:
vt 20, ot((w,5)) = (6" (@), {t + s}a).-
We have a Thermodynamical formalism and a variational principle in this context.

Theorem 1.2.17 (Variational principle). Let (Xy,0) be a topologically mixing subshift of finite type.
Let 7 : ¥pr — R% be a Hélder roof function. Denote by (X3,,0-) the associated suspension flow.
Finally, let ® : X7, — R be a Hélder reqular potential. We define its pressure as

P(®):= sup (hm(ai) +/2 @dm),

mep”r (E;\-J) }—\4
where P,_(X7,) is the set of probability measures on X7, that are invariant by the suspension
flow (cL)ier. Then, there exists a unique measure me € P, (X7,), called the equilibrium state
associated to ®, such that
P(®) :hm¢(ai)+/ Pdmae.
b

T
M

Furthermore, if we define ¢(x) := fOT(z) D(x,t)dt, then me is linked to the equilibrium state on the
shift space py € Py(Ear) in the following way:

1 7(x)
Vfec'(x3,, ), fdm ::7/ / flz, t)dt dug(x).
S50 [ game = e | [ sttt das(o)

In other words, “locally”, ma = co - j1y ® dt for some constant cy.

While it is easy to see that the suspension flow (X7, 0, me) is ergodic in this context, mixing
is not always true. For example, if 7 is a constant roof function, the suspension flow isn’t mixing.
Let us dive a bit deeper into the kind of conditions that allows one to prove mixing properties in
this context.

Definition 1.2.18. Let (X7,,0,,mq) be a suspension flow over a topologically mixing subshift
of finite type, equipped with some equilibrium state. Let A,B : 7, — C be Holder regular
“observables”. The associated correlation function is:

p(t) == Aoocl - Bdmg — Aqu>/ Bdmg.
E S 2y
To study the decay properties of p, a common idea is to study the regularity properties of its
Fourier transform instead. Since p € L*(R), its Fourier transfrom p always exists, at least in the
sense of distributions. A Paley-Weiener type of results then allows us to prove decay of correla-
tions if we understand the smoothness properties of p. For example, to get exponential mixing, we
expect p to extend analytically on a strip {£ € C , [Im(&)| < e}.

Let us follow Pollicot [Po85] and compute p, at least formally. Suppose, for simplicity, that
J Adme = [ Bdme = 0 and suppose also, for further simplification, that (A(z,t), B(z,t),7(z)) =
(A(y,t), B(y,t),7(y)) as soon as (x;)i>0 = (¥:)i>0. Say that we are only interested in what is
happening for positive times, and so let p = 0 for negative times. We then have:
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pe) = / e 2imie / Aool - Bdmg - dt
0 P

7(x) 0o )
= co/ / B(z, 8)/ A(o™@s 0 Lt 4+ s},)e 2™t ds dug(x).
Ep J0 0

We compute the integral involving A:

(o] o0
/ A(o™@5 0 Lt 4+ s}, )e 2t = Z/ A(o™@= 0 Lt 4 s}, )e 2l gy
0 teRL ,n(x,t+s)=n}

T(x)—s ) ©  S,iiT(x)—s '
:/ A(l'?t-l-s)e_%ﬂftdt—‘rZ/ A(U"x,t—l—s—SnT(a:))e_2”5tdt
0

n—1Sn7(x)—s
T(o™ w)) )
_ 7/ Az, u)e —2imé(u— s)dquZ/ z)’u)672m£(u75+3n7—(x))du
0 n=0

= (analytic) + ZA (z), &) (s=SnT (@)
n=0
where we defined A(z, ) : = [, (=) Az, u)e~ 2 dy, Define similarly B : $j; x R — C. Notice that
A7 B are analytic in £. Injecting this in the expression of p yields:

p(€) = (analytic) + ¢ / (z,s) Z/T )2 =Snm(@) ds dpy(x)
XM n=0

— (analytic) + 0> [ Bla.—€)A0" 2 e HE dpy(o)
n=072M

Now, since 121\(, ) and E(, €)e~ 25T can be seen as functions ZL — C, we can make a transfer
operator appear. Let ¢ be a normalized potential cohomologous to ¢ — P(¢$). Then:

p(€) = (analytic) —i—coZ/

PV

A, )2 (B, €)™ ) (@) dpiy ()

= (analytic) + ¢ Z Az, €) L™ 3 gimer (B( —§))(x) dpe(z).
n=0"2M
This will be our final expression. We see that everything boils down to understanding a family of
“twisted transfer operator” Lz, .. : C%(Xn,C) — C%(Xp,C), defined as

L e h(x) = Z ePWTETW R (y)).

y€o~1(x)
Every term in the sum appearing in the expression of p yields an analytic function: to ensure that
p is analytic itself, it follows that one, at least, has to check convergence of this series. As we saw
before, this can not always be true, for example if 7 is a constant map. Notice that, if this series
converges, we can then write (at least formally again)

PO = (analytie) +o [ A& (1= L5 010e,) (BE=9)) o

Yy

For small £ € R, analyticity of this expression comes from the fact that, as seen in the previous
subsection, £; contracts exponentially quickly functions with zero mean, such as B( ¢). This
property should be true for £; by a perturbation argument. For large ¢ € R, a more sophiti-
cated argument is needed.

P+igT

Under some “nonconstantness” condition (called, in our symbolic setting, “strong non-integrability”)
for 7, Dolgopyat proved the following estimates (first in a geometrical setting in [Do98], and then
in our symbolic setting in [Do00]).
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Theorem 1.2.19. [Do00] Under a “strong non-integrability condition” on T : ZX/[ — R%, for any
a > 0, there exists C,p > 1 and p € (0,1) such that, for any & € C with |Re(§)| > C, |[Im(£)] < C~1,
we have:

Vh e C%(Sa1,C). €2, e hlloe < CLImEP P e,

These estimates are enough to obtain exponential mixing for the suspension flow (X7, 0-, ma).
Such results were quickly generalized, for different kind of dynamical systems, and under different
names for the “nonconstantness” condition made on 7: “Strong non-integrability” [Do00], “Uniform
Non-Integrability” (UNI) ([Ch98], [Do98], [AGY06], [BV05], [TZ20], [DV21]), “Non-Local integra-
bility” (NLI) [Na05] (to only quote a few)... These estimates are useful to prove exponential mixing
in the context of hyperbolic flows, but can also be used to prove counting results about periodic
orbits, for example.

In some contexts, classical Dolgopyat’s estimates are not enough, and one can be interested in
adding supplementary “twist parameters” in the phase (this is a natural thing to do when studying
group extensions of hyperbolic dynamical systems, as in [Do02]). As an exemple, let us cite this
Dolgopyat-type estimate, taken from [OW17], used to prove equidistribution result for holonomies
of closed orbits under an expanding, conformal dynamical system on hyperbolic Julia sets in the
complex plane:

Theorem 1.2.20 ([OW17]). Let f : C — C be a rational map of degree d > 2, and suppose that f
s mot conjugated to a monomial under a Moebius transformation. Suppose that its Julia set J is
included in C, and that f is expanding on J. Let U D J be a small enough open neighborhood of J.
Let § > 0 be such that ¢ :== —d1In|f'| € C*(U,R) is a normalized potential. For £ € R andl € Z,
consider the following twisted transfer operator L, s, : C*(U,C) — CY(U,C), defined as

f'(y)
| (y)]

Logih@) = Y eWIF @) (F0 ) by,

yef~(x)

Then, there exists C,p > 1 and p € (0,1) such that, for any (£,1) € R x Z with || + |I| > C, we
have:
Vh e CY(U,C), 1L ¢ ihlloo < CE[+ )70 1Ml cr (v,c)-

For a sketch of proof, see Section 3.8. These kind of estimates will be very useful for us in
the main part of our thesis: indeed, it appears that, using the “sum-product phenomenon”, one
is sometimes able to reduce the problem of proving Fourier decay for equilibrium states into a
problem in the spirit of exponential mixing for some suspension flow. This will be made precise
later in the text: for now, let us discuss what this “sum-product phenomenon” is about.

1.3 Additive combinatorics: the sum-product phenomenon

1.3.1 Additive combinatorics in F,

When dealing with oscillatory integrals involving smooth measures, we have at our disposal all of
the usual harmonic analysis tools to help us derive asymptotics. For example, let us recall the well
known Van Der Corput Lemma.

Lemma 1.3.1 (Van Der Corput). Let v : [0,1] — R be C**1 and suppose that its k-th derivative
»*¥) doesn’t vanish. Then, there exists C > 1 such that

1
Vé € R, ’/ V@ gy < eV
0

There is an important intuitive remark to be made here. The condition on the derivative on
1 can be thought of as a “non-concentration hypothesis” on the phase. Indeed, if v is constant
on some small open set, then the lemma doesn’t applies. Still, the phase might concentrate a bit,
like a monomial x* at zero. The more the phase concentrate, the greater one has to choose k,
and so the less decay rate we get (1/k, here). More generally, if we replace dx by any smooth
measure dyu(z) = p(x)dz, the same decay rate holds. Of course, in our context, y is going to be an
equilibrium state supported in a fractal set, and so this kind of results (that relies on integration
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by parts) are not available.

The goal of this section is to introduce what will be our replacement tool: the sum-product
phenomenon. Let us give a rough sketch of the idea behind it. A good introduction can be found
in Green’s notes [Gr09]. Say that we want to control the modulus of a sum of exponentials of the

form
1 n
Ly
n
k=0

where £ € R and n > 0 are fixed, and where X}, € R are some phases. If all the phases take the
same values in R/27Z, then this sum has modulus one, but in a generic setting one has no chance
for this to happen. In fact, if we choose our phases randomly, we can expect this sum to be less
than one (the gap from one also depending on our choice of n and £.) So, to produce theorems
that gives us control over such sums, a good way to start would be to search for places where
deterministic “pseudorandomness” occurs. This is where the sum-product phenomenon appears.

Let us discuss quickly about additive combinatorics: the field that studies the “additive struc-
ture of sets”. Let R be a finite ring, and let A C R. One can measure the “additive structure” of
A by considering the set A+ A := {a +b|a,b € A}, and by computing its cardinal. If A C R is an
additive subgroup of R, then A+ A = A has cardinal |A|. But if we choose A randomly, we expect
|A + A| to have cardinal ~ |A|?/2. Similarly, one can quantify the “multiplicative structure” of A
by considering the set A- A := {ab| a,b € A}. If A C R is a multiplicative subgroup of R*, then
A- A= A has cardinal |A]. If A is taken randomly, we expect to find |4 - A| ~ |A]?/2.

More generally, one can study how the additive/multiplicative structure of two different sets
A, B C R behave with each others. A way to do so would be, for example for the additive struc-
ture, to consider the cardinal |A — B|. If A is an additive subgroup of R, and if B = by + A is a
translation of A, then |A — B| = |A|'/?|B|'/2. In this case, A and B have additive structure, and
moreover, they are compatible. If A and B don’t have a compatible additive structure, we expect
something like |A — B| ~ |A||B].

Let us fix ideas by taking p a large prime number, and choosing R := F,, the finite field
of cardinal p. The “sum-product phenomenon” (in F,) is the idea that multiplicative structure
and additive structure can not coexist simultaneously, except if A have very small or very large
cardinal. In other words, the sum-product phenomenon (in F,) is a quantitave statement about
the non-existence of proper subrings of F,. Since a baby version of this statement can be proved
easily, we will follow Green and prove a result of this kind to help the reader get an intuition
behind this. The next lemma states that the action F; ~ F,, destroys any additive structure, and
replaces it by “additive chaos”.

Lemma 1.3.2. Let A C F). There exists £ € F) such that
1 . 9
4 - €4 > 2 min(l AP, p).
Proof. Define the additive energy of two nonempty sets A, B C F,, by the formula:

wy (A, B) := |A|732|B|73/2#{ (a1, ag, b1, by) € A% x B2, a; — by = ag — by}

If the additive energy is small, then A, B don’t have a compatible additive structure. Indeed,
denoting J, , a Kronecker symbol, and using Cauchy-Schwarz inequality:

1
w+(A,B)=W Z Oay—by,az—bs

at,az,b1,b2

1
B W Z Z 1{m}(a1 - bl)l{m}(GZ — bg)
T€A—DB ai,a2,b1,b2

1 2
~ JAPR|BJ3 Z (Zl{x}(a—b)>

r€eA—B a,b
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1 2 |A|1/2‘B‘1/2
1 - =0 =
= TAPR|BPR A= B|< 6;32 =@ b) |A— B

Now, let us compute the expected value of the additive energy between A and {A, for £ € F)
chosen uniformly randomly. We find:

1
— Z w(A,€A) = W#{(ahaz,asva%f) € A* X F, a1+ asf = as + as€}
P geFX
_ 1 X _ .
= m aha;a:sm #{¢ € F,, (a1 —a3) = &(ag — az)}
1
N (p - 1)|A|3 <a2—;4—0(p - 1) i az—;z;zoo i ag%#oo i az%?ﬂ)l)
a1—a3z=0 a1—az#0 a1—az=0 a1 —az#0
1 (14] - 1)?
=— (JAP(p—1) + |A]*(|A] — 1)? + ——— < 2max(1/|A|, |A|/p).
o (AP =D+ 14041 - 02) = o A (1/1A1, 14]/p)

In particular, there exists at least one { € F,S such that wy (A,§A) < 2max(1/|A], |A]/p), and so,
for this &:
|A— €A > |Al/2min(|A, p/|Al) = min(|A[*/2,p/2).

O

Additive combinatorics can be used to prove subtler versions of this sum-product phenomenon.
Let us cite a celebrated example of such results: a proof can be found in Green’s notes [Gr09]. This
Theorem state that additive and multiplicative structure can not coexist (at intermediate scales
between 0 and p).

Theorem 1.3.3 (Bourgain-Katz-Tao). Let § > 0. There exists 6’ > 0 and ¢ > 0 such that the
following holds. For any prime p, for any A C F, such that p® < |A| < p'~?, we have

max (|A + A|,|A- A]) > ¢|A|'+

A nice corollary of the methods from additive combinatorics is the following result, taken
again from [Gr09]. This is a control for sums of exponentials where the phase has multiplicative
structure. Intuitively, this have a chance to work because the exponential is a morphism that
sees additive structure in its argument. So multiplicative structure in the phase is perceived as
pseudorandomness, giving cancellations in the sum.

Theorem 1.3.4 (Bourgain-Gilibichuk-Konyagin). Suppose that H C F, is a multiplicative subgroup
of size at least p°, where 6 > 0 and where p is a large enough prime. Then, uniformly in & € Fos

we have
Z teTrlf/p

xeH

<Cp?

IH |
where C, 6" > 0 depends only on §.

Let us give a more formal idea of the proof. For some set A C F;, and all a € (0,1), define

2inxé/p

Spec,, (4) := {5 cF),

2a|A|}.

r€A

If A = H is a multiplicative subgroup of F,, it is clear that Spec,(H) has some multiplicative
structure, since for all h € H, h - Spec,(H) = Spec, (H). But in some sense, Spec,(A) also have a
bit of weak additive structure, and that will force it to be a very large or very small set. Since we
can expect decay “on average” in &, this set will be very small for some « (that will have order of
magnitude p~?). Details can be found in the notes of Green. The additive structure of Spec,, (H)
can be understood as follow. For any ¢ € Spec, (H), let ¢ be a complex number of modulus one

such that 4
|Hlo < ce Z e2im e/
x€H
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By Cauchy-Scwhartz inequality, notice that

1 c
2 ‘ L€ 277mc§/p’
~ I|Spec,, (H)] 2 |H Z

£€Spec,, (H) IGH

— 2imx(§—n)/p
|H|Z|Spec mE 2 e

§,m€Spec,, (H)

1 1 )
< — 2imx(§—n)/p|
< Fpee, P, > | ZH

&,nESpec,, (H)

It follows from this observation that a proportion of at least a?/2 of couples (£,n) € Spec, (H)?

satifies £ — n € Spec,: /2(H ). This key observation can be used to prove Bourgain-Gilibichuk-
Konyagin’s Theorem.

1.3.2 The sum-product phenomenon and fractal measures

The philosophy of the sum-product phenomenon is that multiplicative structure in the phase of
some sum of exponential (or, more generally, of some oscillatory integral) is enough to ensure some
decay properties of the sum (at some scale). From there, a natural idea is to look at multiplicative
convolutions of measures.

Definition 1.3.5. Let A be a normed algebra. Let E, F' C A be compact sets, and let (i, v) € P(E)x
P(F). Define the multiplication operator mult : Ex F' — E-F, where E-F := {zy|(z,y) € ExF}.
The multiplicative convolution of y and v is defined as: p @ v := mult.(p®v) € P(E - F). For
any continuous map f € CY(E - F,C), we have:

[ rawoy //fxydu )u(y).

We are ready to cite what will be our replacement of the Van Der Corput lemma in our fractal
context. The following theorem will ensure decay of oscillatory integrals with enough multiplicative
structure in the phase, at some scale, and under some additional non-concentration hypothesis for
this scale. This first theorem was proved by J. Bourgain in ~ 2010.

Theorem 1.3.6 ([BD17],[Bol0]). For all v > 0, there exist €1,e2 > 0 and k € N such that the
following holds. Let € P([1/2,1]) and let n > 0 be large enough. Assume that:

Ve eR, Yo e[ntn ], u(lx—o,2+0]) <o,
Then:

[u®k ()| = ‘// ATk () L dp(y) | < npTER
1/2,1

Remark 1.3.7. Notice that the sum-product phenomenon does not say that there exists k such that
p®k(n) — 0. What it does say is: if p satisfies some regularity estimates at some scale ~ 1/n,
n—00

then one can control ;9\’“(77) when 1 ~ 9.

Example 1.3.8. Let us do an example. Let h € (0,1), and consider the probability measure
pn € P(1/2,1) as the uniform law on hZN[1/2,1] =: Z(h). For any interval I C R of lenght o > h,
we have a bound:

#( N Z(h))
#7Z(h)

The sum-product phenomenon then gives us two absolute constants, an integer k¥ > 1 and some
€9, such that:

w(I) = < Coh(1 + diam(I)h™") < Cydiam(I).

Vh € (0,1), |ug*(h™")| < Coh™=

There is also a stronger, more technical version of the sum-product phenomenon where we
consider k different measures p1, ..., pr, with a (seemingly) weaker non-concentration condition.
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Corollary 1.3.9 ([BD17]). For ally > 0, there exist €2 > 0 and k € N such that the following holds.
Let Co > 1 and py, ...,k € P([1/2,1]) and let n > 0 large enough. Assume that for all j:

Vo€ n =], (1 @) ({(z,y) €R?| |z —y| < o}) < Coo.

Then, there exists Cy depending only on v, Cy such that:

/[1/2 1]k 62i7r7751?1~u1kd/'l/1 (xl) e d#k(xk) S 0177752.

In concrete applications, it will be interesting for us to allow for slowly growing constants in
front of our estimates. In this spirit, let us prove the following slightly strenghtened version. The
proof is adapted from [SS20], Lemma 4.3.

Corollary 1.3.10. Fiz 0 < v < 1. There exist e1 > 0 and k € N such that the following holds for
n € R with |n| large enough. Let 1 < R < |n|°' and let \1,..., A\ be Borel measures supported on
the interval [R™1, R] with total mass less than R. Assume that each \; satisfies the following non
concentration property:

Vo e [Inl7% 7], A @A ({(@y) €R? o —y[<o}) <o

Then there exists a constant ¢ > 0 depending only on v such that

Proof. Fix 0 <y < 1, and let €5 and k given by the previous corollary. Choose €1 := 2(#2-4-1) Let

1 < R < |n|®t, and let A\q,..., \x be measures that satisfy the hypothesis of Corollary 1.3.10. We
are going to use a dyadic decomposition.

Let m := [logy(R)| + 1. Then \; is supported in the interval [27",2™]. Define, for A a borel
subset of R and for r = —m +1,...,m:

Njr(A) = R7IN (27 (AN[1/2,1))
Those measures are all supported in [1/2,1[, and have total mass A; (R) < 1.
Moreover, a non concentration property is satisfied by each A;,. If we fix some ri,...,7;

between —m+1 and m and define ,, _,, := 277"k, then 9., | > (2R)7F|n| > 27k |p|t=Fer >
1 if n is large enough. Let o € [Ny, el ™ [0y m | 752]. Then

Nw ® N ({() €RZ, 2 —y| < o)) = / Mol — 0,2+ 0])dA; 0 (2)

< R /R N (27 — 270,270 + 270]) d\y (272)

=R\ 0N ({(z.y) €R?, o —y| < 270})

Since 270 € [2 1y oo |7 27y |752] € [@R)TFD =Y 2R | =2 < [0l 73, Il ] i
[n| is large enough, we can use the non-concentration hypothesis assumed for each A; to get:

Ajr @ Ajr ({(m,y) € R?, |z —y| < a}) < R7%2"0) <o".

Hence, by the previous proposition, there exists a constant C; depending only on 7 such that

'/exp(inn.__rkzl oo 28)dM e (1) - Ay (28)

S Cl‘nrl...rk ‘762-

Finally, since

NA =R Y Aea)

r=—m-+1
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we get that:
‘/ exp(inzy ...zk)dA1 (1) ... d g (zk)

< > R

T1,...Tk

:ZRk

T1,.Tk

< CL(2m)* RE |, | 752 < 4ROy mP R || 752

/ exp(inzy ... 2k)dA,r, (277 21) - dA g, (27 25)

/exp(inrl._rkzl oo 28)dM e (21) - Ay (28)

Since m < logy(R) + 1, and since k depends only on ~, there exists a constant ¢ that depends only
on « such that 4*CymFR?* < cR?***! for any R > 1. Finally, cR?**1|n|=52 < || ==, O

As we saw earlier, these theorems are useful even when the measures are sums of dirac masses.
Let us precise the statement that we get in this particular context.

Corollary 1.3.11. Fiz 0 < v < 1. There exist k € N*, ¢ > 0 and €1 > 0 depending only on v such
that the following holds for n € R with |n| large enough. Let 1 < R < |n|** , N > 1 and Z1,..., 2
be finite sets such that #2Z; < RN. Consider some maps (5 : Z; = R, j =1,...,k, such that, for
all j:

(i(2j) C [R7H R]

and
Vo e [ln|72, nl=],  #{b,c € 27, |(;(b) = ¢;(c)| <o} < N?07.

Then

Nk Z exp (inC1(b1) ... Ce(bx))| < cn|~=*.
bi€Z,....bEZy

Proof. Define our measures as sums of dirac mass:
1
)\j = N Z 5<j(b)'
beZz;
We see that A; is supported in [R™!, R]. The total mass is bounded by
Ai(R) < N_l#Zj <R.

Then, if o € [|n|~2, |n|~°*], we have, for any a € R:

1
A @A ({(zy) €R?, |z —y| <o}) = ek {b,ce 2z}, |¢;(b) — ¢i(c)| <o} < 0.
Hence, the previous theorem applies directly, and gives us the desired result. O

We have no reason to expect the sum-product phenomenon to hold only for measures supported
on R. In fact, more general versions of these theorems holds when we replace R by other algebras.
Let us state some generalizations: the first one is in the context of complex multiplication, and
was proved by J. Li in [Lil8].

Theorem 1.3.12. Given v > 0, there exist eo € (0,1) and k € N* such that the following holds
forn € C with |n| > 1. Let Cy > 1 and let A\y,..., \ be Borel measures supported on the annulus
{ze€C, Cy' < |2| < Co} with total mass less than Cy. Assume that each \; satisfies the projective
non concentration property, that is,

Vo € [Coln| ™1, Cytn=22], sup A\;j{z € C, |Re(e2) —a| < o} < Cho.
a,0€R
Then there ezists a constant C1 depending only on Cy and 7y such that

’/exp(%ﬂ'Re(nzl e 2k))dA1 (1) - Ak (2)| < Chln| 2.
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The non-concentration hypothesis to check here is stronger than earlier: this is a “projective
non-concentration hypothesis”. As earlier, one can actually suppose that the constants Cj are
slowly growing with n (the same proof follows through, doing a dyadic decomposition with annulus
of the form {z € C, |z| € [2"7%,2"[}). If needed, the complete proof can be found in the author’s
paper [Le21]. As before, by considering measures that are sums of dirac sums, one gets the following
useful corollary:

Corollary 1.3.13. Fiz 0 < v < 1. Then there exist k € N*, ¢ > 0 and €1 > 0 depending only on
v such that the following holds for n € C with |n| large enough. Let 1 < R < |n|** , N > 1 and
21, ..., 2y, be finite sets such that #2; < RN. Consider some maps (; : Z; — C, j =1,...,k, such
that, for all j:

((2))c{zeC, R <[z <R}

and
Vo € [In|72,In|7"],  sup #{b € Z;, |Re(e”(;(b)) —a| <o} < No7.

a,0€R
Then:

N~k > exp (2imRe (n¢1(b1) ... Cr(bg)))| < ¢|n|~=".
b] 6217...,bkezk

Let us mention two further generalizations of these types of theorems in higher dimensional
settings. We won’t use them since we will be working in low dimensional settings, but they might
be useful in harder contexts. In the next Theorem, we think of R? as an algebra with the product
(x);(y;); := (x;y;);. This version is proved in Li’s paper [Lil8].

Theorem 1.3.14. Fiz x> 0. Then there exists € and k € N such that the following holds for any T
large enough. Let \ be a borel probability measure on [1/2,1]¢ C R? such that :

Vpelr™h77),  swp Mz |v-zecla—patpl}<pt
a€R,veSi-1

Then, for all £ € R™ with || € [7/2,7],
‘/exp(Qiﬂf Szt aR))aa (@) . oa@h)| <

The final version takes place in an abstract setting and will probably prove to be useful when
dealing with higher dimensional dynamical systems in the future. It is taken from He and de
Saxcé’s paper [HdS22]. Let us define some notations. If E is a normed simple algebra over R, then
we denote, for W C E and p > 0, W®) := W + B(0, p) the p-neighborhood of W. For a € E,
define det(a) as the determinant of the linear map z € E — ax € E. For p > 0, define the set of
badly invertible elements of F as

Sp(p) :={z € E, |det(x)| < p}.

We are ready to quote our last version of the sum-product phenomenon.

Theorem 1.3.15 ([HdS22]). Let E be a normed simple algebra over R of finite dimension. Given
k > 0, there exists s € N and € > 0 such that for any parameter T € (0,ek) the following hold for
any scale 6 > 0 sufficiently small. Let p be a Borel probability measure on E. Assume that

1. ,u(E\B(O,cS*E)) < o7
2. For everyx € E, u(x + Sg(6°)) < o7

3. For every p > & and every proper affine subspace W C E, u(W) < §=¢p*.
Then, for all £ € E* with ||£]| =671,

15 (€)] < 67

Let us conclude this chapter by stating that the authors of the paper mention (without proof)
that a similar statement should hold for semisimple algebras.
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Chapter 2

On oscillatory integrals with Holder
phases

2.1 About oscillatory integrals

2.1.1 The Van Der Corput Lemma

The goal of this Chapter is to explain our strategy to prove Fourier decay in a simple context. In
this particular setting, this can be formulated as a statement on oscillatory integrals with Holder
“autosimilar” phases. Let us first recall the basics.

About oscillatory integrals, one of the first question that comes to mind is the following: give
some sufficient conditions on the phase function ¥ so that the associated integral exhibit power
decay, in the sense that there exists § > 0 such that for all large |£|, we have

1
/ () gy
0

The first result of this kind is the useful Van Der Corput lemma, which we recall:

< g

Lemma 2.1.1 (Van Der Corput). Let ¢ : [0,1] — R be a C**! phase (k > 2) such that the k-th
derivative satisfies »®) > 1. Then, there exists Cy, > 0 such that, for all € > 1,

1
/ V(@) gy
0

Essentially, Lemma 2.1.1 states that our oscillatory integral exhibit power decay as soon as our
(smooth) phase satisfies a form of non-concentration hypothesis (the condition on the derivative).
Variants of this lemma (e.g. the non-stationary phase) also relies on non-concentration of the phase,
and on its smoothness. It is surprising to find that, to the author’s knowledge, no deterministic
example of (non-absolutely continuous) Holder maps 1 are known to satisfies this type of result.
Yet, non-smooth maps appear regularly, and one must find a way to deal with them: for example,
in the context of hyperbolic dynamical systems, the stable/unstable foliation is known to be only
Holder regular. Conjugacy between dynamical systems are often only Holder, and invariant sets
(such as Julia sets in the context of conformal dynamics) are often very non-smooth.

< CpeVE,

The goal of this Chapter is to construct deterministic examples of Holder phases satisfying a
Van Der Corput type of estimate, despite not being absolutely continuous. The lack of smoothness
of the phase will be replaced by a form of autosimiliarity, which will play a key role in the proof.

2.1.2 A probabilistic example: the Brownian motion

Before stating our main result, we will discuss some estimates that have been proved in a random
setting by Kahane [Ka85]. Let (X,,)n>0 and (Y5,),>1 be some i.i.d. random variables following a
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normalized Gaussian distribution A (0,1). We define the Brownian motion (or Wiener process) on
[0,1] by the following stochastic process:

W(t) := Xot + ﬁi ﬁ (Xn sin(2mnt) + Y, (1 — cos(27rnt)))7

where convergence takes place almost surely in the L?(0,1) sense. (Indeed, the fact that

E(> .o, exp(X?/4)k2) < oo implies that the series inside is finite a.s., and so X}, = O(vInk).)
It is known that, for any o < 1/2, W defines almost surely a a-Holder map, and for any o > 1/2
is almost surely not a-Holder. ([Ka85], p. 235, Th. 2 p. 236 and Th. 3 p. 241) The following
estimate holds.

Proposition 2.1.2 ([Ka85], p. 255). Almost surely, there exists C > 0 such that for all |£] > 1, we

have .
‘/ eiéW@dt‘ < Clg|7/Ing).
0

This proposition is very inspiring: it suggest that a form of Van Der Corput Lemma should hold
in some generic sense for some genuinely “fractal” phases. More precisely, the lack of regularity of
the Brownian motion is compensated by its statistical autosimilarity ([Ka85], Th. 1 p. 234): it is
known that, for any ¢ > 0, the process

t— e Wi(t/e)

also defines a Brownian motion. Moreover, for any a > 0, the following scaled increments all follow
the same gaussian law:
W(t+a)—WI(t)
Vva
Those properties of the Brownian motion tell us that W (¢) behaves in the same way in every scale,
which allows us to easily “zoom in” in the proofs as £ grows.

~ N(0,1).

It is thus natural for us to search for a deterministic candidate in the realm of “fractal” functions.
In the case of the Brownian motion, the property v/c W (t/c) ~ W (t) can be formally rewritten as
a form of conjugacy: in a sense, W acts like a conjugacy between = — cx and x — +/cz. This may
be a hint for us to consider conjugacies of dynamical systems as good candidates for phases.

2.1.3 Our deterministic setting

Our explicit family of autosimilar phases ¢ : [0,1] — R will be constructed as conjugacies between
the doubling map and some perturbation. We denote by S := R/Z the circle. Define the doubling
map fo : S = S by fo(z) := 2z. To state the main result, we need to recall a useful fact on
perturbations of expanding maps.

Proposition 2.1.3 ([KH95], Th.19.1.2 and Th.18.2.1). Let 0 < o < 1. Then there exists 6 > 0
such that the following holds. Let f : S' — S! be a C'7® §-perturbation of the doubling map
fo:x €S 22 €S, meaning that

Ilf — follorte < 6.

Then, reducing o if necessary, there exists a a-Holder conjugacy v : (S, fo) — (SY, f). In
other words, ¥ : S' — S' is a homeomorphism, Hélder with Holder inverse, and ¥ o fo = f o 1.
Generically, v is not absolutely continuous (meaning that its derivative in the sense of distributions

is not in L*(S)).

The fact that 1 is generically not absolutely continuous stands because any such conjugacy
must be C1* (see [SS85]), which is not allowed if f/(4(0)) # 2, for example. (The derivative
is taken in the sense that f can be identified with an increasing, 1-periodic and C'* function
R — R). We are ready to state our main Theorem.

Theorem 2.1.4. Let fy : S' — St be the doubling map. Let f be a C® §—perturbation of fo. Let
¥ (St fo) — (S, f) be the a-Hélder conjugacy. Then, there exists C > 0 and p > 0 such that:

1
/ V(@) 1y
0
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We can re-write Theorem 2.1.4 in a measure-theoretic form.

Definition 2.1.5. Denote by u := v, (dz) the pushforward of the lebesgue measure by 1, so that

1 1
/ V@) gy = / eifl'd,u(;v)
0 0

is the Fourier transform 7i(¢) of the measure p. This probability measure is f-invariant on S!,
since the Lebesgue measure is fp-invariant on the circle.

Remark 2.1.6. The measure p is known as the measure of mazimal entropy for the dynamical
system (S, f), as it is the push-forward via v of the Lebesgue measure A, which is the measure of
maximal entropy for the doubling map. Indeed, the topological entropy h(fo) of (S, fo) is In2 (see
[BS02] section 2.5) and the measure-theoretic entropy hy(fo) is also In2 (see [BS02], section 9.4,
and Th. 9.5.4).

To prove this result, we separate two cases: one where f satisfies a linearity condition, and one
where f is totally non linear. The total nonlinearity condition (TNL) is defined as follows.

Definition 2.1.7. We say that f satisfies (TNL) if there exists no C! with bounded derivative map
0 :S\{¥(0),9(1/2)} — R and no locally constant map  : S\ {(0),v(1/2)} — R such that, on

S\ {(0),¥(1/2)}, g s
nf ' =0of— =+ K.

Lemma 2.1.8. If f doesn’t satisfies ('NL), then Theorem 2.1.4 holds.

Proof. Suppose that there exists a C! with bounded derivative 6 : S\ {¢(0),%(1/2)} — R and a
locally constant map & : S\ {#(0),%(1/2)} — R such that

Inf'=0o0f—0+k.

on S\ {¥(0),%(1/2)}. Since we are working with the doubling map fy, 1(0) is a fixed point of f
that bounds our two intervals, and this implies that x is constant. Indeed, we see that

In f(4(07)) = O(f(1(07))) = O(x(07)) + £(1(07)) = K(1(07))

and, similarly, In f/(¢(07)) = k(¢ (07)). Hence In f' = 0o f — 0 + k for some constant k. We say
that f is cohomologous to a constant. It is then well known ([PP90], Th 3.6, and [Bal8], Th 2.2)
that p, the measure of maximal entropy for (S, f), is equal to the SRB measure, that is, the only
invariant probability measure that is absolutely continuous with respect to the Lebesgue measure.
Moreover, in our case, the density of the SRB measure is C', which is enough to ensure power
decay for fi. O

The totally nonlinear case directly follows from the work of Sahlsten and Steven [SS20], dealing
with the power decay of the Fourier transform of equilibrium states for one dimensional expanding
maps. The proof is fairly technical in the general case, but can be drastically simplified in our
perturbative case. Let us precise our setting: for any C? and 1-periodic function ® : R — R, we
set, for § > 0 small enough:

2z
fs(x) == 25/ *®M gy
0

where z5 > 0 is a normalization factor chosen so that f5(1/2) = 1. We further make the “non-
constantness” hypothesis that 2®(0) # ®(1/3) + ®(2/3). Notice that In(f{) = In(2z5) + @, and
so fs satisfies (TNL) iff ® is not cohomologous to a locally constant map. We will check later that
this is always true if § is small enough, thanks to our non-constantness hypothesis on ®. The map
fs factors into a perturbation of the doubling map on the circle. Denote the associated conjugacy
Ws. We prove the following.

Theorem 2.1.9. There exists C > 0 and p > 0 such that, if § > 0 is small enough:

1
/ V5 (@) gy
0
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It is worth noticing that our explicit approach allows us to see that, even though the exponent
p depends on @, it doesn’t depends on §: this partly answers, in our particular case, a question
found in [SS20] about the dependence of this exponent on the dynamics.

The plan of this chapter is the following. Section 2.2, 2.3 and 2.4 shows how one can reduce
Theorem 2.1.9 to checking a “nonlinearity estimate” on f for a general C® perturbation of the
doubling map. In section 2.5, we see how one can check those estimates for our perturbation
defined above in an elementary way, inspired from [BD17].

Remark 2.1.10. It was pointed out to me by Frederic Naud that another example of Holder phase
satisfying this “fractal Van der corput lemma” can be easily constructed. Consider the doubling
map, but this time, seen as the map z — 2?2 restricted to the unit circle U C C. If ¢ is a small
enough complex number, then there exists a topological circle J. on which the dynamical system
2z + 22 + ¢ is well defined ([Ly86], section 1.16). The two dynamics are then conjugated by a
quasiconformal mapping v : U — J. (which is Hélder, [FS58]). It follows from the author previous
work [Le21] that there exists € > 0 and C' > 0 such that

Vz € C,

/ 6iRe(21/)(9))d9‘ <C(1+]z])~°.
U

This will be a consequence of Chapter 3, noticing that 1, (df) is the measure of maximal entropy
of z+— 22+ con J..

2.2 Preliminary facts

We choose a C® §-perturbation f of the doubling map fy : z — 2z mod 1, for § small enough.
Denote the Holder conjugacy . First of all, we define some inverse branches for the doubling map.

Definition 2.2.1. Define S’(()O) :=[0,1/2) and S%O) := [1/2,1). This is a partition of [0,1) ~ St
adapted to the doubling map. Define the associated inverse branches by:

A 0,1y — SO 49 01 — 5O
x — x/2 x — (z+1)/2

For any finite word a = a1 ... a, € {0,1}", define

gl® = ¢l0)

a’ ‘= Ya,

g,

The cylinder set associated to the word a is defined by S = g;(lo)(S)7 and the collection
(S, a € {0,1}"} is a partition of SL.

Recall that the Lebesgue measure is invariant by the doubling map. Moreover, for any mea-
surable map h : S' — C, we have the identity

[wters =5 ([ nal? e+ [ o aas)

which gives, by induction:

/Sh(z)das = 2% /sh (géo)(m)> dx.

Now, we use our conjugacy 1 to define similar inverse branches and partitions for f.

ac{0,1}n

Definition 2.2.2. For any finite word a € {0,1}", define
ga =1 o0 gz(io) o !and S, =1 (Si(io)) .

Notice that S, = ga(S), and that g, is a local inverse of f. In particular, it is C on [0, 1).
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By definition of the inverse branches, the associated partition, and the pushforward measure
1, we see that we have the following identity, holding for measurable maps h : S — C:

1
[ i - 2{2} [ raateinto).

In spirit, this identity is a consequence of the autosimilarity of p (which itself is a consequence
of the autosimilarity of ¥, encoded by the fact that it is a conjugacy between expanding maps). It
will allow us to work on small scales with control, as the maps g, “zooms in” while respecting the
structure of .

We define some notations for “orders of magnitude”. If there exists a constant C' > 0 indepen-
dent of n such that a,, < Cb,, then we write a, < b,. If ap, < by < @y, we denote a, ~ b,. If

~

there exist C,a > 0, independent of n and §, such that C~le=*"q, < b, < Ca,e*", then we
denote it by a, ~ b,. (Recall that § measure the C? distance between f and fy). Then:

Lemma 2.2.3. Recall that the perturbation f is supposed to satisfy ||f — follcz S 6. The following
order of magnitude holds, forn > 1 and a € {0,1}:

Go ~ 27" diam(Sa) ~ 27"
Moreover, pi(Sa) =27".
The proof is straightforward, as (f™)" ~ 2" (denoting f™ := fo---o f). The second estimate
is a consequence from the first, using the mean value theorem. The last equality is by definition
of p and S,.

Finally, we prove a nonconcentration estimate for .

Lemma 2.2.4. There exists C,0, > 0 such that:

Ve €S, Vr >0, p(lz—rz+r]) <COre

This can be rewritten as
A{y€es, v(y) € e —rz+r]}) <Cr'e,

where A denotes the Lebesgue measure on the circle, which explains why we can see this estimate
on 4 as a nonconcentration estimate on .

Proof. Fix x € S and r > 0 small enough. We have, for any n > 1:

p(lz—rz+r]) < Z w(Sa) =27" - #{aec{0,1}", SanNjz —rz+r] #0}

ac{0,1}"
SaN[z—r,z+7]#£0

Recall that diam(S,) ~ 27". In particular, there exists C,a > 0 such that diam(S,) >

C27"e~%"  Choosing n(r) := L%J yields diam(S,) > Cr, so that

#{a e {0,1}", SanN[z —r,z+7r] #0} <4C,

and so
p([z—rx+r]) <4C 2770 < O

for some C’ > 0 and for §,(0) := (14 da/In2)~ < 1. Notice that &, approaches one as § gets
smaller. O
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2.3 Reduction to sums of exponentials

We are ready to reduce our Van Der Corput lemma to a “nonlinearity estimate”. The goal of this
section is to approximate the integral by a finite sum of exponential, which will be controlled by a
powerful theorem of Bourgain from additive combinatorics, as soon as those nonlinearity estimates
are checked. In this section, 5 quantities will be at play: &, n, k, g and §. The only two variables
are £ and n, and they are related by a relation of the form n ~ In |£|. The quantities k and & are
constant parameters that will be fixed in section 2.4 while applying Theorem 2.4.1. The parameter
0 will be chosen small before any other constant (depending on ®).

Our goal is to prove a bound of the form

Ve, ()] S 1€

In the next lemma, we will consider a family of words a; € {0,1}", and we will denote their
concatenation A := a...a;, € {0,1}*+*D" Same for words b; € {0,1} and their concatenation
B :=b;...b; € {0,1}*". This section is devoted to the proof of the following reduction.

Lemma 2.3.1. Fiz some g9 > 0 small enough. Define, for j =1,...,k, A =ag...a; € {0,1}*+n
and b € {0,1}" :
Caj(b) =4"gy 1 (2a,) ~ 1

where T = ga(0) € Sa. Then, for |£| large enough, the following holds:

|ZZ(§)|2 S] 67506“’”/4 + 2*(194’1)” Z sup 9—kn Z eiﬁCA,l(bl)mCA,k(bk) ,
Ac{0,1}(k+1)n NE[e=07/2,e2507] Be{0,1}#n

o In |¢]
where n := {(2’““) 1n2750J .

Proof. First of all, using the autosimilarity formula for u, we get for any integer INV:

1 1
/ V@) dy = / e dp(x)
0 0

=2 N Z /eiégC(m)du(I).
ce{o,1}v S

The actual value of g¢ isn’t important to us, the only relevant information for Fourier decay is
its non-concentration. Hence, we are encouraged to use the Cauchy-Schwarz inequality like so:

2

aOPr <2y 3

Ce{0,1}V

SERED SN | e E T

Ce{0,1}N

/S 490 (@) dyy ()

Now, choose N := (2k + 1)n, and set C = agbja; ...a;_1bgag, where a;,;b; € {0,1}™. In a
more compact fashion, we will denote A := apa; ...a, € {0,1}*+)" B :=b;...b; € {0,1}*",
and A x B := C. This gives:

P g2y [ om0 dua)auy).
AB X

Now, we will carefully linearize the phase. Define A#B = agbja; ...a;_1by. Notice that, by
the mean value theorem, for all ,y € [0, 1), there exists z € [0,1) such that

ga+B(T) — gas«B(Y) = QA#B(Z)@ —-7)
where 7 := ga, (z) and § := ga, (y). The main idea is that gjy 45(2) can be written as a product of
k functions, and this will allow us to apply the sum product-phenomenon to conclude (see section
2.4). We need to renormalize appropriately those functions. Define

Caj(b) :=4"g, p(7a,) ~ 1,
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where z, := ga(0) € Sa. The fact that f’ is Lipschitz gives us the following bounds:

2~ (k+Dn Z// (ezf(gm(w)—gA*B<y>74—k"cA,1<b1>...cA,k<bk>@f@>) _ 1) dp(z)du(y)
AB SxS

< [gJ2m@GkHn Z l9aB(z) — gasB(y) —4 " Ca1(b1) ... Can(br)(@ — )|
AB

< ea6n2—(2k+2)n|£|
for some a > 0. This encourages us to relate £ and n so that
|£| ~ 2(2k+2)nefeon

for some €9 > 0 small enough that will be fixed later. This choice allows us to write, if § > 0 is
small enough,

A S em=om/2 4 2~@r+n $° // G @0 Can (01)--Cak(B) gy () ),
AB SxS

so that we may now work on the integral on the right side. Define na (z,y) := £&47%"(Z — 7). The
mean value Theorem gives us bounds of the form

e M@ —y) < Inalz,y)| S €

To conclude, we just need to control the diagonal part of the integral. This is easily done using
Lemma 2.2.4, as follows:

Z // einA(w,y)CA,l(bl)mCA,k(bk)dﬂ(x)d/i(y)’
AB {\I—ylﬁe_(€0/2_”5)"'}

27(2k+1)n

SHep ({(I,y) €SxS, [r—yl < e’(EO/Q*“‘””})
< e—(50/2—o¢6)6,bn < e—soéun/zl.

So that now we may write, denoting by D := {(z,y) € R? , |z — y| < e~ (50/2729)n} the previous
neighborhood of the diagonal:

RO S emon/2 4 m0bun/t 4 9=kt

Z//S . einA(xvy)CA,l(bl)---CA,k(bk)dM(x)du(y)
AB X

S emeobun/t | 9=(@k+DR 3 / /5 eimalraCan(®u-Car®) | dp(a)dpy)

Ae{0,1} ¢kt 7 ISXS\D [ge g 13

56—€0§Mn/4+2—(k+1)n sup 2—kn Z einCA,l(bl)---CA,k(bk) .

ec0m/2 e2e0m]

A€{0,1}(k+1)n Inlel Be{0,1}kn

2.4 The sum-product phenomenon

The conclusion of the proof will be a consequence of a version of the sum-product phenomenon,
which we recall (see Section 1.3.2 for similar statements):
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Theorem 2.4.1 (Sum-product phenomenon). Fiz 0 < v9 < 1. There exist k € N, ¢ > 0 and 1 > 0
depending only on vy such that the following holds for n € R large enough. Let Z be a finite set,
and fix some maps (; : Z =R, j=1,...,k, such that, for all j:

b€ Z, ||/ < [¢(b)] < [/

and
Vo e lnl=2n7], #{(b,c) € 22, |(;(b) — §(e)| S o} < (#2) 0. (%)
Then
% > exp(in¢i(by)... Gr(bi))| < clnl .
bi,...breZ

Our goal is to apply Theorem 2.4.1 with Z := {0,1}" and (; := (a ;. The fact that (a ; ~ 1
means that there exists a constant a > 0 such that e~ < [(a ;(b)| < %", which gives the
bound |n|=51/2 < [¢a ;(b)| < |n|¥t/? for n large enough and § small enough. The only difficult
requirement to check is the “non concentration hypothesis” (x) (which is a non-linearity estimate
on f). In previous work using this strategy to prove Fourier decay, various techniques were used
to check this nonconcentration hypothesis. In [SS20] and [Le21], this estimate is checked using
Dolgopyat’s estimates, such as found in [Do98]. In [LNP19], the non-concentration estimates are
checked using regularity estimates for stationary measures of random walks. In the early work of
Bourgain and Dyatlov [BD17], the nonconcentration estimates are checked directly, without the
need of any additional technology. To get an elementary conclusion, we will present a new, ele-
mentary way to check the nonconcentration estimates that we need, inspired from [BD17]. This
strategy works even in a non-perturbative case, but we restricted ourselves to this case for simplicity.

Let us define the sets of regular words on which the sum-product phenomenon applies. Our
goal will be to prove that they represent most of the words.

Definition 2.4.2. Fix vy := v4/100, where v4 € (0,1) is given by Remark 2.5.8. Then Theorem
2.4.1 fixes some k € N and ;1 € (0,1) (that are associated to o > 0). Fix g := 1/20 and ¢ small
enough depending on ®. We call a block A = ag ...ay, € {0, 1}¥TY" regular if for all j € [1, k]:

Vo € [e7t0m, TR 2] g{(b,e) € ({0,1})7, [Cas(b) = Cai(e) < o} < 407
Similarly, we call a couple (a,d) € ({0,1}")? regular if:

Vo € [em 0 e 2 b e € {0,1)", [4"ghp(2a) — 4" gae(wa)| < 0} < 4707
We will denote the set of regular blocks by RF*!, and the set of regular couples R2.

We postpone to the next section the proof of the following

Lemma 2.4.3. Most blocks are regular:
27(k+1)n# ({O, 1}(k+1)n \RZ+1) < 571675051%1)77,/400'

This Lemma allows us to conclude the proof of Theorem 2.1.9: indeed, by Lemma 2.3.1, we
already know that

1
/ V(@) gy
0

Using the previous bound yields:

1
/ V@) gy
0

49— (k+1)n Z sup 9—kn Z eméa,1(b1)..Ca,k(br)|
65071/2,62507l] BE{O,l}k"

2

< 6—505u7l/4_|_2—(k+1)” Z sup 9—kn Z etméa,i(b1)..Ca k(br)|

Ac{0,1}(k+1)n nefeson/2 e2e0n] Be{01}kn

2
< 06 (6—606‘”’7,/4 + 6—6061"/(1)71/400)

A6R2+1 "76[
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We then know that all regular blocks A produces maps (a ; that satisfies the non concentration
hypothesis required to apply Theorem 2.4.1. This gives the exponential bound:

1
/ V@) g
0

Notice the following interesting fact: since d,, approach one as the perturbation gets smaller, we see
(in our particular case of a carefully chosen perturbation of the doubling map) that the exponent
of decay might be chosen constant in § (for 6 small enough depending on ).

2
< 05 (efeotsun/él + 6750517¢n/400 + 67606177,/2) )

Recalling that n := {%J then gives

2k+2)In2—¢q
1
/ V@) gy
0

For some p(®) > 0, constant in . The fact that we get a constant Cs > C6~! in front of our
power decay is an artefact of our method: the sum-product estimates needs some nonlinearity to
holds, and f5 is “more linear” as § approaches zero. This partially answers a question found in
[SS20] about the dependence of the exponent p on the dynamics.

< Cslg[™*

2.5 The non-concentration estimates

Let us recall the family of perturbations of the doubling map that we work with. For any periodic
function ® : S — R, we are going to construct a perturbation f of the doubling map so that
Inf ' =cy+ci-®.

Definition 2.5.1. Let ® : R — R be 1-periodic and C?. Suppose that 2®(0) # ®(1/3) + ®(2/3).
Then, for § € (0,1), set

ws(x) := 25/ M g,
0

1
z(;l ::/ W gt
0

We see that s is a perturbation of the identity that factors into a C3-diffeomorphism of the
circle. More precisely, there exists a constant C' > 0 such that ||¢s — I4||cs < C§. Moreover, for all
x, ‘T€72|‘¢|‘006 g 805<x) S erH@”oo(S, and 672|‘¢|‘m6 g sag(x) S 62Hq>”005_

where

Definition 2.5.2. Our perturbation of the doubling map is defined as follows: for some § > 0, set

fs(x) = ps(22).

The parameter ¢ will be taken small enough at the end of the section. Notice that ¢o(z) = x
and so fp is the doubling map. We will omit § and write f, p instead of fs, s for the rest of the
section. We define the inverse branches for a € {0,1} by g,(x) := g((lo)(go_l(x)). We define, for a
word a € {0,1}", ga := ga;...a,,- Finally, set S, := ga(S).

Remark 2.5.3. Notice that f was constructed such that So = [0,1/2) and S; = [1/2,1).
Lemma 2.5.4. Let a € {0,1}". Then
—Ing, =n(n2+1Inzs)+6-S,P o ga,

where S, ® = Z;S@ o f*. In particular, 2"gl, € [e20I®len 2lI®llocn] = g

3(5H<I>||C1625”‘b“°°”|x —yl.

ga(@)
7 1‘ <

Proof. We see that

n—1

gy = (/") 0ga=—> (Inf)o fFoga

k=0
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Moreover, In f'(z) = In/’(22) + In2, and lnp’ = Inzs + 6 - . The first estimate is easy since
|In 25| < 6]|®||0o- The second estimate can be checked as follows:

1‘

oI gl (@) —In gl (y) _ 1‘

< I |l gl () — n gy (y)] < 6Ny " D(ga,..0, ) = P(gay...00 )|
j=1

< 6|l 01?1 7 (2/3) 0 — y| < 26]|] o1 e® 1" |z — ).

J=1

O

Before heading into the proof of the non-concentration estimate, we borrow from [AGY06]
(Prop 7.4) a discussion on the “total nonlinearity condition” (TNL), relating it to a “uniform non
integrability condition” (UNI) that will be more useful to us.

Proposition 2.5.5. Since ® € C?, the following are equivalent:
1. f satisfies (TNL).

2. There exists no locally constant map K : SoUS; — R and no C' with bounded derivative
0 :SyUS1 — R such that

d=K+0of—0.

3. (UNI 1) There exists co € (0,1) such that for all N > 0, there existsn > N and a,b € {0,1}",
such that

dr € S, |(Sn¢’ O ga — an) Ogb)/(x” > Co

4. (UNI 2) There exists ¢ € (0,1) such that for all N > 0, there existsn > N anda,b € {0,1}",
such that

Vo €S, [(Sy®oga—S,Pogp)(x)>co
Proof. The fact that point 2) is equivalent to (TNL) is obvious from the definitions.

Let us prove (TNL) <= (UNI 1) . Suppose that there exists a locally constant K and a C*
with bounded derivative 8 such that ® = K +60o f — 0. Then S, P09, = S, K+60—00g,. In
particular, for any x, we get:

[(Sn® 0 ga = Sn® o gp) ()| < 2/0'[cck}

where x4 € (0,1) is such that g/, (z) < sy for all z and a € {0,1} (we can choose xy = 2719,

or even 4 := 27/2 to remove the dependency on §). This contradicts (UNI 1) and hence proves
(UNI 1) = (TNL).

Now, suppose that (UNT 1) doesn’t hold. This means:
Ve > 0,dN >0,Vn > N,Va,b € {0,1}",Vz € S, [(Sp®oga — Sn®Pogp) (z)| <e.

The point is that, in this case, a family of natural maps (X, )a, indexedona =...ana,—1...a20a;1 €
{0,1}°°, are going to all be equal to each other. For such an infinite word a, define (on S\ {0}):

o0

Xa(2) =) ®'(gusar®)gh,. ., () = lim (S, 0 g,..a,)(2).

n—oo
i=1
It is then easy to see that our condition yields

Va,b € {0,1}%, X = Xp.
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Moreover, X := X, is C° (and bounded by |®’|s x4 /(1 —k4)). We are going to use X to construct
a map 6 that will allow us to contradict (TNL). Let = € S}, for some b € {0,1}. Let a € {0,1}°°.
Notice that:

o0

Xo f(x) = Xap(f(2)) = ' (gof (2)) g (f (2)) + Z ' (9ar...arnf (%)) 0, .00 (f ()

1 ’ - ’ ’
= f/(fﬂ) (‘b (!L‘) + Zzzlq) (gai-~~a1 ('r))galal (37))
1 /
= 7]“(%) (P (x) + Xa(x)),

and hence,
'+ X —(Xof) - f'=0.

We can conclude by integrating this relation. (Notice that since X is defined on S\ {0}, X o f is
defined on Sy L S7. So, in a more general setting, this argument indeed gives us a locally constant
map, and not a constant map.) It is worth noticing that X can be integrated in an explicit 6. For
example, fix some zg € S\ {0}, and let for x € S\ {0}:

0(x) == Z (®(9a;...a1®) — P(ga,...a1 Z0)) -

i=1

This map is C' and satisfies / = X. In particular, ® +6 — 6 o f is locally constant, and we have
proved (TNL) = (UNI 1).

We conclude by showing (UNI 1) = (UNI 2) in our smooth case. (The fact that (UNI 2) =
(UNT 1) is obvious.) Suppose that there exists ¢p and N such that, for all n > N, there exists
a,b € {0,1}", and there exists some xg such that [(S, P o ga — S, P o gp)'(z0)| > ¢o. Fix ng > N
large enough so that 2|® |k 1° (1 — k1) ™! < ¢g/4. Let a,b € {0,1}" and x( be given by (UNI
1). Since ® is C?, the estimate holds on some neighborhood of x¢, replacing ¢y by co/2. More
precisely, there exists n; > 0 and ¢ € {0,1}"* such that:

Vo €S, [(Sne® 0 ga — Sny® 0 gb) (ge)| > co/2.
Notice that

(Sngtni @ © gae) (2) = (Sne® © ga)'(ge)ge(x) + (Sn, 0 ge)'(2),

and hence
Vo, |(Snotn, @0 gaC)l(x) = (Sng+n, @0 gbc)/($)| > 0091:(33)/2'

This finally allows us to conclude. Set N := ng + n; and set & = cor™ /4, where k_ € (0,1)
is such that k_ < g/ (z) for all a € {0,1} and for all z. (We can choose k_ = 271e9(9).) We are
going to check (UNI 2) for those constants.

Let n > N. Choose any a,b € {0,1}"~V and fix A := aac € {0,1}" and B := bbc € {0,1}",
where a, b, c are like earlier. We get, for all z:

|(Sn® 0 ga — Sn® o gB)'(z)]

= (8,_5®© ga) (9ac®)gac () = (S, _xy P © g5) (Ibe®)he () + (SgP © gac — Sy P gbe)'(2)]

coge(x)  2|P'ockiy
> ; g 1ge(x) > cor™ /4.

O

Now we understand how one can transform this (TNL) hypothesis into a condition involving
Birkhoffs sums of ®. We still need to show that, in our context, these conditions are satisfied. We
will also need to strenghten a bit the argument to show that, in our context, (UNI2) is satisfied
for any § > 0 small enough with constants ¢y and N that can be chosen constant in 4.
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Lemma 2.5.6. Since 29(0) # ®(1/3) + ®(2/3), there exists 5o(P®) € (0,1), co(P) > 0, N(®) > 1
such that, for any § € (0,0p), for any n > N, there exists a,b € {0,1}™ such that

Vo €S, |(Sn® o ga— Sn®ogp) (z)] > co.

Proof. First of all, let us show that ® is not cohomologous to a locally contant map for the
doubling map fy. By contradiction, assume that there exists x : So U S7 — R locally constant, and
6:SyUS; = R C! with bounded derivative such that

®=r+00fy—0.

We already saw (see Lemma 2.1.8) that this implies that  is a constant map. Now, since f(0) =0
and f2(1/3) = fo(2/3) = 1/3, we get in this case:

B(0) = 1 = %(@(1/3) + 3(2/3))

which is not possible by our choice of ®. It follows that ® satisfies (UNI2) when 6 = 0: there
exists N > 0 and ¢ > 0 such that, for every n > N, there exists a,b € {0,1}" such that

vaeS, |3 (g o @O 0 @) =D Vg, @6, @) = o
=1

i=1

We let n go to infinity and we find two infinite words a, b € {0,1}°° such that
vres, | XO@) — X)) > e

where ng)(:v) =371 9 (ga,...a1%)Gh,..q, (x). This quantity can be seen as a function of (z,4) €
Sx[0,1). One check easily that this function is uniformly continuous on a set (z,d) € S x [0, dg] by
normal convergence of this series. Hence, choosing J, small enough, one can ensure the following

estimate:

V6 € [0,80), Ve € S, [ X (x) — X (y)] > co/2.

We conclude by cutting the series for a large enough N (that can be chosen uniform in 4), following
the end of the proof of our previous lemma. O

Now, we know that our choice of ® implies a nonlinearity hypothesis on f, which can itself be
rewritten into a condition involving derivatives of Birkhoff sums involving ®. Our goal is to use
this condition to get our nonconcentration estimates. The idea of the proof of Lemma 2.4.3 can
be decomposed in two main steps.

1. The nonconcentration hypothesis can be rewritten in terms of a non-concentration estimate
on Birkhoff sums involving ®, namely S,,® o g,.

2. To check that those Birkhoff sums doesn’t concentrate too much, we show that the derivatives
(Sp®oga— SpPo gb)/ are often away from zero.

We begin by step 2. To this end, we prove a useful lemma, which is a consequence of Lemma
2.5.6. This looks like a dimension estimate for a Cantor set. The idea behind the proof is the fol-
lowing: picture an autosimilar tree, with leaves that looks like a Cantor set. Fix a small interval.
Our goal is to count the number of leaves that encounter this interval. We begin by saying that
we can cut down some of the branches at the first level. Then, we can conclude by induction on
the tree structure, by seeing our big tree as an union of smaller trees.

In what follows, the “tree” is given by the map a € {0,1}" — >°1" | ®'(ga,...a120)95, .0, (Z0) € R,
and the small interval is [a — 0,a + o].

Lemma 2.5.7 (Tree lemma). Let n € N. Let 0 > 0. Then, for all a € R, and for all xy € S:

where ¢y and N are fized constants given by Lemma 2.5.6, v = %M and K- = 1/4 <

Mingego,1} infres g, ().
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Proof. The proof goes by induction on n. Fix ¢y > 0 and N large enough so that Lemma 2.5.6
holds for those constants, and such that

200" |cor Y 11— ky) T < co/4,
where k4 1= V2 > max,e(o,1} Sup, g4 (z). If n < N, then the bound follows from 1 < KN
So let n > N + 1, and suppose that Lemma 2.5.7 holds for all k < n. If ¢ > ¢p/4, then the bound
holds since 1 < (40/cp)”. So suppose that o < cg/4.

Step one: We use UNI to get a bit of decay. (“Cutting a branch”)

We cut the words a € {0,1}" in two parts: a = aa, with a € {0,1}"~" and a € {0,1}". Our
quantity of interest can then be rewritten:

2%#{3- € {O’ 1}n, (an) © ga)/(-TO) S [a —o,a+ O’]}

1 1 - n— /
=55 Z 2n_N#{aE{O,l} N (Su®oga)(x0) € [a— 0,0+ 0]}
ac{0,1}N

Now, (UNI2) allows us to see that there exists a € {0,1}" such that for all &, (S,® o ga)'(z0) ¢
[a — 0,a + o]. Indeed, there exists a,b € {0,1}" such that

(Sn®oga— Sn®ogg) (w0) > co.
Hence, we know that one of the words a or b, call it (), satisfy
[(SN® o ga ) (o) — a| > co/2.
Hence, for all a € {0,1}"~ V|
(S ® 0 gaa@)'(x0) — al > co/2 = 2|1 [corf T (1 — k1) ™! > co/4,
and so, since o < ¢g/4:
va e {0,1}" N, (5, 0 gaaw ) (x0) ¢ [a — 0,a + o).

In particular, we have:

%#{a € {0, 1}, (Su® 0 ga) (z0) € [a — o, a + o]}

1 1 - _
= 27N Z W#{ae {0,1}” N, (Sn@oga)/(xo) c [a—o,a—i—a]}.
ac{0,1}N
a£a0)
Step two: We use our induction hypothesis by taking advantage of the autosimilarity of S, ®og,.
(“induction on the tree structure + rescaling”)

Notice that
(Sn® 0 ga)'(x0) = (Sn-n® 0 ga)'(9a%0)ga(w0) + (SN ® © ga)' (o).
The condition (S, ® o ga)' (x0) € [a — 0,a + o] can then be rewritten (fixing some a):
(Sn-n®oga)'(yo) € [a— 5,0 —5],

where yo := ga(%o), @ := (a — SNT 0 ga(20))/95(x0), and & := 0 /g4(xo). In particular, the induc-
tion hypothesis applies, and gives:

1 4\" _
Va e {0’ I}N7 W#{é c {0, 1}n*N, (Sn(I)oga)’(xO) S [afa, a+0’]} < <c0> o7 + [{:’YN /{1(71 N)'
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We then inject this estimate into the sum at the end of step 1, use & < ok_", and we get:

2%#{3 € {07 1}71’ (an) © ga)/(fo) S [a —o,a+ O’]}

< 1—i kN 4 7~0“’+/€_7N-f{7"
- QN B Co N

co
since 1 .

(1-gw)" =1
by definition of v > 0. The proof is done. O

Remark 2.5.8. Notice that there exists d¢ > 0 such that, if 6 € (0,04), the decay rate v obtained
previously is larger than v := 27" /(10N) € (0,1). Hence, if § is small enough (depending on ®),
we can suppose that the previous 7 gives a uniform bound independent of §. The previous lemma
can be adapted to work for any equilibrium state (not only for the measure of maximal entropy),
and also works even in a nonperturbative setting. (Our choice of setting was made to simplify the
exposition in this chapter.)

Lemma 2.5.9. There exists C'(®) > 0 such that, for anyn > 0 and a € {0,1}",
1(Sn® 0 ga)"[lcc < C(2).
Proof. Recall that ® was supposed to be C2. In particular, (S, ® o g,)’ is C'. Moreover,

(S0® 0 ga) " (2)

%

_Z(I)N gaz -a1 ga, .ay +Z (I)/ gaz al Z(lng(’”)/(gaiflmal(z))g(/z,i,l...al(x) g(/zi...al(‘r)

j=1
satisfies
1(Sn® 0 ga)"[loc < Z 19" [loc272 + > Y dlle’|3,277/%27 2 < O(@) < oo
i g<i
for some constant C(®) > 1 that only depends on the C2-norm on ®. O

Lemma 2.5.10. Let n be large enough. Let o € [e50" 5 te=2051"/3] Define i := | (logy 0)/2].
This is a slowly increasing zoom factor, scaled so that 2-"e?*" ~ \/ge?®™ < ¢'/10. Fiz any word
a € {0,1}". The following bound holds:

272 4{(b,c) € ({0,1}")%,d € {0,1}"(3z € Sa, |(S2n® © gab — S2n® 0 gac) (x)| < o'/10} < 5712672/,

Proof. We are going to reduce our bound to the previous lemma. Notice first that, for fixed words
a,b and c, we can compute the derivative of S5, ® o gap, — S2, P © gac as follow:

(S2n(I) O Jab — ‘S’Qn(P o gac)l = g]/o (Sn(b o ga)/ © gb + (Sn(b o gb)l - g:: (Sn o ga)/ ©gdc — (an) o gc)/ .

We see that the terms involving a becomes negligible. Indeed, |(S,® oga)/‘ < 2||9'||00, and

l9p 1, 19e| < 27 1201®len 50 that
|96 (Sn © ga) ©gb — 9. (Sno0ga) © ge| < 4®']| oo 9= 1201Plecn < 51/10

for n large enough, since § is small enough and g < 1. Hence, if | (S2,® 0 gap — Son® o gac)' | <
/10 then ’(Sn(I) ogp — Sp®Po gc)/‘ < 201/19 and it follows that

2724 { (b, ¢) € ({0,1}")%,d € {0,1}" | 3z € Sa, |(S2n® 0 gab — S20® 0 gac)' ()] < o'/1}

<2727 {(b,c) € ({0,1}")?,d € {0,1}" | 3z € Sa, [(Sn® o g — Su® o ge) (z)| < 2010},

50



—o 3 gy {b €{0,1)" | 3z € Sq, (Su® o0 gv)(z) € [ac(z) — 2010, ag () + 201/10}}
de{0,1}™
ce{0,1}n

with ac(x) := (S, ®oge) (x). Now, the previous lemma tells us that |ac(z) — ac(za)| < C(®)o'/10,
and similarly for ay. It follows that:

g —nn Z 27" H# {b € {0,1}" | 3z € Sq, (S, ® o gp)'(z) € [ac(x) — 20710, ac(z) + 201/10]}
de{0,1}™
ce{0,1}n

<27 N 2T {b €{0,1}" | (Sp®ogp) (za) € [ac(xa) — 4C(®)o' /", ac(za) + 40(@)01/10]} :

de{0,1}™
ce{0,1}"

Now, the “tree Lemma” 2.5.7 gives:

27274 (b,c) € ({0,1}™)%,d € {0,1}"|3z € Sq, |(S20® © gab — S2n® © gac)' (z)| < o'/10}

<

(16 C(®)

Yo
N _
) ge/10 4 el pven < 5=1/24572/50
Co

if n is large enough, and since ¢ is small enough in front of ¢ and €. O
Lemma 2.5.11. Let n be large enough. Let o € [e~%%0" §~te=0517/3], Let a € {0,1}". Then:

8 {(b,c,d) € ({0, 1}n)3’ |99, ® © gab (24) — S20® © gac(rq)| < U} < 92671/2572/50

Proof. We cut the word d in two : d := dd, with d € {0,1}" and de {0,1}"=" where 71 :=
|(logy 0)/2]. The desired cardinal becomes

8" 4 {(b, ¢,d,d) € ({0,1}")? x {0,1}7 x {0,1}""", [S5,® 0 gab(35) — Son® © gac(733)| < g} .

From there, the strategy is taken from [BD17]: we argue that for most of the words b, c, a, the
derivative of the inner function is large enough, thus spreading the x55. Indeed, if we denote by

D, (0/19) the set of all (b,c,d) for which there exists z € S5 such that

| (SZn(I) O Jab — S2n(I) o gac)/ (55)‘ S 01/107
then the previous lemma bounds 272"~ "#D,,(¢'/1°), and we can write:

87”# {(b, c, ~,a), |52n(1) o gab(zaa) — Son®o gac(x&a” < 0’} .
< 8 {(b,c, a’ a) | (b, c, a) ¢ Dn(01/10)7 |52an) o gab(xaa) — So,® o gac(iraa” < O’}+5*1/20—’Y¢/50'
Now, (b,c,d) ¢ D,,(¢'/1%) means that
l;lf ‘(S2n¢' O gab — S2n,P o gac)l| > 0_1/10.
a

It is elementary to check that for any absolutely continuous map f : I — R satisfying inf; f' > 0, we
have, for any interval J, diam(f~'(J)) < (inf; f/)~'diam(.J). Hence, if (b,c,d) ¢ D,,(¢*/19), de-
IlOtiIlg by Ia,bycﬁ(a) = {1‘ € Sa7 (San)Ogab*S2n(I)ogac)(x) € [70—7 0]}7 we have diam(Ia’b’C’a(O—)) <
209/10  and:

27" fd € {0,117, [S20® 0 gab(235) — S2n® © gac(z33)| < 0}
=27 ld € {0,177, x45 € Iipealo)}

< 27(117’71) <1 + dlam([ﬂvbycva(o-))> < 0.1/10

2—ne—46|®|con

since the . are spaced out by at least 2 "e~%I®l~" from each other (Lemma 2.2.3), and since
2" ~ o 1/2, O
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Lemma 2.5.12. Let n be large enough. Let o € [e=*%0" e=%0=1"/2]. Let a € {0,1}". Then:
87 {(be.d) € ({0.1}")° 1479 (va) = 4"ghe(wa)| < o < 67107/,
Proof. Let (b,c,d) be such that [4"¢., (za) — 4"ghe(za)| < 0. Then:
|S2n® © gab(wa) = S20® © gac(za)| = 67" |In (4" g (za)) — In (4" gae(za))l
< GNP gl () — 47 gl ()] < 570,
We can then conclude using the previous lemma:

87 {(b,e.d) € (0, 1)), 14" (a) — "o ()| < o}

<84 {(byc,d) € ({o, 1}”)3’ |92, ® © gab(2a) — S2n® 0 gac(rq)| < 5—1062611}
< 25—1/2(5—10,626|‘1>|9cn)'y<p/50 < §—1y72/60
O

Lemma 2.5.13. Recall that R2 C ({0,1}")? denotes the set of reqular couples. Most couples are
reqular:
4777,# (({0’ 1}n)2 \Ri) S 571675061’%@?1/400.

Proof. We use a dyadic decomposition: for each o € [e~4%0™ e=2017/2] there exists | € [|goc11/2], [4c0n]]
such that e+ < ¢ < ¢~!. Hence

2 2
Rn - ﬂ Rn,la

l€[leoein/2],4eon]]

where we denoted
R2 = {(a,d) € ({0,1))? | 47" #{b,c € ({0,1}")2, 4" ghy(wa) — 4" ghe(wa)] < €71} < &= (HD0/100,
Markov’s inequality and the previous lemma gives us the bound

A7 (({0,137)2 \ Rpy) < eFD72/190167m N "otfb, ¢ € ({0,1}7)?, [4" g (wa) —4" he (a)| < €'}
a,d

< (I+1)72/100 (6—16—@1,/60) < §Lle—c0s170n/300
which implies, by summing over goe1n/2 <1 < 4egn, for n large enough:
4777,# (({0’ 1}n)2 \Ri) < 571675061’)&}’”’/400.
O

Lemma 2.5.14. Notice that a block A = ag ...ay € {0, 1} *+17 4s reqular if (a;_1,a;) is a reqular
couple, for all j € [1,k]. Recall that the set of reqular blocks is denoted by RETL. Then, most
blocks are reqular:

9= (k+1)n 4 <{07 1}(k+1)n \ R’ZH) < §—1e—c0c1van /400

Proof. The result follows from the previous lemma, noticing that

k
R’:L+1 - m{A S {0, 1}(k+1)n7 (aj,l,aj) S R%}

Jj=1
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Chapter 3

The Fourier dimension of hyperbolic
Julia sets

3.1 Introduction

In this chapter, we adapt the strategy presented in Chapter 2 to study the (lower) Fourier dimension
of Julia sets for hyperbolic rational maps in the Riemann sphere (see section 3.2). In particular,
we will prove the claim made in Remark 2.1.10. Our main result is the following.

Theorem 3.1.1. Let f : C—oCblea hyperbolic rational map of degree d > 2. Let J denote its Julia
set. If J is included in a circle, then J has positive lower Fourier dimension, seen as a compact
subset of R after conjugation with a Mdébius transformation. If J is not included in a circle, then
J has positive lower Fourier dimension, seen as a compact subset of C.

In fact, the case where J is included in a circle is already known: Theorem 9.8.1, page 227
and remark page 230 in [Be91] tells us that in this case, J is either a circle, or a Cantor set. In
the first case, the Fourier dimension is 1. In the second case, our hyperbolicity assumption, and
Theorem 3.9 in [OW17] ensure that a “total non-linearity” condition is satisfied, allowing us to
apply the work of Sahlsten and Stevens [SS20] (that deals with equilibrium states for nonlinear,
one-dimensional expanding maps). In the case where J is not included in a circle, we prove the
following result.

Theorem 3.1.2. Let f : C—>Chea hyperbolic rational map of degree d > 2. Denote by J C C its
Julia set, and suppose that J is not included in a circle. Let V' be an open neighborhood of J, and
consider any potential ¢ € C*'(V,R). Let u, € P(J) be its associated equilibrium measure. Then,
there exists p1, p2 € (0,1) such that the following hold.

For any C' map x : C — C supported on some open set 2 C C, there exists C = C(f,p,x) > 1
such that, for any &€ > 1 and any C? phase ¢ : Q — R satisfying

2 1 -1 P1
]l e +<;gg|vw\> <&

we have:

| [ e )] < ceen
J
In particular, p, has positive lower Fourier dimension (see Lemma 1.1.26).

In particular, our result applies to the conformal measure (also called the measure of maximal
dimension) and to the measure of maximal entropy, see section 3.2. Since the measure of maximum
entropy is related to the harmonic measure in a polynomial setting [MR92], one may expect our
result to have some corollaries on the Dirichlet problem with boundary conditions on quasicircles
or to the Brownian motion (which is related to the heat equation). Finally, one should stress out
that the conclusion of Theorem 3.1.2 no longer applies if J is a whole circle: in this case, f is
conjugated to z + z¢ ([OW17]), and so any invariant probability measure which enjoys Fourier
decay must be the Lebesgue measure on the circle (this is an easy exercise using Fourier series).
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To prove Theorem 3.1.2, we will follow the ideas of [SS20] (which generalizes the methods of
Chapter 2) and adapt them to our case, where topological difficulties arise from the 2-dimensional
setting. The strategy of the proof and organization of the Chapter goes as follows.

e In section 3.2, we collect facts about the thermodynamic formalism in the context of hy-
perbolic complex dynamics. Section 3.2.3 is devoted to the construction of two families of
open sets adapted to the dynamics. In section 3.3.5 we state a large deviation result about
Birkhoff sums.

e In section 3.3 we use large deviations theorems to derive order of magnitude for some
dynamically-related quantities.

e The proof of Theorem 3.1.2 begins in section 3.4. Using the invariance of the equilibrium
measure by a transfer operator, we relate its Fourier transform to a sum of exponentials by
carefully linearizing the phase. We then use a version of the sum-product phenomenon to
conclude.

e Section 3.5 is devoted to a proof of the non-concentration hypothesis that is needed to use the
sum-product phenomenon. To this end, we use a generalization of Theorem 2.5 in [OW17],
which is a version of Dolgopyat’s estimates for a family of twisted transfer operators.

Even if the strategy of the proof is borrowed from [SS20], they are some noticeable difficulties
that arise in our setting that were previously invisible. In dimension 1, estimates of various diam-
eters and linearization processes are made easier by the fact that connected sets are convex. In
particular, in dimension 1, the dynamics map convex sets into convex sets.

In dimension 2, one may not associate to the Markov partition a family of open sets that are
convex and still satisfy the properties that we usually ask for them: see the discussion after Propo-
sition 3.2.4. We overcome this difficulty by constructing two families of open sets associated to the
dynamics: the usual open sets related to Markov pieces, in which the theory of [Ru78] and [OW17]
applies, and a new one where computations and control are made easier. The second difficulty is
that the dynamics may twist and deform even the sets in our second family. We overcome this
difficulty by taking advantage of the conformality of the dynamics, through the use of the Koebe
1/4-Theorem which allows us to have a good control over such deformations.

Another difficulty comes in the proof of the non concentration hypothesis: the complex nature
of the dynamics suggests non concentration in modulus and arguments of some dynamically related
quantities.

3.2 Thermodynamic formalism on hyperbolic Julia sets

3.2.1 Hyperbolic Julia sets

We recall standard definitions and results about holomorphic dynamical systems. For more back-
ground, we recommend the notes of Milnor [Mi90].

Denote by C the Riemann sphere. Let f : C — C be a rational map of degree d > 2.
Recall that a family of holomorphic maps defined on an open set D C C is called normal if from
every sequence of maps from the family there exists a subsequence that converges locally uniformly.
The Fatou set of f is the largest open set in C where the family of iterates {f™, n € N} is a nor-
mal family. Its complement is called the Julia set and is denoted by J. In our case, it is always
nonempty and compact. (Lemma 3.5 in [Mi90])

Since f(J) = f~1(J) = J, the couple (f,.J) is a well defined dynamical system, describing a
chaotic behavior. For example, the action of f on J is topologically mixing: for any open set U
such that U N J # (), there exists n > 0 such that f*(U N J) = J. (See Corollary 11.2 in [Mi90])

A case where the dynamics of f on J is particularly well understood is when f is supposed to

be hyperbolic, and we will assume it from now on. It means that the orbit of every critical point
converges to an attracting periodic orbit. (In other words, if p € C is a critical point for f, then
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there exists py € C and m > 0 such that po is an attracting fixed point for f™ and f*™(p) P Po-)
— 00

In this case J # 6, and so by conjugating f with an element of PSL(2,C) we can always see J as
a compact subset of C. The hyperbolicity condition is equivalent to the existence of constants ¢
and 1 < Kk < k1, and of a small open neighborhood V of J such that:

Vz eV, ¥n>0,c06™ < |(f") (z)| < KT

This is Theorem 14.1 in [Mi90]. From now on, we also assume that .J is not contained in a circle.

3.2.2 Pressure and equilibrium states

Definition 3.2.1 ([Ru89], [OW17], [Ru78], [PU17]). Let » € C*(V,R) be a potential. Denote by M s
the compact space of all f-invariant probability measures on .J, equipped with the weak*-topology.
Denote, for u € My, hy(p) the entropy of . Then, the map

MEMthf(u)Jr/J@du

is upper semi-continuous, and admits a unique maximum, denoted by P(¢p).
The unique measure p, that satisfies

P(p) :hf(Mw)+/]<PdM¢

is called the equilibrium state associated to the potential .
This measure is ergodic on (J, f) and its support is J.

Two potentials are of particular interest. Define the distortion function by 7(z) := log(|f'(z)]|)
on V. If V is chosen small enough, 7 is real analytic, in particular it is C'. We then know that
there exists a unique 7 € R such that P(—d;7) = 0. In this case, 0 is the Hausdorff dimension of
J, and the equilibrium state p_s,, is equivalent to the J ;-dimensional Hausdorff measure on J. It
is sometimes called the conformal measure, or the measure of maximal dimension. Moreover, we
have the formula

dimia(7) = hy(ps,7)] [ 7dns,
See [PU09], Corollary 8.1.7 and Theorem 8.1.4 for a proof.

Another important example is the following. If we set ¢ = 0, then the pressure is given by the
largest entropy available for invariant measures pu. The associated equilibrium state is then called
the measure of maximal entropy. In the context where f is a polynomial, this measure coincides
with the harmonic measure with respect to co, see [MR92].

3.2.3 Markov partitions

Hyperbolic rational maps are especially easy to study thanks to the existence of Markov partitions
of the Julia set. Proposition 3.2.2 and some of the following results are extracted from the section
2 of [Ru89] and [OW17].

Proposition 3.2.2 (Markov partitions). For any ag > 0 we may write J as a finite union J =
UacaPu of compact nonempty sets P, with diamP, < g, and |A| > d. Furthermore, with the
topology of J,

o intyP, = Py,

o int;P,Nint; Py =10 if a # 0,

e cach f(P,) is a union of sets P.

Define M, = 1 if f(P,) D P, and M, = 0 otherwise. Then some power M¥ of the |A| x |A]

matrix (M) has all its entries positive.
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Remark 3.2.3. Julia sets are always singleton or perfect sets (Corollary 3.10 in [Mi90]), and in our
case, since any point in J always has exactly d > 2 preimages in J, J is always a perfect set. In
particular, the condition int P, # @ implies diam(P,) > 0 for all a. This condition of having > 2
preimages for any point in J is what makes the proof of Proposition 3.2.6 and 3.2.7 works.

If g is chosen small enough, we may also consider open neighborhoods around the (P,) that
behaves well with the dynamics. They will help us do computations with our smooth map f.

Proposition 3.2.4. If «g is small enough, we can choose a Markov partition (Py)aca and two
families of open sets (Uy)aea and (Dg)aca such that P, C U, C U, C D, C D, CV, and:

1. diam(D,) < ag
f is injective on Dy, for alla € A

f 1s injective on D, U Dy, whenever D, N Dy # )

™ e

For every a,b such that f(P,) D P,, we have a local inverse gqp : Dy — D, for f. Moreover,
Gap is holomorphic on a neighborhood of Dy.

5. If f(P,) D Py for some a,b € A, then f(U,) D Uy, and f(D,) D Dy.

6. D, is conver.

7. For any a € A, P, & UpzaUp

8. There exists r € (0,1) such that for alla € A, P, C B(xq,7/10) C B(zq,7) C D,.

Usually, only the sets (U, )qe. are considered when dealing with hyperbolic conformal dynamics:
they are the open sets introduced in [OW17] and [Ru89], and so they are the sets where their
papers apply. But they are sometimes not easy to work with, especially because they may not be
connected. The (D,)qc4 have the advantage to be convex, which will make the computations of
section 3.3 doable. But they have the disadvantage that some P, may be entirely contained in D,
even if b # a.

Proof. The construction of the sets (U,) is borrowed from [Ru89], where Ruelle does it for ex-
panding maps. The main problem is that f is not necessarily expanding here, so we will have to
introduce a modified metric (sometimes called Mather’s metric). Since f is hyperbolic, we know
that there exists some N € N such that f7 satisfy |(fV)'(x)] > 1 on J. So, there exists some small
neighborhood V of J where f~ : V — C is well defined, and where |(fV)'(z)| > & > 1.

Define p(z) == S0 "k */N|(f*)(2)|. Since f’ doesn’t vanish, it is a smooth and positive
function on V, and so ds = p(z)|dz| is a well defined conformal metric on V. Moreover,

N-1 N

p(f(z KNI (P (2 Z DN (F4Y (2)]

k=0 =1

N-1
> NN RN (2)] = 6N p(2),

k=0

and so f is expanding for the distance d, induced by the conformal metric p(z)|dz|. In particular,
reducing V' if necessary, there exists a > 0 such that

Yo,y € Vidy(z,y) < a = d,(f(z), f(y) = "Vd,(2,y).

In addition, the euclidean distance and the constructed conformal metric are equivalent: there
exists a constant G > 1 such that

Gz —yl < dy(z,y) < Gle —yl,
and so the property may become, taking « smaller if necessary:

Vo,y eV, ]e—yl < a=d,(f(2), f(y) > "/Nd,(z,y).
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Finally, define L > 1 a Lipschitz constant of f for the distance d,. Now, let r < G la/4, ap <
rmin(G~1/20, L= (kYN — 1/ 2N)Y)) "and let (P,)aca be a Markov partition such that diam(P,) <
ap. Define, for a € A,

D, := Conv (D,(z4,7)) D P,

for some fixed z, € int;F,, where Conv denotes the euclidean convex hull, and where D, is an
open ball for the distance d,. The point (1) is satisfied taking oo smaller if necessary, and the
points (2) and (3) follows immediately, provided oy is small enough, since f is hyperbolic (hence a
local biholomorphism). The points (6) and (8) follows by the definition of D, and by equivalence
of distances. We prove point (5) for (Dg),. Since f is a biholomorphism from D, to f(D,), and
since diam,(f(D,)) < Lag, we get that

f(Da) o f (DP(JJGJ‘)) ) Dp(f(xa)>H1/Nr) ) Dp(xbvﬁl/(ZN)r)
for each b € A such that f(P,) D Ps.

We then have to show that D, (zs, x'/N)p) 5 Dy. Recall that Caratheodory’s Theorem state
that any point w € Dy can be written as the convex sum of three points in D,(zs,r). So let z,y, 2 €
D,(xp,7), and for any A1, A2, Az € [0, 1] satisfying A1 + Ao+ A3 =1, let w := Mz + Aoy + A3z € Dy,
By definition, there exists three paths 7,7y, v, from z; to z,y, 2, each with with length < r. Set
¥ 1= A7z + A2yy + Az, It is a well defined path in Dy from x3 to w. Its length satisfies

Iy y T erlle’ /ol
[ e s ([ rolpe) o
1 1 )
< (Al/o |“Yg/c(t)|/)(xa)dt+)\2/o W{,(t)|P(xa)dt+/\3/0 |7;(t)p(:ca)dt> o6 /lloe.

1 1 1
g(xl / 0 (6) P (e (8))d + A / I ()] (£))dE + s / w;(t)pm(t))dt) 2l ol

< re2rlo /ooy < 1/C2N),,

as soon as r < %Hp’/p”;}. Hence (5) is true for (D,),. We finished constructing our sets D,,.
Notice that we can choose r arbitrary small, and so the diameters of the D, can be chosen as small
as we want. The point (4) follows by considering the inverse branches of f induced by (5): they
are holomorphic and x'/V contracting for dy.

The construction of the sets (U,), is easier. First of all, there exists 5 > 0 such that D,(z,, 8)N
P, = () whenever a # b. Then, since all of the P, are compactly contained in D, there exists a

parameter s < (/3 such that for all € P,, D,(x,s) C D,. Define:

Uy :={z €V, dy(z,P,) < s} C D,.

First, the fact that s < 8/3 ensures that P, & Up2,Up, since x, ¢ Up£,Up, hence proving (7).
We prove (5). Let b be such that f(P,) D P,. We prove that f(U,) D U,. Let z € U,. By definition,
there exists z, € Py such that d,(z,2,) < s. Notice that z = f(ga(2)): to conclude, it suffice to
prove that gq(z) € U, (we only know that it is in D, at this point). Since f(P,) D P, and since
f: Dq — Cis injective, we know that gas(25) € P,. The fact that d,(gas(2), gas(2s)) < k1Ng < g
allows us to conclude.

O

To study the dynamics, we need to introduce some notations.
A finite word (a,, ), with letters in A is called admissible if My, 4, ,,=1 for every n. Then define:

o W, = {(ak)r=1,...n € A", (ax) is admissible}

o Fora=ay...a, € W, define ga := gu,a:9azas - - - Gan,_1a,, : Da,, — Da,-

e Fora=a;...a, € Wy, define P, := ga(P,,) C Pu,, Ua := ga(Us,, ) C Uy, and Dy := ga(Dy,,) C Do, -

We begin by an easy remark on the diameters of the D, and on the behavior of ¢ on those sets.
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Remark 3.2.5. Since our potential is C!, it is Lipschitz on D := U, Da € V. There exists a
constant C, > 0 such that:

Vz,y € D, |p(x) — e(y)| < Colz —yl.

Moreover, we have some estimates on the diameters of the P,. Since f is supposed to be hyperbolic,
we have the following estimate for the local inverses:

Vn > 1, Ya € Why1, Vo € Dy, w7 < |ga(x)| < cgtu™™
Hence, since each D, are convex,
diam(P,) < diam(D,) = diam(ga(D,,,,,)) < cg 'k "
decreases exponentially fast. We will say that ¢ has exponentially decreasing variations, as

max sup [p(z) — p(y)| < Cpcg v
aeWw,, z,y€ED,

Notice the following technical difficulty: for a € A, D, may be convex but for a word a € W,,,
D, will eventually be twisted by g, and not be convex anymore. Fortunately, we still have the
following result, which relies heavily on the fact that f is holomorphic:

Lemma 3.2.6. For alla € W,,, Conv(P,) C Da,.

Proof. We will need to recall some results on univalent holomorphic functions g : D — C. First
of all, we have the Koebe quarter theorem, which states that if g is such a map, then g(D) D

B (g(O), ‘g/ffo)l) (D is the unit disk, and B(-,-) denotes an open euclidean ball). Secondly, the

Koebe distortion theorem states that in this case, we also have that |g(z) — g(0)] < |g’(0)|ﬁ.
Combining those two results gives us the following fact: for any injective holomorphic g : B(zg,r) —
C , we have

9(B(20,7/10)) C B(g(20),|f'(0)[r/4) C g(B(z0,7)).
In particular, in this case,
Conv(g(B(20,7/10))) < g(B(z0,7)).
Now recall from Lemma 3.2.5 that there exists r € (0, 1) such that, for all a € A,
P, C B(z4,7/10) C B(xq,r) C D,.

Hence we can directly apply the previous fact to the map 9a|B(zq,r): 1t follows that

Conv(P,) = Conv(ga(Pa)) C Conv(ga(B(:ca,r/l()))) C ga(B(%a,7)) C ga(Dy) = Da.

O

We end this topological part with some final remarks, extracted from [OW17]. The following
“partition result” is true:

J= U P, ,and int; Py Ninty B, = 0 if a#b € W,,.
acW,,

This allows us to see that J,-, f’”(UaeA 3Pa) is a f-invariant subset of J. By ergodicity, its

measure is zero or one, but since u, has full support and since it is a countable union of closed
sets with empty interior, we find that p, (UaE.A 8Pa) = 0. In particular, it implies that, for any
n > 1, we have the relation
| #aue.
P,

Vfe ', C), /de%: >

acWy,

which will be useful later.
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3.2.4 Transfer operators

Let ¢ € C*'(V,R) be a smooth potential. Let U := |J,c 4 Ua, and notice that f~1(U) C U.
We define the associated transfer operator L, : C1(U) — C*(U) by

Loh(z) = Z e?Wh(y).
y,f(y)==

Notice that, if z € U,, then

Loh(w)= D @ @h(gyy ().

b,My,=1

We have the following formula for the iterates:

Loh(z) = Z eSn?Wh(y),

fry)==
where S, = Z;é @ o f*is a Birkhoff sum. This can be rewritten, if z € Uy, in the following
form:
Llh(z) = Z eSn@(Qa(w))h(ga(x)).
aEWn 11
CLn+1=b

Finally, note that our transfer operator also acts on the set of probability measures on J, by duality,
in the following way:

Yh e C°(J,C), /

h dﬁ:;y = / Lyh dv.
J J

Transfer operators satisfy the following Theorem, extracted from [Ru89], Theorem 3.6 :

Theorem 3.2.7 (Perron-Frobenius-Ruelle). With our choice of open set U D J, and for any real
potential ¢ € CY(U,R):

e the spectral radius of Ly, acting on C*(U,C), is equal to eP (@),

e there exists a unique probability measure v, on J such that Lv, = eP(¢)V¢.

e there exists a unique map h € C*(U,C) such that L,h = eP@h and [ hdv, =1.
Moreover, h is positive.

o The product hv, is equal to the equilibrium measure fi,.

The Perron-Frobenius-Ruelle Theorem allows us to link p, to v,, and this will allow us to
prove some useful estimates, called Gibbs estimates.

Proposition 3.2.8 (Gibbs estimate, [PP90]).
dCy > 1, Ya € W,,, Vaq € Py, C(;les’“"(“)_"P(“") < p(Pe) < Coes”“"(w“)_”P(“").

Proof. It is enough to prove the estimate for v, since h is continuous on the compact J, and since
hv, = p,. We have

/ eitplPal...an dygo - eip(gp) / EQO (eiwlpay..an) dVLp = eiP(Lp) / 1Pa2...an dV‘P = eip(tp)VW(PU‘?“'an)'
J J J

Moreover, since ¢ has exponentially decreasing variations, we can write that

dy(p < e—Lp(Ia)+CI€7 V@p(Palu.an%

.an

Vra € Pay..an> €_¢($a)_CK7HVW(Pa1Man) = / e_‘/’lpal“

J
and so
Vl'a € PL‘L1 an e*tp(za)ijN_n < 7VQD(PG,2...U.")€7P(¢) < 67W(wa)+cn_n.
o ~ V(P .a,) -
Multiplying those inequalities gives us the desired relation, with Cjy := e/(v=1), O
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It will be useful, in our future computations, to get rid of the pressure term in our exponential:
in the case where P(¢) = 0, we see that i, (P,) = e5n¢@)T0W) for 4, € P,.

Proposition 3.2.9. Let v € CY(U), and let uy be its associated equilibrium state. There exists
0 € CY(U) such that p, = g, and that is normalized.
That is: P(¢) =0, ¢ <0 on J, L1 =1 and L3y = fie-

Proof. Perron-Frobenius-Ruelle Theorem tells us that there exists a C' map h > 0 and a probability
measure vy, such that L3 vy, = ep(w)z/w, Lyh = e p and f hdvy, = 1.

It is then a simple exercise to check that ¢ := ¥ —log(ho f) +log(h) — P(¢) defines a normalized
potential, and that its equilibrium measure p,, is equal to fiy. O

This proposition has the following consequence: we can always suppose that our equilibrium
measure comes from a normalized potential, by eventually choosing another smaller Markov parti-
tion afterwards. It gives us for free the invariance under some transfer operator, which completes
the already fine properties of f-invariance and ergodicity. It also allows us to prove a useful
regularity property.

Proposition 3.2.10. The equilibrium measure i, is upper regular. More precisely, there exists
C,0ap > 0 such that:
Vo € C, Vr >0, puy(B(z,1)) < Croar.

Proof. First of all, since ji, is a probability measure, we may only prove this estimate for r small
enough. Then, we know that p, is supported in J, and so we just have to verify the estimate if
B(zg,r) N J # (. Without loss of generality, we can suppose that g € J.

The main idea is to cover B(zg,r)NJ by some Py, but estimating the number of such P, that
are needed to do so is difficult. To bypass this difficulty, we use the notion of Moran cover. For
any x € J, define n(z,r) as the only integer such that

(DY @) = and |(fME0) (@) <
We get from the hyperbolicity condition |(f™)'| > cox™ the following bound:
Yz, —n(z,7) <In(2rcg') /Ink.

For any € J\ U,>0 /" (Uyea OPa) and for any n, there exists a unique a € W, such that
x € P,. We denote it P,(x). Notice that x € Py, (2). If y € Pyppy(x) and n(y,r) < n(z,7)
then P, ) (2) C Pz, (y). Let P(z) be the largest cylinder containing x of the form P, ) (x)
for some y € P(x) and satisfying P,,(. ,y(x) C P(x) for any z € P(z). The sets (P(x)),c are equal
or disjoint (mod the boundary), and hence produce a cover of J called a Moran cover. Denote this
Moran cover P,.. An important property of this cover is the following: there exists a constant M
independent of xo and r such that we can cover the ball B(zg,r) by M elements of P,.. Moreover,
every element of the Moran cover have diameter strictly less than r. See [PW97] page 243, [Pe98§]
section 20, or [WW17]. The proof uses the conformality of the dynamics. (In the references, the
Moran cover are used in the context of expanding dynamics. In our case it is only eventually
expanding, but working under the equivalent and conformal Mather metric, or replacing f by f~
for a large N, allows us see f as an expanding map.)

We can then conclude our proof. The following holds:

pe(Blao,r)) < D0 pp(P).
PeP.
B(zo,r)NP#£0

By Gibbs estimates, since each P € P, is of the form P, for some b € W, (;,), * € J, and by the
bound on n(z,r), we get:

VP € Py, py(P) < Coe~m@nlsws el < gpdan
for some C,d4p > 0. Hence, since B(xg,r) N P occurs at most M times, we get our desired bound

tio(B(x0,7)) < MCroar,
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3.2.5 Large deviation estimates

From the ergodicity of p,, it is natural to ask if a large deviation result holds for the Birkhoff sums
of potentials. The following theorem is true, we detail its proof in section 3.7.

Theorem 3.2.11. Let p, be the equilibrium measure associated to a normalized C'(U,R) potential.
Let ¢ € C1(U,R) be another potential. Then, for all € > 0, there exists C, 8y > 0 such that

> 5}) < Ce %0,

Definition 3.2.12. Let ¢ € C'(U,R) be a normalized potential with equilibrium measure p,.
Let 7 = log |f’| € C1(U,R) be the distortion function. We call

1

M) = [ 7 d,

the Lyapunov exponent of p,, and § := hy(u,)/A(i,) the dimension of g,

Remark 3.2.13. The hyperbolicity and normalization assumptions ensure that hs(u), Af (1) > 0.
Indeed, we know that ¢ < 0 on all J and P(p) =0, and so

hy(pe) = P(p) — /de/w > 0.

For the Lyapunov exponent, using the fact that . is f-invariant, we see that

n—1

1
M) = [ 1081 ldug = =3 [ 181" e fHd,
k=0

1 I
= = [ g1 e = ZE) 4 tog) > Log) > 0,
J

Proposition 3.2.14. Let ¢ € C1(U,R) be a normalized potential with equilibrium measure fe. De-
note by A > 0 its Lyapunov exponent and § > 0 its dimension. Then, for every e > 0, there exists
C, 09 > 0 such that

Vn > 1, M¢<{$€J,

1 Spe(x) —son
_ _ > > < or,
nSnT(x) )\‘ >¢ or ‘Snr(x) +5‘ > 5}) < Ce

Proof. Let € > 0. Applying Theorem 3.2.11 to ¢ = 7 gives

u¢<{x€J,

for some C and dy > 0. Next, if x € J satisfies

‘SMP(J?)
SnT(x)

lSnT(;E) - )\‘ > 5}) < Ce %o
n

+5‘25,

then we have
|Sn®(x)| > e|S,7(x)| > e(nlog k + log o)

for the modified potential ® := ¢ + §7. Notice that this potential is C', and that

hy(Be)
m :/godu—i- “’/Tdu =0.
/J v J v Ar(tg) J s v

For n large enough, we get |S,®(z)| > en(Ink)/2, and so we can apply Theorem 3.2.11 to ® again
and conclude. 0

For clarity, we will replace p, by p in the rest of the Chapter. The dependence on ¢ is implied.
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3.3 Computing some orders of magnitude

In this section, we derive various orders of magnitude of quantities that appear when we iterate
our transfer operator. We need to recall some useful formalism used in [BD17].

e For n > 1, recall that W, is the set of admissible words of length n. (A word a is admissible
if f(Pa;) D Pa,,, foralli.)) If a=a;...apan41 € Wyy, define a’ :=a;...a, € W,,.

e Fora=aj...an41 € Wyi1, b =101...b5p41 € Wyq1, we write a ~ b if a, 41 = b1. Note
that when a ~~ b, the concatenation a’b is an admissible word of length n + m + 1.

e For a € W, 1, define b(a) := ay41.

With those notations, we can reformulate our formula for the iterate of our transfer operator. For
a function h : U — C, we have:

Vo€ Py Loh() = 3 eSO h(ga@) = 3 h(ga(@))walo).

acWni1 acWni1
a~~b a~~b

where
wa(x) = eSnw(gal(e))

Iterating £, again leads us to the formula
Vo S Pba ‘Cgkh(l‘) = Z h(ga,l“'a;c71ak (x))wall...agcilak (.I')
alw“.wakwb

We are interested in the behavior of, for example, w, for well behaved a. For this, we use the
previously mentioned large deviation estimate.

This part is adapted from [SS20] and [JS16]. Remember that f~1(D) C D.
Definition 3.3.1. For € > 0 and n > 1, write

Anfe) = {x e/ (D),

1 Spe(z)
ESnT(.’ﬂ) - )\‘ < e and ‘SnT(x) +5’ < 5} .

Then Proposition 3.2.14 says that, for all € > 0, there exists ng(¢) € N and dp(g) > 0 such that
Vn > ng(e), u(J\ Ap(e)) < e %0En,

Notations 3.3.2. To simplify the reading, when two quantities dependent of n satisfy b,, < Ca,, for
some constant C, we denote it by a, < b,. If a, < b, < a,, we denote it by a, ~ b,. If there
exists ¢, C' and «, independent of n and ¢, such that ce ¢*"q,, < b, < Ce**"a,,, we denote it by
an ~ by,. Throughout the chapter o will be allowed to change from line to line. It correspond to

some positive constant.

Eventually, we will chose € small enough such that this exponentially growing term gets absorbed
by the other leading terms, so we can neglect it.

Proposition 3.3.3. Let a € W, 11 be such that Dy C A, (). Then:

e uniformly on © € Dy(a), |ga(z)| ~ e
o diam(P,), diam(U,), diam(D,) ~ e~

e uniformly on x € Da, wa(z) ~ A"

° ,U(Pa) ~ e~ 0An

Remark 3.3.4. Intuitively speaking, here is what is happening. Proposition 3.2.14 states that, for
most z € J, 15,7 = X and 15,9 = —\6. Then, recall that diam(P,) ~ |(f")/|~! = ™57, and
so diamP, ~ e~ *" for most words a. Notice that the presence of the Lyapunov exponent in the
exponential is not surprising, since it is defined to represent a characteristic spatial frequency of
our problem. Samely, we can argue that since our equilibrium measure satisfies the Gibbs estimate,
we have ju(P,) ~ e5"%, and so p(P,) ~ e " for most words a. Again, it is no surprise that this
exponent appears here: we recognize that u(P,) ~ diam(P,)°, where § is the dimension of our
measure.

62



Proof. Let a € W,,41 be such that D, C A, (). We have

Vx € Dya), |ga(a)| = e 5n7(0a(0),

and so
Yz € Dy, € "e" <|ga(a)] < e e

For the diameters, the argument uses the conformal setting, through the Koebe quarter theorem.
By Lemma 3.2.6, Conv(P,) C D,y C A, (g). Hence:

Va,y € Pa,, [z =yl = ["(ga(x)) — f"(9a(v))]

< /0 [(F") (9a(y) + t(ga(z) — ga())) |dt [(ga(x) — ga(y))| < "™ diam(Pa),

and so e~ *"e~*diam(P,,) < diam(P,). Next, we write

n

diam(P,) < diam(U,) < diam(D,)

and
diam(Dy) = diam(ga(Da,)) < e diam(D,,,).

by convexity of D,,. We have proved that diam(P,), diam(U,), diam(Dy) ~ e~ .
Next, consider the weight wa (). We have

Wa(z) = eSnsa(ga(w))’

SO
675S,H‘r(a:)efs|sn7'($)| < wa(m) < 6765,;1'(%)ee\S"‘r(w)\7
and hence
6_6>\n€_5(>\+6+6)n < wa(:v) < e—&)xnes(k+6+s)n.

Finally, since p is a Gibbs measure for some constant parameter Cj, and with pressure 0, we can

write:
Cale—ékne—a(A+5+a)n < N(Pa) < Coe—éknea()\—i-é—&-s)n.

Definition 3.3.5. Let K C C be a set. Define the set of (K-localised) e-regular words by
Ro+1(K,e):={a€W,t1 | Da C Ay(e), DaNK #0}.

If K = J, we just denote Rp41(€) := Rp11(K, ). We also define the set of (K-localised) e-regular
k-blocks by

RE (K,e)={A=a]...a,_1a, € W1 | a1 € Rpy1(K,e), Vi >2, a; € Rps1(e)}.

We write RF_;(g) := RF_(J,¢). Finally, define the associated e-regular geometric points to be
RZ+1(5) = U Pa.
AERﬁ+1(e)

Lemma 3.3.6. There exists ny(g) such that, for all n > ny (), we have:
An(e/2) C Rpt1(e).

Proof. Let x € A, (£/2). There exists a € W,y such that € D,. To conclude, it suffices to show
that Dy C A, (g). So let y € D,. We already saw in Remark 3.2.5 that Lipschitz potentials have
exponentially decreasing variations. It implies in particular the existence of some constant C' > 0,
which depends only on f here, such that

1Sy 7(y) — Snr(z)| < C.
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Hence, we have

Su7(y) |
n

n 1
Snt(@) )\‘ = |Sur(y) — Sur(x)| < /2 + .
n n n

as long as we chose n large enough, depending on €. Samely, we can write

Sne(y) ‘ ’ Snp(y) _ Snip(x)
+46| <e/2+ — .
S o <o £ - 55
Since S, =log |(f™)'| > log(co) + nlog(k) uniformly on D for some x > 1, we get
Sne(y) 1
<e/2 —
Sp7(x Sho(x
<efpt T g o) Swpl) + o D () — e

(log(co) + nlog(k)) (log(co) + nlog(k))
C
S 5/2 + g

for some constant C, where we used the fact that (S,¢)/n is uniformly bounded on f~"(D) and
the preceding remark on potentials with exponentially vanishing variations. Again, choosing n
large enough depending on € allows us to conclude. O

Proposition 3.3.7. We have the following cardinality estimate:
#Rpp1(e) ~ 2.
Moreover, there exists na(e) and 61(¢) > 0 such that
Vi 2 na(e), p(J\ Ruyr(e)) < e,
Proof. By the preceding lemma, we can write, for n > nq(e):
JNA,(e/2) C Rpi1(e).

Moreover, we also know that there exists ng(¢/2) and do(/2) such that, for all n > ng(e/2), we

have
1T\ An(e/2)) < e~0(/2m,

So define ny(g) := max(nq(e), no(e/2)/eo). For all n > na(e), we then have:
I\ Ryg1(€)) < (T \ Ap(g/2)) < e /2,

Next, the cardinality estimates follow from the bound on the measure. Indeed, we know that, for
n > na(e):

p(]) = p(J N Rog1() + p(J\ Bugr(e)) £ > pu(Pa) + e 02,
acERp41(€)

and so
L—e e < N (P < 1.

aERn+1(¢)

We then use the estimate obtained for p(P,), that is,
Cale—é)\ne—e()\—&-é—&-e)n < M(Pa) < 006_6)\”65(>\+6+8)"7
and we obtain

Caleékne—s(k+5+a)n (1 _ e—ao(a/z)n) < HRosi () < CoePnesAto+e)

which proves that #R,,.1(g) ~ €. O
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Proposition 3.3.8. For all n > nay(e),
(T By () < ke,

and so
#Rn+1( ) eké)\n.

Proof. Define Ry, 1(e) := Uaer,, ,, Nty Pa. From the point of view of the measure 4, it is indistin-
guishable from R,,11(¢). First, we prove that

ﬂ I (R (9)) € R ()

Let x € ﬂ::ol fm (Rn+1(€)). Since there exists A = a)...a},_jap € Wiyy1 such that x € Py,

we see that for any i we can write f™(z) € Pa/1+i~~-ak n Rn+1(a). So there exists b;11 € Rp11(€)

such that Py a, Nints Py, # (. Then b;11 = a;41, for all i, which implies that A € R% ,(e).
Now that the inclusion is proved, we see that

(J\ Rn+1 kz:l M (f_m (J \ Rn+1)>

= kp(J\ Ryt1),

and we conclude by the previous Proposition. The cardinal estimate is done as before. O

3.4 Reduction to sums of exponentials

We can finally begin the proof of the main Theorem 3.1.2. Recall that f is a hyperbolic rational
map of degree d > 2, and that J C C denotes its Julia set, which is supposed not to be included
in a circle. Fix a small Markov partition (P,)seca and open sets (Uy)aca and (Dg)eeca as in
Proposition 3.2.2 and Proposition 3.2.4. Fix a normalized ¢ € C!(V,R), and denote by pu its
associated equilibrium state. Let y € C'(C,C) be a compactly supported bump function, let & > 1
and let 1 : 2 — R be a C? phase defined on some open set {2 C C satisfying

[llos + (inf [Ve) ™ < e,

for some p; > 0 that will chosen small enough during the proof of Lemma 3.4.4 and 3.4.5. It will
be convenient to see the gradient of 1 as a complex number, so that we can write:

Vh e C, (dy).(h) = Re(w(z) h).

Denote K := supp(x) the support of x, and suppose that K N J # 0, and that K C Q. In this
case, if n is large enough, any word a € R,,41(K, ) will then satisfy D, C , allowing us to use
the lower bound infp_ V)| > &P,

Our goal is to prove power decay of the following oscillatory integral:

—

e edin) (€) = / AR () dp(z),

where £ € R. To do so, we will use the invariance of y by the transfer operator £,. This will make
the maps g, appear. As we will be interested in intertwining blocks of words, let us introduce some
notations, inspired from the one used in [BD17]. For a fixed n and k, denote:

e A=(a,...,a;) € Wit B =(by,...,by) e WE_,.
o We write A <> Biffaj_; ~»b; ~a; forall j=1,...k.
e If A +» B, then we define the words A«B := a(b}a) b, ...a),_,bja, and A#B := ajbja}b;...a}_ by.
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e Denote by b(A) € A the last letter of ay.

Then, we can write:

Vr € Pb, £(2k+1)nh E h gA*B U)A*B(.’E).
A-B
A~~b

In particular, the invariance of y under £, allows us to write the following formula:

e = Y [ e onn ) (g (@) wacn (o) du(a).
AoBY Poa)
In this section, our goal is to relate this quantity to a well behaved sum of exponentials. To this
end, we will need to introduce various parameters that will be chosen in section 3.5. Before going
on, let us explain the role of these different quantities.

Five quantities will be at play: &, n,k,c¢ and €. The parameters k,eg and € must be thought
of as being fized. The integer k will be chosen by an application of a version of the sum-product
phenomenon (see Theorem 3.5.1). The small constant £y will be chosen at the end of the proof
of Proposition 3.6.8. The parameter €y will be chosen small compared to A, and € will be chosen
small compared to €9, A, d and every other constant that might appear in the proof. The only
variables are £ and n, but they are related. We think of ¢ as a large enough variable, and n will
be depending on £ with a relation of the form n ~ In&. We prove the following reduction.

Proposition 3.4.1. Define
J,, = {eson/Q < |77| < 625071}

and

Ga(b) =gl y(xa,)

for some choice of x4 € int; Py for any finite admissible words a. There exists a constant o > 0
such that, for |£| ~ e(kTDAneson gnd n large enough depending on e:

e—aan|wm)(£)|2Se—)\é(2k+1)n Z S;‘p Z p2imRe(n¢1,a (b1)...Cka (br))
17 n

AERET(e) BERY ()
A~B
e can (J\Rilj_—&il( ))2 + H72n + e*(A*‘?o)n/Q _|_e*€o5ADn/4.

Once Proposition 3.4.1 is established, if we manage to prove that the sum of exponentials enjoys
exponential decay in n, then choosing ¢ small enough will allow us to see that |1, (xdu)(€)|? enjoys
polynomial decay in &, and Theorem 3.1.2 will be proved. We prove Proposition 3.4.1 through a

succession of lemmas.

Lemma 3.4.2.
2

() (©) < /P e~2m0ann )y (ga 5 (2))wass (@)dp()| + p(T\ R ()2
b(A)

A<—>B

AER, 1K)

BeRE

Proof. We have

'@ZJ* (Xd,u) (6) = Z / 6_2iw¢(gA*B(w))X(gA*B(x))wA*B(x)d:u’(‘r)'
AcB Y Pra)

We are only interested on blocks A and B that allow us to get some control on the different

quantities that will appear: those are the regular words. Furthermore, if ag doesn’t satify P, NK #

0, then x(gax«B(2)) = 0. Tt follows that:

W (xdp) (€) = / =2V AB )y (g0 (7)) wa s (@)du(x)
A<—>B Pya)

AER, 1K)

B6R7L+1
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" Z / e—2i7r1b(gA*B(w))X(gA*B(x))wA*B(x)d,u,(fv)
Pya)

A-B
AgR, LK)
or BQT\’,fLJrl

where we see blocks in RF 41 as blocks in Wk 41 in the obvious way. We can bound the contribution
of the non-regular part by

Z / o—2imRe(E9a-B(2)) asB(2)dp(x)
Py(a)

A+B

A¢RI(K)

or BSER,’;’LJFI

< Z /P wedp

2k+1 b(C
CgRZEL MO

< Y mPo)<p(J\RYH(E),

2k+1
Can{»ﬁ

where we used the fact that p is a Gibbs measure. Once ¢ will be fixed, this term will enjoy
exponential decay in n, thanks to Proposition 3.3.8. O

Lemma 3.4.3. There exists some constant a > 0 such that, for n > nay(e) :

2

—Ean

Z / e—2i7‘rw(9A*B(I))X(gA*B(l’))U)A*B(‘r)d/‘L(x)
Pya)

A+-B

AR (K)

BeRE

2

S eké(?k—l)n § : —|—I<L_2n.
A-B
AR (K)
BeRF

/ e—ZiTFIZJ(QA*B(x))wak (z)du(zx)
Pya)

Proof. Notice that wa.g(z) and w,, (x) are related by

wAB(T) = Wa4B(Ja, (¥))wa, ().

For each admissible word a of any length, fix once and for all a point x, € int;P,. To get the
term wa4B(ga, (z)) out of the integral, we will compare it to waus(za,). Recall that ¢ has
exponentially decreasing variations: we can write

max sup |p(z)—@(y)| Sk
mige sup [o(a) = ()

So we can write:

WA 4B (Ja, (T
wa#B (9 (1) _ exp (S2nkP(9a#B(Ja, (7)) — S2kn(9ayB(2aL))) »
wA#B(Ta,)
with
2nk—1
|SankP(9A#B (Gar () = Sakn@(gagn (wa))| S D w"EFHIDT S mm,
j=0
Hence, there exists some constant C' > 0 such that
e " wauB(Ta,) < WaAxB(ga, (7)) < e Twayn(Ta,),

which gives:

‘eiCm_" _ 1‘ WA4B (gak_ (x)) < IiinwA#B(gak (CE))

|wa#B (9, () — wayB(Ta, )| < max
Furthermore, since y also has exponentially vanishing variations:

Vr € Pya), Ix(9a+B(2)) — X(Ta,)| S 7"
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Combining these estimates yields

X(9a+8(2))wayB(ga; (%)) = X(Tay )ways(Ta,)| S K" wA%B(9ay (7))-

From this, we get

> / e VAR D) (o (g () WA (2) — X(Tag)wA#B (T, ), (1)) dis(z)
Pya)

A-B
AER 1) (K)
BeRE

< Y / IX(9a:B(2))wags(z) — X(Ta) ) wAaxB(Ta, )| Wa, (2)dp(z)
A-B Pya)

AERII(K)

BeRE

st Y [ wam@die) s
A-B Pyay
AeR; T (K)

BGRELJA

by the Gibbs estimates. Moreover, by Cauchy-Schwartz,

2
‘ Z / e—zinw(gA*B(af))X(xao)wA#B(g;ak)wak (gc)du(gj)
Pya)

A+B
AeR, T (K)
BeREk
2
—92i "
—‘ > owwapnlen) [Ny @)du(a)
A-B Pya)
AERTI(K)
BeRE
2
<Y I Pussn(en)? Y |[ e, @)
A-B A-B Py(a)
AR TI(K) AeRTI(K)
BeRF BeRF
2
Sesome—Aﬁ(Qk—l)n § : / €—2iﬂw(gA*B(z))wak(x)du(x) ,
A-B Py(a)
AeR, T (K)
BER'IZ#»I

by Proposition 3.3.3 and 3.3.8, where one could increase « if necessary.
Lemma 3.4.4. Define
Ga(b) = ezAng;;_lb(xaj)
and -
NA(2,Y) = VO (@ag ) (ga, () — ga, (y)) e 2" € C.

There exists a > 0 such that, for || ~ eZFHDAneson and n large enough depending on e:

efsomef)\(?(Zkfl)n E

A~B

AERI(K)

BeRE

2

/ e 2im(oas @)y (2)dp(x)
Poca)

Z eQiﬂ'Re(nA(z,y)(lyA(bl)...gkwA(bk)) d//é2(x7y) +€—(>\—€0)n/2.

< —Ao(2k+1)n Z //
A () ” ! P

k+1 k
ERFTY b(A) IBERE
A~B
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Proof. Remember that we allowed ||¢||c2 + (infreq [V|) 71 to grow like £t for some constant p;
that we can choose as small as we want. We will carefully make these quantities appear in the
computations of this lemma and in the next. We expand the integral term and use Proposition
3.3.3 to get

e~M@k=ln 5 / / (2TE(9an (@)~ ¥ oam D)y, (2)wa, (y)dp(z, y)

A+B b(A)
AeRITI(K)
B€R7L+1
< M@ 3 / / Wy (D)0, ()| 3 B oA (@) 0 0am 0| g2 (1, )
AeRETI(K) Pla) BeRE
A+~B
< gfan o= AS(2k+1)n Z Z 2imE (W (9ann ()= (9aB WD) | dyy(2)dp(y).
Aeri i) " Imert
A-B

The next step is to carefully linearize the phase. Here again, the construction of the (D,)qca as
convex sets is really useful.

Fix some A € Rﬁi% For z,y € Pya), set T := ga, () and §J = ga, (y). These are elements of

Pym), and so [Z,y] C Dys). Hence, the following identity makes sense:

$(gaB(2)) —¥(9a:B 1)) = (a4 (F)) — Y(ga48(7)) = Re /[ (Foloaratgnsn ) dz
Therefore, we get

[(9a-8(2)) — (9a8(1)) — Re(Vb(ra)ghpn(7a,) (@ ~ )|

— |Re /[ ) (Vo@ar)ghsn(2) — Vi(gasn(2))gasn(za,)) dz

/@ (T9n) (dhnn ) = dapn(on)) = (Voloarn(e) ~ Tolw) )oapn(za)) d:

+ ||’¢Hc2650m6_(2k+2))\n,

< Ille-

AlA(gx#B(@‘—gx#B(xm))dz

)

using Proposition 3.3.3. Notice that if z € [Z,7], we have z € Dy(g), and so [z, a,] C Dym), and
the following is well defined:

Q/A#B(Z) - Q/A#B(Cﬂak) = / QZ#B(W)dW-

[2,7a,]

Now, notice that since the maps are holomorphic, and since there exists § > 0 such that P, +
B(0,28) C D, for any a € A, we can write by Cauchy’s formula

! S ! 00,C(w
if ga#B( )ds < ||9A#B|| C(w,B)
2im Jo(w,p) (s —w)?

WA#B )|: < 3 )

where C(w, §) is a circle centered at w with radius 8. And so
—2kAn ,—A
|9A#B(Z) - g:’&#B(mak” S Hg:A#BHOO:Db(B) |2 — 2a,| S e 2hang=An

by Proposition 3.3.3. Hence,

V(ga-B(2) ~ ¥(9aB(Y)) ~ Re(V(ta,)9ayn (70 )@ = 1) )| S [lcaeme @rr2
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Then we relate g 4g(Ta,) to 9;6b1 (Ta))--- 9 p, (Ta,), using Cauchy’s formula again:
k—1Pk

k
’QQ#B(%;&)—gggjbl(xal)~-~9;;;c71bk($ak) = 1_[19;; ! (9a7b7+1 al,_ by (Zay)) Hgaj b (2a,)
=
k—1 i+1
SZ Hga] b xa, H ga _,b gajbgJrl xak Hga] 1b a] H ga _,b ganJ+1 b»(xak))
=0 |j=1 Jj=i+1 J=i+2
k—1
—2(k—=1)X
< Zesane 2(k-1) nlg/a;bprl (ga§+1b§+2mbk (mak)) _g;;bi+1 (xai+1>)|
=0
5 esome—Q)\(k—l)an;;le||Oodiam(Pai+l) 5 esane—(2k+1)>\n.
Hence, since |7 — 7| < ef@me ",
k

b(gaB(2)) ~ ¥(9a-8 W) ~ Re((@ — 1)V (wa) P b, (7a,))| S [llaeeme@hi2in

From this estimate, we can relate our problem to a linearized one, as follows:

ey // S ermelilannn(e)—vanmm) _ HTER Y g, ()t o, o@D
Ac Rk+1 Pyay2 BeRE
A-B
21#5(10(9 «B(z)) =¥ (gaxB(Y))— Re((i )Vi(zag) [Th- 19/ (way ))>
< e~ M(k+1)n Z // Z AxB AB : 1b; a2 (o, y)
AR (K) Pocayz BeRE
A-B
k
<Nk 3 / / ) |f\]¢ 9am(1) — V(9aen(v)) ~ Re((F — )V (ra,) [Tk o b, (70,)) a2 (2, )
AeRITI(K) Pocaz BeRE, j=1

A<—>B

5 Hw”C2 eecme—)\é(2k+1)ne(k+1)6)\nek6)\n|§|€—(2k+2))\n ~ Hw”C2 |§|eeane—(2k+2))\n.
Now we see why we need to relate n to £. We follow [SS20] and fix
e(2k+1)/\(n—1)eeo(n—1) < |£| < e(2k+1)/\neaon'

This choice will ensure that the normalized phase n will grow at a slow pace, of order of magnitude
€™, It will be useful in section 3.6, where we will finally adjust 9. This relationship being fixed
from now on, we get:

e+ 3 // T AT ann ()b omn ) T ERATIE lg (o0)o, m)EDD o
AcRETI(K Pycay2 BeERE

A+B
S esanndechf()\fso)n /S ef(Afso)n/2

if p; > 0 is chosen so small that [|1)]|c> < Pt < e~ (A=20)7/4, Now we can focus on the term

esomef)\(?(ijLl)n E //
Pya)

AERFTI(K

S (670G gy ()5 o) E=T)) W2y,

BeRkL+1

A~B

We re-scale the phase by defining, for any b such that a;_; ~» b ~ a;:

Ga(b) =gy p(xa,),

so that (j a(b) ~ 1. We can then write
T o) (Ta) 0y 0 (T0) (F — T) = 14 (@ 9)C1A (DY) - oo (B,

where na (2, y) == EVY(za,) (T — Y) e~ 2kAn, O
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Lemma 3.4.5. Define
Jn :={n €C, ef0n/2 < In| < 6250"}.

There ezists a > 0 such that, for |£| ~ eRktDAneeon gnd n large enough depending on e:

¢msane 0@kt 3 // S eimRelna e a0 a®O) g2 dpu(y)
AERETI(K) Poca) BeRE
A-B

+ e—éADE(Jn/‘l.

Se—)\é(2k+1)n Z sup Z e2imRe(nCi,a(b1)...Cr,a(by))

€Jn
AerETL TS BeRE
A~B

Proof. To estimate na (x,y), we need to control |Z—7|. A first inequality is easy to get by convexity

of Db(A)
JRRACIE
[#,y]

The other inequality is subtler to get, but we already did the hard work. Recall Lemma 3.2.6: it
tells us that Conv(P,,) C Da,, thanks to Koebe’s quarter theorem. Consequently, [Z,y] C Da,,
and so we can write safely that

~

7 -yl = <ee Mz —yl.

< eenez\nm,\ _ i/\l

eyl = ‘ [y

Combining this with the fact that {; a(b) ~ 1 gives us the following estimate for 7 :

Y2,y € Pyay, |Vib(za,)|e =m0 (1 — y| < |na(z,y)| < |V (za,) e Dm0 |z — g,

Now notice that, if p; is chosen small enough, we can suppose that we have a bound e—0"/4 <
£ < |Vih(za)] < €1 < e50™/4 for all ag € Ryp41(K). Choosing e and our Markov partition small

enough then ensures that
Vx,y c Pb(A)7 6_6(4k+1)n6360n/4|x _ yl < ‘nA(x’y” < 625071.

Finally, we need to reduce our problem to the case where 7 is not too small, so that the sum of
exponential may enjoys some cancellations. For this, we use the upper regularity of u. We have, if
S Pb(A)5

L ({y cJ ‘.’L‘ _ y| < es(4k+1)ne—sgn/4}> < es(4k+1)m5ADe—sgz§ADn/4.

Integrating in x yields

ey ({x yed lx—yl <e e(4k+1)n —son/4}> < o= (@h+1)ndan ,—c0dapn /4
This allows us to reduce our principal integral term to the part where n is not small. Indeed, we
get:
e~ A(2k+1)n 2irRe(na (z,9)C1,a(b1).-Cr,a(br)) | g d
> //PQ > e p(a)dn ()
AcRETI(K v(a) IBERE |
A+B
o A6 (2k+1)n Z // Z e2imRe(na (z,y)C1,a (b1)..Cr,a (br)) dp(z)dp(y)
AeRITa (1) 7 PPy eyl can 4y [ S

A~B

+€€anesn(4k+1)6ADe—Eo(SADn/Zl
by the cardinality estimate on RE +1- In this integral term, we get

|77A(5L',y)| > e—€(4k+1)n63€0n/465(4k+1)ne—50n/4 — etson/Q7
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and so we can bound:

e~ M0(2k+1)n 2 // E e2imRe(na (z,y)C1,a (b1)..Cr,a (br))
x,yEP, L z— >es(4k+1)n675071/4
AERI;:Il(K) {z,y€Py(a), lz—y| } BeRK
A-B

§67A6(2k+1)n Z sup Z e2imRe(n¢1,a (b1).--Ck,a(br))

k1 N€In k
AER BER, 11
A-B

Combining all those lemmas gives us Proposition 3.4.1.

3.5 The sum-product phenomenon

The version of the sum-product phenomenon that we will use is a corollary of a version found in
Li’s work, see [LNP19], or [Lil8]. Similar results can be found in Section 1.3.2.

Theorem 3.5.1. Fiz 0 < v < 1. Then there exist k € N*, ¢ > 0 and €1 > 0 depending only on
v such that the following holds for n € C with |n| large enough. Let 1 < R < |n|** , N > 1 and
Z1,..., 2y be finite sets with #2; < RN. Consider some maps (j : Z; — C, j =1,...,k, such
that, for all j:

((25)c{zeC, R <|2| <R}

and

Vo € [In| 72, In|~*], sup #{b € Z;, |Re(e"(;(b)) —a| <o} < No7. ()
a,0e
Then:

N~F > exp (2im Re (1€ (b1) . .. Ge(br)))| < cln[ ="
bi€Z4,..., brEZ)

Our goal is to use Theorem 3.5.1 on the maps ¢; ao. Let’s carefully define the framework.
For some fixed A € ’Rf:_ll, define for j =1,...,k

Zj = {b S Rn+1,aj_1 ~ b~ a; }

The maps ¢; a(b) := 62A”g;3_1b(xaj) are defined on Z;. There exists a constant o > 0 (which will

be fixed from now on) such that
#Z < eeaned)\n
j >

and
Ga(Z) C{zeC, e < |z] < e},

Let v > 0 small enough. Theorem 3.5.1 then fixes k and some ;. The goal is to apply Theorem
3.5.1 to the maps (j a, for N := eM" R :=e**" and 1 € J,. Notice that choosing & small enough
ensures that R < |n|°!, and taking n large enough ensures that |n| is large. If we are able to prove
the non-concentration hypothesis (x) in this context, then Theorem 3.5.1 can be applied and we
would be able to conclude the proof of the main Theorem 3.1.2. Indeed, we already know that

e—san|ﬁ(§)|2 s e—)\5(2k+1)n Z sup Z eQiﬂRe(ngl,A(bl)...gkﬁA(bk))

; €Jn
Aerity " BERy
A~B

+e*6anu(J\Riﬁ_—&11(€))2 + H72n _|_67()\7€0)n + estEADn/2

by Proposition 3.4.1. Since every error term already enjoys exponential decay in n, we just have
to deal with the sum of exponentials. By Theorem 3.5.1, we can then write

sup BQiWRC(UCl,A(bl)---Ck,A(bk)) Sce)\kéne—sosln/27
n€Jn BeRE .,
A-B
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and hence we get

e~ A(2k+1)n Z sup Z e2imRe(n¢1,a (b1).--Ck,a(br))

eJ )
AERﬁill nedn BER'};H-l

A+B

5 eaane—)\é(2k+1)ne)\5(k+1)ne)\6k'ne—sgeln/Q S ecan —6061”/2.

€

Now, we see that we can choose € small enough so that all terms enjoy exponential decay in n, and
since |£| ~ e(kTDAneeon e have proved polynomial decay of |fi|?.

3.6 The non-concentration hypothesis

The last part of this Chapter is devoted to the proof of the non-concentration hypothesis that we
just used. Unlike Chapter 2, we will this time directly use some Dolgopyat’s estimates for well
chosen twisted transfer operators. From there, y and 1 won’t play any role: the only actors now
are the dynamics and the measure p (the dependence on the measure coming from the definition
of e-regular words).

3.6.1 Statement of the non-concentration estimates
Definition 3.6.1. For a given A € R’;ﬂ, define for j =1,...,k

Z;={b€Rpnt1, aj_1 ~»b~>a;}
Then define

Ga(b) =gl y(xa,)

on Z;. The following is satisfied, for some fixed constant « > 0:

#Zj < esaneé)\n

and
C],A(ZJ) C {Z eC , e can < |Z| < 650477,}'

We are going to prove the following fact, which will allow us to apply Theorem 3.5.1 for n € J,,,
R := e and N := M7,

Theorem 3.6.2 (non-concentration). There exists v > 0, and we can choose €9 > 0, such that the
following holds. Let n € {e=0™/? < |n| < e2%0"}. Let A € Rﬁjﬁ Then, if n is large enough,

Vo € [Inl 7% nl~"],  sup #{be€ Z;, Re(e”(;a(b)) —a| <o} < No7,
a,0€ER
where R := €%®", N := ™" and €, and k are fized by Theorem 3.5.1.

3.6.2 Non-concentration estimates I

The proof of Theorem 3.6.2 is in two parts. First of all, we see that the non-concentration hypothesis
formulated above counts how many (; o are in a strip. We begin by reducing the non-concentration
to a counting problem in small disks. Recall that R := e**™ is a slowly growing term, and that
N =M~ H#Rpv1-

Lemma 3.6.3. If <o and v are such that, for o € [e=5%0" e==150n/5],

sup  #{be€ Z;, (;a(b) € B(a,0)} < Nott,

R-'<[a|<R

then Theorem 3.6.2 is true.
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Proof. Suppose that the result in Lemma 3.6.3 is true. Then, we know that squares C.g, =
e B (c,0) = {z € C, [Re(e”?z — ¢)| < o,|Im(e?z — ¢)| < o} are included in disks B(c,0/2).
(We note By, the balls for the L> norm.) Hence,

Yo e [67550717efslson/5]7

#(b e Z;, Ga € Copo} <#be Z;, (a € Ble,oV2)} < NVZ T gl*,

Our next move is to cover the strip S, 9., := {z €C, |Re(e?z) —a| < U} by squares C. g ,. First
of all, recall that ¢; o (Z;) C B(0, R). Hence, we can write, for a fixed a and 0:

#{bec 2, ab)€Sapot< >, #{beZ (ac€Copol
ceK(o,R)
where K (o,n) := {e"®(a+iko) | k= —|R/c]|,...,|R/c|} is the set of the centers of the squares,

chosen so that it covers our restricted strip. Hence, for o € [e~4¢0™, 6’515“”/2],

#{beZ, (ab)e€Sioo}r S ?N\/iuwal*”’.

Then, since o goes to zero exponentially fast in n, and since R grows slowly since € can be chosen
as small as we want, we can just take n large enough so that

R
#{beZ;, (ab)€Sapo} S —N\/ilﬂglﬂ < No"/2,
g

and we are done. O

Definition 3.6.4. Since exp : C — C* is a surjective, holomorphic morphism, with kernel 2inZ,
it induces a biholomorphism exp : C/2inZ — C*. Define by log : C* — C/2inZ its holomorphic
inverse. Note modg;, : C — C/2iwZ the projection.

Now, we reduce the problem to a counting estimate on log(¢; a)-

Lemma 3.6.5. Ifco and v are such that, for o € [e=6%0" ¢=s180m/6]

sup # {b € Z;, loggn 1b(asaj) € moda; (Boo(a,a))} < No't7,
aeC E

then Theorem 3.6.2 is true.

Proof. Suppose that the estimate is true. Let o € [e=7%0", ¢~51%07/], Fix a euclidean ball B(a, o),
where a = roe'® satisfies ro € [R™, R] and 6y €] — 7, 7]. Elementary trigonometry allows us to
see that

B(a,0) C {rew €C|relrg—o,ro+0], 0 € by — arctan(a/rg), by + arctan(c/ro))] } .
Then, since for n large enough

In(ro 4+ o) —In(rg — o) =In(1 + org?) —In(1 —ory ) < dorg* < 4o0R

and
2arctan(o/rg) < 407“0_1 < 40R,
we find that
B(a,0) C exp Boo((In(rg), 6p), 40 R).
Hence:

#{b € Z;, (ja(b) € B(a,0)} < #{b € Z;, (;a(b) € exp B((In(r9),00),4R0)}

= #{b S Zj, 10g Cj,A(b) S IIlOinﬂ- (Boo((hl(T'o), 90),4RO’))}
=#{be€ Z;, logg;;_lb(acaj) € moda;r (Boo((In(ro) — 2nX,6p),4Ro))}

< N(4Ro)'*7 < Not*/2

provided n is large enough. So the inequality of Lemma 3.6.3 is satisfied, and so Theorem 3.6.2 is
true. O
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3.6.3 Non-concentration estimates I1

We are going to prove that the estimate in Lemma 3.6.5 is satisfied for all C1(V,R) potentials .
(The dependence in ¢ is hidden in the definition of the p-regular words.) For this, we will need a
generalization of a result borrowed from [OW17].

Theorem 3.6.6. We work on L :=| ], 4 Ua, the formal disjoint union of the U,. Define

C’g(ﬂ, C):= {h = (ha)aca | ha € Cl(Ua,C), ”(ha)a”Cbl(u,C) < OO} )

where || - lox ey is the usual C! norm
bllcz ey = Y (hallso,v, + 1VAalloc,0,) -
acA

On this Banach space, for ¢ a normalized potential, s € C and | € Z, we define a twisted
transfer operator Ly, s : CH(U,C) — CF (4, C) as follows:

, —1
Vo € Uiy Lonible)i= 3 Hm gl (L) pigunlo)),

s 9., (@)

where gqp : Uy — U,. Iterating this transfer operator yields:

" ( =l
Vo e Uy, L0, @)= Y wa<w>|g;<x>|s(ga”) b(ga(2).

/
v |9a(2)]

a~b

Since J is supposed to be not included in a circle, we have the following result. There exists C' > 0
and p < 1 such that, for any s € C such that Re(s) =0 and [Im(s)| + |I] > 1,

vn > 1, [1£5 llopae) < Col|Im(s)] + [i)2p".

It means that this twisted transfer operator is eventually uniformly contracting for large [ and
Im(s). This result will play a key role in the proof of our non-concentration estimates.

Remark 3.6.7. In [OW17], this Theorem was proved for the conformal measure. In [ShSt20],
section 3.3, Sharp and Stylianou explain how we can generalize the result for a more general family
of potentials, which covers the case of the measure of maximal entropy. The fully general theorem
can be proved with some very minor modifications from the proof developed in [OW17]: it will be
explained in appendix B.

Proposition 3.6.8. Define ¢ := min(—1In(p)/30,A/2). There exists v > 0 such that,
for o € [e=050m e==1207/6] and if n is large enough,

sup # {b € Z;, floggggilb(xaj) € moda;; (B (a, 0))} < No't,

Proof. In the proof to come, all the ~ or < will be uniform in a: the only relevant information
here will be 0. So fix o € [e~6%0" ¢==1%07/6] and fix a small square moda;; (B (a,c)) C C/2inZ.
The area of this square is o2. Lift this square somewhere in C, for example as By (a,o), and
then define a bump function x such that x = 1 on By (a, o), supp(x) C Bs(a,20) and such
that [|x|z1(c) ~ 0. We can suppose that |05 05> x|[11(c) ~k, .k, 07 "7, (For example, take
x(x) := xo((x — a)o™ 1) for xo a bump function around 0.)

Then, we can consider h, the 2rZ[i] := 27(Z + iZ) periodic map obtained by periodizing Y.
We can see it either as a smooth 27Z[i]-periodic map on C, or as a smooth 27Z-periodic map on
C/2imZ, or just as a smooth map on C/27wZ[i].

By construction, the periodicity of h allows us to see that

Linodsin (Boo(a,0)) < .
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Moreover, h (— log g, 1b) (7a,) is well defined, and so we can bound the desired cardinality with
-
it. We have the following “convex combination” bound:

#{bez, —loggy ,(ra,) € modsis (Boo(@,0))} < 3 hl~lowgly (ra,))

bEZj
wb(a:a.)
- X vl )
bEZj b aj ’
< RN Y wh(aa )h(~10g gl 1 (ra,)
bEZj
< RN Z wp (Ta,)h(— loggggilb(xaj)).
bEWn+1

aj_1~b~a;

Then, since our map h is 2wZ[i]-periodic and smooth, we can develop it using Fourier series. We
can write:

Vz =z +iy € C/2inZ, h(z) = Z o (h)e!HETPY)
(w,v)ez?
where

Cuv(h) = (47T2)71/B ( )h(x + iy)e V) dady.

Notice that
Nklyk2|cw(h>‘ = |Cuu(6§18§2h)‘

< (An?) YR R b 11 (B (amy) = (AT2) TH|OE1 OB X L1 ¢y = 0P R R

Plugging —log g/, 1b(gcaj) in this expression yields
-

h(~loggy wlwa)) = D cu(h)exp (=inlnllgy y(ea,)l) — ivarggl, y(ra,))
(n.v)€Z? ' '

. g;’._ b(xaj) -
= Z Cw(h>|9;;71b(xaj)| " (71 )

!
(p,v)eZ2 |ga_,7‘—1b(xaj)

and so
# {b € Zj, —1og gl p(7a,) € modain (Boo(a,a))}

/

i Gar (xaj) v
SRNY cuw(h) D wnlwa)lghy b(@a)l " () .

N bEW, 11 |g;;7 b(xaj)

aj—1 waa]-

1

For any word a, define g}, on C} (4, C) by
Vo € Uya), 0a(2) :=ga(z) , VrelU, b#b(a), gy(z) :=0.

With this notation, we may rewrite the sum on b as follows:

. g/a/ b(xaj) -
’ — j—1 :
> wnlea)loly ulea)l | L

/
bEWn 11 |ga;71b (Ta;)

aj,1->bwaj

= > lga . (onlwa )7 (g(gb(x))o wb<xaj>|gg<xa,->|“‘(gb(xaj)|>_

b€W71+1 |glaj71(gb(xaj)) |g{)(',1:a])

a;_1~b~a;

- Z W (a, ) |9 (Ta, )|~ (gb(xa])|) |9Q,-,1|_i” ( 97]-_1|> (gb(za,))

/
bEW, 11 195 (a,)

b~a;
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—V
in [ Bay_
:Eg,fiu,u ‘g;xj71| s <|Q?J 1) (xa]-).
a;_

For clarity, set ha j := \géj71|_i“ ‘371’1‘ . The holomorphicity of the (ga)a allows us to use

Cauchy’s formula (like in the proof of Lemma 3.4.4) to see that

1ba.illor ey S (L4 |l + V).

We can now break the estimate into two pieces: high frequencies are controlled by the contraction
property of this transfer operator, and the low frequencies are controlled by the Gibbs property of
w. We also use the estimates on the Fourier coefficients of h.

# {b €2z, — logggg_lb(xaj) € moda;r (Boo(a7a))}

/

. Jor p(Ta;) v
SEND cw(h) D wn(wa)lgy b(@a) ™" (Jlb|>

n% bEW, 11 |g;37 b(xaj)

aj_1~b~a;

1

SRN| Y lewM D wolea)+ D lewMILE i (bay)(@a,)l

lul+lv|<1 bEW, 11 |l +lv[>1

SRERN|56° > uP)+ Y lewMIILE i ba)lcr e
beW, 11 []+]v|[>1

SBRN® +RN Y lewW)I(lul + 1) [bayllcp e
[l +v|>1

SRNo® +RNp™ Y e (W)l + W) (pl + 1)~
[l +v|>1

< CRN(o? + p"0™?),

for some constant C' > 0. We are nearly done. Since o € [e~6%0m e=51507/6]  we know that
073 < el80n Now is the time where we fix £o: choose

g0 := min(—1In(p)/30, A/2).
Then po—3 < enIn(P)+1820) < o—1220n < 52 for p, large enough. Hence, we get

# {b € Zj, —10g gy p(Ta,) € mOdain (Boo(ap))} < 2CRNo?.

Finally, since 0'/2 is quickly decaying compared to R, we have
20RNo? < No*/?

provided 7 is large enough. The proof is done. O

3.7 Appendix A: Large deviations

The goal of this section is to prove the large deviation Theorem 3.2.11, by using properties of
the pressure. The link between the spectral radius of £, and the pressure given by the Perron-
Frobenius-Ruelle theorem allows us to get the following useful formula (though, seing it that way
may be a bit of a circular reasoning, as the following lemma is usually proved before Perron-
Frobenius-Ruelle’s Theorem). We extract the first one from [Ru78], Theorem 7.20 and Remark
7.28, and the second one from [Ru89], Lemma 4.5.
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Proposition 3.7.1.

1
P — lim = 1 Sne(galz))
(7) = Jim, s suplog. 3 ¢
aEWn+1

a~>b

We begin by proving another avatar of those spectral radius formulas (which is nothing new).

Lemma 3.7.2. Choose any x4 in each of the Py, a € W,,, Yn. Then

P(y )—hm log Z Snp(Ta)

a€EWn 11

Proof. Since P, is compact, and by continuity, for every n there exists b e A and ylg?n)) € Py

such that
max sup log Z eSne(9a(®)) — = log Z Sneloaly b<")))
be A TEP, acyy
n+1 ac€Wn 41
a~b a~sb(n)
Define y, = ga(yl()(n))) € P, for clarity. The dependence on n is not lost since it is contained in

the length of the word. First of all, since ¢ has exponentially vanishing variations, there exists a
constant C; > 0 such that

Va,y € P, [Sne(x) — Snp(y)| < C1.

Now we want to relate the sums with the z,’s and the y,’s, but the indices are different. To do
it properly, we are going to use the fact that f is topologically mixing: there exists some N € N
such that the matrix M has all its entries positive. In particular, it means that

Vbe A, Vae W41, dc € Wy, ach € Wy N+1-

The point is that we are sure that the word is admissible.
For a given a € W, 41, there exists a ¢ € Wy such that ach® ¥+ € W, | y,1, and so, using the
fact that e5»% > 0, we get:

eSne(Ta) < E eC1e5n W (niN+1))

cEWN
ach(n+N+1) EWn+N+1

Then, since S, (¢) < Sptn (@) + N||¢|lco,s, We have:

eSne(Ta) < E eC2 Sn+ N (@) (Y, (n4N+1))

cEWN
ach(mt N+ eW,, 4 Ny

Hence

Z esnw(Ia)) < log ( Z Z 6C26571+N¢(yacb(n+N+l))>

aEWn+1 aEWn+1 cEWnN
acb(+ N+ eW, vy

— C2 —+ log < Z eSn@(yd)>’

dEWn N1
desb(n+N+1)

and so

1
lim sup — log Z eSn?(@) | < P(y).
n—oco T acWn 11
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The other inequality is easier, we have

10g< Z eSnw(ya)> < O +log Z eSne(@a) ,

acEWn 41 a€EWn 41
a~sb(n)

which gives us

1
P(p) < liminf =1 Snp(wa)
(p) <limin - og Z e

aEWn+1

Another useful formula is the computation of the differential of the pressure.

Theorem 3.7.3. The map P : CY(U,R) — R is differentiable. If p € C*(U,R) is a normalized
potential, then we have:

i € CHUR), (@P)(v) = [ v,
Proof. This is Corollary 5.2 in [Ru89]. Loosely, the argument goes as follows.

The differentiability is essentially a consequence of the fact that ef(¥) is an isolated eigenvalue
of L. To compute the differential, consider v; € C' the normalized eigenfunction for L4ty such
that vg = 1. We have, for small ¢:

Ewrtw Uy = ePletty) Vg

Hence,

d
Loty (ve) + Loty (Opvy) = vyl EHY) %P(%ﬁ + 1) + PTGy,

Taking ¢ = 0 and integrating against u, gives

(dP) () = /J Lo()dpy = /J .

O

Now, we are ready to establish large deviation estimates (Theorem 3.2.11). The proof is adapted
from [JS16], subsection 4.

Proof. Let ¢ be a normalized potential, and let ¢ be another C' potential. Let ¢ > 0. Let
j(t) == P ((¢ — [du, — )t + ). We know by Theorem A.3 that j/(0) = —& < 0. Hence, there
exists o > 0 such that P((¢ — [¢dpu, — )t + ¢) < 0.

Define 26y := —P ((¢) — [du, — €)to + ¢). We then have
1
Mo ({x eJ, Eanﬁ(x) - /J¢dﬂcp > 5}) < Z tio(Pa),
acChp41

where Cpy1 :={a € Wy11 | 3z € Pa, Sptp(x)/n— [dp, > e}. For each a in some Cj,11, choose
Ta € Pn such that S,¢(za)/n — [du, > . For the other a, choose x5 € P, randomly.
Now, since p, is a Gibbs measure, there exists Cy > 0 such that:

Z ,U«,p(Pa)SCO Z eXP(Sn‘P(JCa))

acCp41 acCh41
<o 3 e (s, (v [vdno—<) o) @)
acChpi1
<o Z exp <Sn (<1/) - /wdﬂap - 5) to+ 90) (za)) .
aEWn 41
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Then, by lemma 3.7.2, we can write for n > ng large enough:

Co Y, exp (Sn ((¢ - / Ydpy — s) to + <p> (xa>> < CendoenP((V=[wdpe=eltote) < Ce=dom,

a€Wn 11

and so

1
o ({x €T S - /me, > s}) < G,

The symmetric case is done by replacing ¢ by —, and combining the two gives us the desired
bound. O

3.8 Appendix B: Dolgopyat’s estimates for a family of twisted trans-
fer operator

Here, we explain how to prove Theorem 3.6.6. It is a generalization of Theorem 2.5 in [OW17]:
we will explain what we need to change in the original paper for the theorem to hold more generally.

Proving that a complex transfer operator is eventually contracting is linked to analytic exten-
sions results for dynamical zeta functions, and is often referred to as a spectral gap. Such results
are of great interest to study, for example, periodic orbit distribution in hyperbolic dynamical
systems (see for example the chapter 5 and 6 in [PP90]), or asymptotics for dynamically defined
quantities (as in [OW17] or [PU17]). One of the first result of this kind can be found in a work of
Dolgopyat [Do98], in which he used a method that has been broadly extended since. We can find
various versions of Dolgopyat’s method in papers of Naud [Na05], Stoyanov [St11], Petkov [PS16],
Oh-Winter [OW17], Li [Li20], and Sharp-Stylianou [ShSt20], to only name a few. See Section 1.2.2
for a discussion on Dolgopyat’s estimates and their link to the rate of mixing of (suspension) flows.

In this section, we will outline the argument of Dolgopyat’s method as explained in [OW17]
adapted to our general setting. We need three ingredients to make the method work: (NLI) (non
local integrability), (NCP) (another non concentration property), and a doubling property.

Definition 3.8.1. Define 7(z) := log|f'(z)| € R and 0(x) := arg f’'(z) € R/2nZ. The transfer
operator in Theorem 3.6.6 acts on C} (4, C) and may be rewritten in the form

ﬁ&p,it,l = »CapfitTfilO
for some normalized ¢ € C*(U,R),l € Z and t € R.
With those notations, Theorem 3.6.6 can be rewritten as follows.

Theorem 3.8.2. Suppose that J is not included in a circle. For any e > 0, there exists C >0, p < 1
such that for anyn > 1 and any t € R, | € Z such that [t| + |I] > 1,

L5 —icersiolop ey < CUU+ [t) 0"
Let us recall the three main technical ingredients.

Theorem 3.8.3 (NLI, [OW17] section 3). There exists ag € A, 1 € Py, , N € N, admissible words
a,b € Wxy1 with ag ~ a,b, and an open neighborhood Uy of x1 such that for any n > N, the
map

(%,é) = (SpT0ga — ST 0 gh, Snboga—Spbogy): Uy — RxR/27Z

18 a local diffeomorphism.

Remark 3.8.4. Remark 4.7 in [SS20] and Proposition 3.8 in [OW17] points out the fact that (NLI)
is a consequence of our non-linear setting, which itself comes from the fact that we supposed that
our Julia set is different from a circle. This takes the role of the (UNI) condition that we used in
Chapter 2.
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Theorem 3.8.5 (NCP, [OW17] section 4). For eachn € N, for any a € W11, there exists 0 < 6 < 1
such that, for all x € P,, all w € C of unit length, and all € € (0,1),

B(z,e)N{y € Pa, [{y —z,w)| > de} #0
where {a + bi,c+ di) = ac+ bd for a,b,c,d € R.

Remark 3.8.6. The NCP is a consequence of the fractal behavior of our Julia set. This time, if J
is included in any smooth set, the NCP fails. But in our case, this is equivalent to being included
in a circle, see [ES11]. Notice that this non concentration property has nothing to do with our
previous non concentration hypothesis.

Theorem 3.8.7 (Doubling). Let, for a € A, p, be the equilibrium measure i, restricted to P,.
Then each g is doubling, that is:

3C >0, Vx € P,, Vr <1, pq(B(x,2r)) < Cuq(B(z,1)).

Proof. Tt follows from Theorem A.2 in [PW97] that 1, is doubling: the proof uses the conformality
of the dynamics. To prove that j, := pp, is still doubling, which is not clear a priori, we follow
Proposition 4.5 in [OW17] and prove that there exists ¢ > 0 such that for any a € A, for any
x € P,, and for any r > 0 small enough,

po(B(z,m) N Pa)
po(B(x, 7))

For this we use a Moran cover P, associated to our Markov partition, see the proof of Proposition
3.2.10 for a definition. Recall that any element P € P, have diameter strictly less than r, and
recall that there exists a constant M > 0 independent of x and r such that we can cover the ball
B(z,r) with M elements of P,. Moreover, Lemma 2.2 in [WW17] allows us to do so using elements
P € P, of the form P, for a in some W,,, Ny < n < Ny + L for some Ny(z,r) and some constant
L (independent of = and 7). We can then conclude as follows. Let P(1), ... P(M) € P, that covers
B(z,7). There exists i such that P() C P,. Hence, by the Gibbs property of oo

po(B@,r) NP | #(P(”) > ML 2 Dol
po (B, 7)) S i (PO))
0

Remark 3.8.8. The doubling property (or Federer property) is a regularity assumption made on
the measure that is central for the execution of this version of Dolgopyat’s method. It allows us to
control integrals over J by integrals over smaller pieces of J, provided some regularity assumption
on the integrand.

Now we will outline the argument of Dolgopyat’s method as used in [OW17]. It can be decom-
posed into four main steps.

Step 1: We reduce Theorem 3.8.2 to a L?(u) estimate.

We need to define a modified C* norm. Denote by | - ||, a new norm, defined by

A, = { 17,0 + M=t g >
”hHOO,Ll + ||VhHo<>7u ifr<i1

Moreover, we do a slight abuse of notation and write p for ) 4 fta, seen as a measure
on L. This measure is supported on J, seen as the set | |, P, C ||, U, = &l. The first
step is to show that Theorem 3.8.2 reduces to the following claim.

Theorem 3.8.9. Suppose that the Julia set of f is not contained in a circle. Then there
exists C >0 and p € (0,1) such that for any h € C}(U,C) and any n € N,

Lo —itrrioyPl L2y < Co™ Bl
forallt €R and | € Z with |t| + ||| > 1.
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A clear account for this reduction may be found in [Na05], section 5. This step holds in
great generality without any major difficulty. Intuitively, Theorem 3.8.2 follows from
Theorem 3.8.9 by the Lasota-Yorke inequality, by the quasicompactness of L, and by
the Perron-Frobenius-Ruelle theorem, which implies that £g h is comparable to [ hdu
for N large. The difference between the two can be controlled using C*' bounds.

Step 2: We show that the oscillations in the sum induce enough cancellations.

Loosely, the argument goes as follows. We write, for a well chosen and large V:

Vo € U, ngi(tﬂrw)h(x) = Z i tSNTHINO) (Ga(2)) py (g (1)) SN P(9a(2)),

acWn 41
a~b

If we choose  in a suitable open set S C U, (NLI) and (NCP) tells us that we can
extract words a and b from this sum such that some cancellations happen. Indeed, if
we isolate the term given by the words from (NLI),

ei(tSNTJrlSN@)(Qa(m))h(ga(x))essz(ga(m)) + ei(tSNTHSNe)(Qb(I))h(gb (I))QSN@(Qb(fL’))’

we see that a difference in argument might give us some cancellations. The effect of
h in the difference of argument can be carefully controlled by the C'* norm of h. The
interesting part comes from the complex exponential. The difference of arguments of
this part is

t(SNToga— SnTogp) + (SO0 ga— SnOogy),

which might be rewritten in the form

(t,0),(7,0)).

Then we proceed as follows. Choose a large number of points (x) in Up. If, for a given
xy, the difference of argument ((¢,1), (7, 0)) () is not large enough, we might use (NCP)
to construct another point ; next to xj, such that ((¢,1), (7,0))(yx) become larger. The
construction goes as follows: (NLI) ensures that V((t,1), (7,8)) () =: wy # 0. Hence,
the direction wy, := ‘lwu—:‘ is well defined. (NCP) then ensure the existence of some
yr. € J which is very close to x; and such that xy —y is a vector pointing in a direction
comparable to @. As we are following the gradient of ((t,1), (7,0)), we are sure that

((t,1), (7,0)) (yx) will be larger than before.

We then let S be the set containing the points where the difference in argument is large
enough, so it contains some zy and some yi. This large enough difference in argument
that is true in S is also true in a small open neighborhood S of S.

We can then write, for = € §7 an inequality of the form:

ei(tSNTHSNG)(gB(m))h(ga(x))echp(ga(m)) + ei(tSNTHSN@)(gb(f))h(gb ($))€SN¢(gb(z))

<(1- n)|h(ga(m))|eSN¢(gﬂ(”)) + |h(gb(x))‘eSN‘P(gb(x)),

where the (1 — 7) comes in front of the part with the smaller modulus. This is, in
spirit, Lemma 5.2 of [OW17]. We can then summarize the information in the form of a
function § that is 1 most of the time, but that is less than (1 —n)/? on S. This allows
us to write the following bound:

Ef;/fi(tﬂrle)h < Eﬁ (|hlB) -

One of the main difficulty of this part is to make sure that S is a set of large enough
measure, while still managing not to make the C'-norm of 3 explode. All the hidden
technicalities in this part forces us to only get this bound for a well chosen N.
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Step 3: These cancellations allow us to compare £ to an operator that is contracting on a cone.

We define the following cone, on which the soon-to-be-defined Dolgopyat operator will
be well behaved. Define

Kr(W) := {H € C}(Y) | H is positive, and |VH| < RH},

and then define the Dolgopyat operator by MH := C{X (HpB). We then show that, if
H € Kr(4) (for a well chosen R):

1. M(H) € KR(Ll)
2. ||M(H)H%2(u) <@1- 5)||H‘|%2(u)-

The first point is done using the Lasota-Yorke inequalities, see Lemma 5.1 in [OW17].
The second point goes, loosely, as follows.

We write, using Cauchy-Schwartz:

(MH)? = LI (HB)* < LI (H*)LZ(5?).

On S , the cancellations represented in the function g spread, thanks to the fact that ¢
is normalized, as follows:

LY(B) = eSveesap?og,

— Z GSNs@Oga/BQ 0 ga+ Z €SN<F09562 0 ga

a where =1 a where (8 is smaller
< § : eSN®$oga § : 6SN<P093(1 —n)
a where =1 a where 3 is smaller

=1— ne_NHSDHoo.

Then, we use the doubling property of 1 = > 1o and the control given by the fact
that H € Kgr(4) to bound the integral on all J by the integral on S:

/ch(HQ)dugco/gcg(HQ)du.

Hence, we can write, using the fact that £, preserves u and the previously mentioned
Cauchy-Schwartz inequality:

Hm@mﬂWW%mZL@%m%%ﬂmﬁﬂ%Nu
> [ (e ()~ LY () d
S

Z ne—NHQQHw [\C(JX(HQ)dM
S
2 T]Cale—N”‘pHoo ||H||%2(#) = 5||HH%2(#)

Hence
IMH[ 320 < (1= )1 H[ 32,

Step 4: We conclude by an iterative argument.
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To conclude, we need to see that we may bound h by some H € Kr(4l), and also that
the contraction property is true for all n, not just V.

For any n = kN, we can inductively prove our bound. If k¥ = 1, we can choose
Ho := ||hlj¢|+1y- Then, || < Hy and so

1LY im0y Pl 2y < IMHollz2y < (1= )10 e

Then, choosing Hy11 := MH;, € Kg(i), we can proceed to the next step of the
induction and get

ILEN ir iy Pl 2y < IMHi 1|22 < (1= ) 22| ej50))-
Finally, if n = kN +r, with 0 < j < N — 1, we write
L8 Pllzzcny < (U= IL0R N ey S (1 =)™ IRl oy

p—i(tT+10

and the proof is done.
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Chapter 4

The Fourier dimension of basic sets 1

4.1 Introduction

In this Chapter, we begin our study of the lower Fourier dimension of basic sets for nonlinear Axiom
A diffeomorphisms. The main goal of this Chapter is to prove a reduction statement, from “Fourier
decay in the unstable direction” to a nonconcentration hypothesis to check. We will conclude this
Chapter by checking this nonconcentration hypothesis in an easy case, where some bunching con-
dition occurs. Chapter 5 will be devoted to establishing the nonconcentration estimates in the case
where the dynamics is (nonlinear, and) area-preserving on a surface, thus proving positivity of the
lower Fourier dimension in this context.

Let us precise our setting. Let M be a complete Riemannian manifold, and let f : M — M be
a C?t* Axiom A diffeomorphism. We consider a basic set Q C M for f. Recall that, if p € Q,
then we have a spliting of the tangent space at p of the form T,M = E“(p) @ E*(p). The dy-
namics contract along the stable direction E*, and expand along the unstable direction E*. These
distributions integrates into local stable (resp. local unstable) manifolds, denoted W .(p) (resp.
W .(p)). Those local laminations are transverse, and one can show that, for p, g € 2 close enough,
the point W2 _(p) "W (q) =: [p,q] € Q is well defined.

We will work under the assumption that dim(E*) = 1. In this case, the vector bundle E* is
C'™o on . This is always true if M is a surface. Before quoting our main results, let us define
some notations: details on Axiom A diffeomorphisms and on the Thermodynamical formalism in
this context will be given in the next subsection.

Definition 4.1.1. For all p € , denote by v;, € E"(p) some unit vector. If N is another Riemannian
manifold, and if 1) : M — N is some C! map, we define, on €, |0,9(z)| := |(di)).(v¥)]. We further
define the (opposite of the) geometric potential 77 : Q& — R by the formula

(@) == |9, f ().

Definition 4.1.2. Fix once and for all an open neighborhood of the diagonal 5i\/ag C Q2 on which
the bracket (p,q) € Diag — [p, ¢] €  is well defined. We then define A : Diag — R by the formula:

Aw.q)i= Y (7 ("p) = 7r(F o) = 75 (g, ) + 7 (F9) )

nez

We are ready to quote the (sufficient) nonlinearity condition on the dynamics under which
Fourier decay will hold. This is a non-concentration bound on A.

Definition 4.1.3. Let pu be an equilibrium state on 2. We say that the dynamics f satisfies the
Quantitative NonLinearity condition (QNL) (with respect to u) if there exists yonz € (0,1) and
C > 1 such that:

Vo >0, 42 ((p,q) € Diag . |A(p,q)| < o) < Cooe,

Remark 4.1.4. This condition can be though as a non-integrability condition on the suspension
flow with base dynamics f and roof function 77. See [Do00] for useful details.
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We are ready to quote our main Theorem: we can reduce Fourier decay to checking (QNL).

Theorem 4.1.5. Let M be a complete manifold. Let o € (0,1). Let f : M — M be a C*** Aziom A
diffeomorphism. Let Q) be a basic set for f with codimension one stable lamination. Let ¢ : Q3 — R
be some Hélder reqular potential, and denote its associated equilibrium state p € P(2). Suppose
furthermore that (QNL) holds (for u). Then, there exists p1,p2 > 0 such that the following holds.

For any a-Holder map x : Q — C, there exists C = C(f,u,x) > 1 such that, for any £ > 1 and
any C1T phase 1 : Q — R satisfying

. -1
[¢llgrra + ( inf |8.0] ) <&,
supp(x)

we have:

‘/eiwxd,u‘ < e,
Q
In particular, dﬂlﬁucua (1) > 0 (see Definition 1.1.27).

Once this Theorem is proved, the difficulty is to check the nonlinearity condition. The case
where the dynamics is area-preserving on a surface is quite difficult and will be discussed in Chapter
5. In the case where  is an attractor satisfying a suitable bunching condition, we can actually
prove a generic Fourier decay statement using some already existing Dolgopyat’s estimates. This
will be discussed in the end of this Chapter. Let us define the nonlinearity condition that we will
use in this context.

Definition 4.1.6. Define Q¢ := {x € Q periodic}. For any x € Qe with minimal period n, define
its local unstable Lyapunov exponent A(z) by the formula

We say that Q satisfy the “Lyapunov NonLinearity condition” (LNL) if
dimQVectQX (Qper) = 0.

We will prove in Section 4.7 that this nonlinearity condition (LNL) is generic on the dynamics.
This nonlinearity condition will be enough to get Fourier decay in the unstable direction as soon
as some bunching condition is satisfied. Let us give some details.

Definition 4.1.7. We introduce a bunching condition: see for example [Ha97], [GRH21], or [ABV14],
[HP69] for similar conditions in the case of flows. We say that the bunching condition (B) is satisfied
if

vp € @, [0uf ()] - I df)p |l < 1,
where the norm on (df)|gs is the operator norm induced by the Riemannian metric on M. It

implies that € is a proper attractor. In this case, by continuity of df and compactness of €2, there
exists some o > 0 such that

¥p € Q2 10uf (0)] - (df)p . |1V < 1.

In this case, the stable bunching parameter b° (see [GRH21], and [Ha97] for the pointwise version)

satisfies
N In ||(df)p\E;
In|ouf(p)]  —

This bunching condition implies that the stable lamination is C?*®. Also, notice that in dimension
2, the condition

—1

b*(p) = + a.

IN >0, Vp e Q, |det(dfV),| <1

implies our bunching condition for some choice of riemannian metric. That is, we only need the
dynamical system (€2, f) to be dissipative.
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Theorem 4.1.8. Let M be a complete manifold.Let o € (0,1). Let f : M — M be a C*T Aziom A
diffeomorphism. Suppose that f has an attractor Q with codimension 1 stable lamination. More-
over, suppose that | satisfies the nonlinearity condition (LNL) and the bunching condition (B). Let
¢ : Q = R be some Hélder regular potential, and denote its associated equilibrium state p € P().
Then there exists p1,pa > 0 such that the following holds.

For any a-Holder map x : Q — C, there exists C = C(f,u,x) > 1 such that, for any € > 1 and
any C1T phase 1 : Q — R satisfying

[llgrra + ( inf |9, )" < €7,
supp(x)

we have:

‘/eiflﬁxdu‘ < g,
Q
In particular, dzlnﬁéua (1) > 0 (see Definition 1.1.27).

If the dynamics acts on a surface, this can be reformulated as follow: every attractor for non-
linear and dissipative Axiom A diffeomorphism on a surface exhibit polynomial Fourier decay of
equilibrium states in the unstable direction.

The strategy to prove Theorem 4.1.5 and Theorem 4.1.8 adapts the method we used in the
previous Chapters in this context. Here, our main goal is to find a way to adapt the existing
method for expanding maps in the case of Axiom A diffeomorphisms. For this, we use a standard
construction using Markov partitions and then reduce the problem to the one-dimensional case.
This Chapter is divided in the following way:

e In section 4.2, we collect facts about the thermodynamical formalism in the context of Axiom
A diffeomorphisms and recall classic constructions. Section 4.2.7 is devoted to a preliminary
regularity result for equilibrium states in our context. In section 4.2.8 we state a large
deviation result about Birkhoff sums.

e In section 4.3 we use large deviations to derive order of magnitude for some dynamically-
related quantities.

e The proof of Theorem 4.1.5 and Theorem 4.1.8 begins in section 4.4. Using the invariance
of equilibrium state by the dynamics, we first reduce the Fourier transform to an integral
on a union of local unstable manifolds, thus reducing the problem to a setting where the
underlying dynamical system is a one dimensional expanding map, similarly to Chapter 2.

e We use a transfer operator to carefully approximate the integral by a sum of exponentials.
We then apply a version of the sum-product phenomenon.

e We establish Theorem 4.1.5 in section 4.6, by working with the condition (QNL) and show-
ing that it implies the non-concentration estimates needed to apply the sum-product phe-
nomenon.

e We establish Theorem 4.1.8 in section 4.7, following the method of Chapter 3 to check non-
concentration.

e Section 4.8 is devoted to the proof of genericity of (LNL). Section 4.9 is devoted to the
construction of a concrete example of solenoid on which Theorem 4.1.8 applies.

4.2 Thermodynamic formalism for Axiom A diffeomorphisms

4.2.1 Axiom A diffeomorphisms and basic sets

We recall standard results about Axiom A diffeomorphisms. An introduction to the topic can
be found in [BS02]. A more in-depth study can be found in [KH95]. For an introduction to the
thermodynamic formalism of Axiom A diffeomorphisms, we suggest the classic lectures notes of
Bowen [BoT75].
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Definition 4.2.1. Let f : M — M be a diffeomorphism of a complete C*° Riemannian manifold M.
A compact set A C M is said to be hyperbolic for f if f(A) = A, and if for each x € A, the tangent
space T, M can be written as a direct sum

T.M =E;®E}
of subspaces such that
1. Vo e A, (df).(E2) = B}, and (df)(EY) = EY
2. 3C >0, 3k € (0,1), Yz € A,
Vv e B3, Vn 20, [[(df")(v)]| < Cx[|v]

and
Vo e Ey, Vn >0, [|[(df")z(0)] = C7 & |v].

It then follows that E and EY are continuous sub-bundles of T, M.

Remark 4.2.2. We can always choose the metric so that C = 1 in the previous definition: this is
called an adapted metric (or a Mather metric) and we will fix one from now on. See [BS02] for a
quick proof.

Definition 4.2.3. A point x € M is called non-wandering if, for any open neighborhood U of x,

unlJ rrw)#0.

n>0
We denote the set of non-wandering points by Q(f).

It is easy to check that the non-wandering set of f is a closed invariant subset of M. Also,
any periodic point of f can be seen to lie in Q(f). The definition of Axiom A diffeomorphisms is
chosen so that the dynamical system (f,Q(f)) exhibit a chaotic behavior similar to the one found
in symbolic dynamics. Namely:

Definition 4.2.4. A diffeomorphism f : M — M is said to be Axiom A if

e Q(f) is a hyperbolic set for f (in particular, it is compact),

e QU(f)y={zeM|In>0 fr(z)=uz}

In general, the non-wandering set of an Axiom A diffeomorphism can be written as the union
of smaller invariant compact sets. Those are the sets on which we usually work.

Theorem 4.2.5. One can write Q(f) = QU - -UQyg, where ; are nonempty compact disjoint sets,
such that

o f(4) =y, and fq, is topologically transitive,

o O, =X,,U---UX,,; where the X;; are disjoint compact sets, f(X;:) = X1 (Xri41,: =
X1,i) and f""XJ . are all topologically mizing.

The sets Q; are called basic sets.

Remark 4.2.6. Notice that any basic set (2 is either a perfect set or a periodic orbit. Indeed, if
p € ) were an isolated point, then by transitivity p should have dense orbit in 2, but at the same
time be a periodic point. We will suppose in all of this thesis that €2 is a perfect set: the conditions
(QNL) or (LNL) forbid € to be a periodic orbit anyways.

From now on, we fix a perfect basic set Q C M for an Axiom A diffeomorphism f. (We do not
ask anything on the dimension of E" yet.)
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4.2.2 Equilibrium states

Definition 4.2.7. We say that a map ¢ : X C M — R is Holder if there exists a € (0,1) and C' > 0
such that Vz,y € X, |p(x) — o(y)| < Cd(z,y)*, where d is the natural geodesic distance induced
by the metric on M. We note C*(X) the set of a-Holder maps on X. If @ > 1, we denote by
C*(M) the set of functions that are |« times differentiable, with (o — |« |)-Holder derivatives.

Remark 4.2.8. A theorem by McShane [Mc34] proves that any o-Hoélder map defined on a subset
of M can always be extended to an a-Holder map on all M. Hence, even if for some definitions
the potentials ¢ need only to be defined on €2, we will always be able to consider them as maps in
C*(M) if necessary.

Definition 4.2.9. [Bo75], [Ru78] Let ¢ : @ — R be a Holder potential. Define the pressure of ¢ by
P($) = sup {wwrﬁ/ww},
HEPf(Q) Q

where Py () is the compact set of all probability measures supported on €2 that are f-invariant,
and where hy(p) is the entropy of p. There exists a unique measure p,;, € My(£2) such that

mwzwmwawW-

This measure has support equal to €2, is ergodic on (2, f), and is called the equilibrium state
associated to 1.

Two particular choices of potentials stands among the others. The first one is the constant
potential ¢ := C. In this case, the equilibrium measure is the measure of maximal entropy (which
is known to be linked with the repartition of periodic orbits, see for example [Bel6]).

Another natural choice is the geometric potential

Y = —log | det(df) .|,

where det(df)),, stands for the determinant of the linear map (df), : E} — EY ), which is well
defined up to a sign since the E* are equipped with a scalar product. In the case where (2 is an
attractor, that is, if there exists a neighborhood U of Q2 such that

N o) =9,
n>0

then the associated equilibrium measure is called a SRB measure. In this case, for any continuous
function g : U — R and for Lebesgue almost all z € U,

n—oo

n—1
1
- E 9(f* () — [ g dusrs,
"= Q

which allows us to think of this measure as the “physical equilibrium state” of the dynamical
system. See [Yo02] for more details on SRB measures, and also the last chapter of [Bo75].

4.2.3 (Un)stable laminations, bracket and holonomies

In this subsection, we will recall some results about the existence of stable/unstable lamina-
tions, some regularity results in our particular case, and some consequences on the regularity
of holonomies.

Definition 4.2.10. Let =z € Q. For ¢ > 0 small enough, we define the local stable and unstable
manifold at x by

We(x):={ye M |¥n=>0, d(f"(z), f"(y)) < e},
We(z) :={ye M [Vn <0, d(f"(z), ["(y)) <e}.
We also define the global stable and unstable manifolds at = by

W*(@) = {y € M | d(f*(@), "(y)) , —_ 0},

W (z) :=={y € M [ d(f"(x), ["(y)) — O}

n——oo
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Theorem 4.2.11 ([BS02], [KH95], [Bo75]). Let f be a C" Aziom A diffeomorphism and let 2 be a
basic set. For e > 0 small enough and for x € Q:

o Wi(z) and WX(x) contains C" embedded disks,
o Vy e QNW:(x), T,W:(x) = E,,
o Vy € QNW2(z), T,W:(x) = Ey,

o f(Wi(z)) cC Wi(f(x)) and f(WX(z)) DD WZ(f(x)) where CC means “compactly in-
cluded’,

o Yy € Wi(z), Yn >0, d*(f"(x), f"(y)) < k"d*(x,y) where d® denotes the geodesic distance
on the submanifold W2,

o Vy € Wh(x), Vn >0, d“(f~"(z), f"(y)) < k"d"(x,y) where d* denotes the geodesic dis-
tance on the submanifold W}.

Moreover

U Fwe(m(2) = W)

n>0

and

U /1w (@) = w(z),

n>0

and so the global stable and unstable manifolds are injectively immersed manifolds in M.

The family (W2 (z), W¥(x))zeq forms two transverse continuous laminations, which allows us

to define the so-called bracket and holonomies maps.

Definition 4.2.12 ([Bo75], [KH95], [BS02]). For & > 0 small enough, there exists § > 0 such that
W2 (z) N W(y) consists of a single point [z, y] whenever =,y € Q and d(z,y) < §. In this case,
[z,y] € Q, and the map

['7'] : {(‘T,y) €N xQ ) d(xay) < 5} —Q

is continuous. Moreover, there exists C' > 0 such that
d*([z,y],z) < Cd(z,y), and d"([z,y],y) < Cd(z,y).

Definition 4.2.13. Fix z,y two close enough points in €2 lying in the same local stable manifold.
Let U* C WX(x) N be a small open neighborhood of x relatively to W2 (z) N Q. The map

Tyt UY CWE(z)NQ — Wi(y) NQ

defined by 7, (%) := [2,y] is called a stable holonomy map. One can define an unstable holonomy
map similarly on pieces of local stable manifolds intersected with ). Since the stable and unstable
laminations are Holder regular in the general case, those honolomy maps are only Holder regular
in general ([KH95], Theorem 19.1.6).

To work, we will need a bit of regularity on the unstable holonomies. Fortunately for us, in the
particular case where the stable lamination are codimension 1, we have some regularity results:
this is Theorem 1 page 25 of [Ha89], and Theorem 19.1.11 in [KH95] for Anosov diffeomorphisms.
For general hyperbolic sets, the proof is done is [PR02].

Theorem 4.2.14. Let f be an Axziom A diffeomorphism, and let Q be a basic set. Suppose that f
has codimension one stable laminations. Then the stable lamination is C1T for some o > 0. In
particular, the stable holonomies maps are C*+< diffeomorphisms.

Remark 4.2.15. Here, the holonomies being C'** means that the map 7, , extends to small curves
Wi (xz) — W(y), and that the extended map is a C*** diffeomorphism.

From now on, we will work under the assumption that f has codimension one stable laminations
on Q. This is always true if dim M = 2, or if dim M = 3 by exchanging f by f~! if necessary. We
fix a Holder potential 1 : 2 — R and its associated equilibrium state p.
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4.2.4 Markov partitions

In this subsection, we will construct the topological space on which we will work in this Chapter:
the hypothesis made on the dimension of the unstable lamination will allow us to approximate the
dynamics by a dynamical system on a (subset of a) finite disjoint union of smooth curves. For this
we need to recall some results about Markov partitions.

Definition 4.2.16. A set R C € is called a rectangle if
Vz,y € R, [z,y] € R.

A rectangle is called proper if intg(R) = R. If z € R, and if diam(R) is small enough with respect
to e, we define
Wz, R):=W:(x)NR and W"(z,R):=W*(x)NR.

Remark 4.2.17. Notice that a rectangle isn’t always connected, and might even have an infinite
number of connected component, even if € is itself connected. This technicality is noticed in [Pel9],
at the first paragraph of subsection 3.3, and is an obstruction to the existence of finite Markov
partition with connected elements in general.

Definition 4.2.18. A Markov partition of Q2 is a finite covering { R, }qc4 of © by proper non-empty
rectangles such that

e intoR, NintoRy =0 ifa #b

o f(W*(z,Ry)) DW"(f(x), Ry) and f(W?*(z, Ra)) C W*(f(z), Rp)
when z € intqR, N f~! (intqRyp).

Theorem 4.2.19 ([Bo75],[KH95] (chapter 18.7)). Let Q) be a basic set for an Aziom A diffeomorphism
f- Then Q has Markov partitions of arbitrary small diameter.

From now on, we fix once and for all a Markov partition {R,}eeq of © with small enough
diameter. Remember that, since 2 is not an isolated cycle, it is a perfect set. In particular,
diamR, > 0 for all a € A.

Definition 4.2.20. We fix for the rest of this paper some periodic points z, € intoR, for all a € A
(this is possible by density of such points in 2). By periodicity, x, ¢ W*(x;,) when a # b.

Definition 4.2.21. We set, for all a € A,
Sq i =W?*(xe,R,) and U, := W"(z4, Ry).

They are closed sets included in R,, and are defined so that [U,,S,;] = R,. They will allow us
to decompose the dynamics into a stable and an unstable part. Notice that the decomposition is
unique:

Vo € Rq,(y,2) € Uy X Sq, x =y, 2].

The intuition of the construction to come is that, after a large enough number of iterates, f"
can be approximated by a map that is only defined on (U,)sca. Before heading into it, notice
that the fractal nature of the sets (U,)qca might be a problem to do smooth analysis. It will be
convenient for us to introduce some smooth curves that contains them and that are adapted to the
dynamics.

Definition 4.2.22. For all a € A, U, C W*(z,). Since W¥(x,) is a smooth curve, it makes sense
to consider the convex shell of U, seen as a subset of W*(z,). We denote it

Va := Conv, (Uy).

Each V, is then diffeomorphic to a compact interval, and contains U,. Notice that it might happen
that V, Ninto Ry, # 0 for some a # b. Notice also that V, ¢ : in particular, if Q isn’t an attractor,
iterating forward the dynamics starting from a point = € V,, might sends it far away from our basic
set.

Remark 4.2.23. By construction, the map = € V, — |(df).(7)| € R, where 7 is a unitary vector
tangent to V,, at x, is a Holder map that coincides with |9, f| when x € U,. Since in this case
|0, f(x)] > k=1 > 1, and since f is C?T°, we see that choosing our Markov partition with small
enough diameters ensure that f is still expanding along V.
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4.2.5 A factor dynamics

In this section we construct what will take the role of the shift map in our context. The construction
is inspired by the symbolic case and already appear in the work of Dolgopyat [Do98].

Notations 4.2.24. Let a and b be two letters in A. We note a — b if f(intqR,) Nintg Ry # 0.
Definition 4.2.25. We define

Ri=||Ri S:=|]Se, U:=|]|U. V:=]]V,,
acA acA acA acA
where | | denote a formal disjoint union. We also define
RO := | | intoR, C R
acA

and
RW = | | (intoRa) N £~ (intRy) € R,

a—b
so that the map f : Q — Q may be naturally seen as a map f : R — R, We then define
RE) . — f—k(R(O))
and, finally, we denote the associated residual set by

R = ﬂ R )
k>0

so that f : R —> R. Seen as a subset of Q, R has full measure, by ergodicity of the equilibrium

measure y. Hence p can naturally be thought of as a probability measure on R.

Definition 4.2.26. Let R/S be the topological space defined by the equivalence relation z ~ y <
Ja € A, y € Wé(x,R,) in R. Let 7 : R — R/S denote the natural projection. The map
f: R — R induces a factor map F : R/S — R/S. Moreover, the measure v := m,u is an
F-invariant probability measure on R/S.

Let us check that the claim made in definition 4.2.26 holds. We just have to verify that
f:RW — RO gatisfy
fWS(SC, Ra) - Ws(f(x)7Rb)

for x € (intqR,) N f~1(intgRy). This is true by definition of Markov partitions. The induced map
satisfies FFom =mo f, and so F,v = v.

Remark 4.2.27. There is a natural isomorphism I/ ~ R /S that is induced by the inclusion U < R.
This allows us to identify all the precedent construction to a dynamical system on /. Namely:

e The projection 7 : R — R/S is identified with

T R — U
xrE€R, > [z,24] €U,

e The factor map F : R/S — R/S is identified with

~

F Uu — u
rE€R,NF YR +— [f(x),2] €Uy

where I/ is defined similarly to 7%, but with F replacing f in the construction.

e The measure v is identified to the unique measure on ¥ such that:
Vh € C°(R,R) S-constant, / hdv = / hdu
u R
where S-constant means: Ya € A,Vx,y € R,, x € W(y, Ry) = h(z) = h(y).
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Remark 4.2.28. Since our centers z, are periodic, x, € 73,, and hence z, € u.

Lemma 4.2.29. Since Q) is perfect, the set U is also a perfect set. In particular, diam U, > 0 for
all a € A.

Proof. First of all, we prove that U is infinite. Recall that if € is either a periodic orbit or it is
perfect. By density of periodic orbits in §2, it follows if §2 is perfect that there exists an infinite fam-
ily of distinct periodic orbits for f in Q. In particular, the set of f-periodic points in R(?) is infinite.

Let x # y € R, be two f-periodic points with distinct periodic orbits. Then 7(z) and 7 (y)
are F-periodic with distinct periodic orbits. (In particular, they are in Z:Z) Indeed, if there
existed some ng and mg such that w(f™°(x)) = 7(f™°y), then by definition of © we would have
fro(z) € We(fmoy). Hence d(f770(x), frrmo(y)) ol 0, a contradiction.

n—

So U is an infinite set. Now we justify that F, 7 is topologically transitive.

We see by the Baire category Theorem that R is a dense subset of 2. Moreover, f (ﬁ) = R.
It then follows from the transitivity of fiq that f‘ﬁ is topologically transitive. Hence, F\& is

topologically transitive, as a factor of flﬁ' We conclude the proof using the argument of Remark
4.2.6. O

Remark 4.2.30. The fact that I/ is perfect, combined with the fact that holonomies extend to C1¢
maps, allows us to consider for z € R the (absolute value of the) derivatives along the unstable

direction of the holonomies in a meaningful way (without having to chose an extension). We denote
them by 0, 7(x).

It is then known that those quantities are uniformly bounded ([PR02], Theorem 2.2). Even
better, they can be chosen as close to 1 as desired by taking the Markov partition small enough.
In other words, for any ¢ < 1 < C, one can take the Markov partition R so small that:

Ve eR, ¢ < |Oyn(z)| <C.

This distortion bound holds even for the extensions of the holonomies on the local pieces of unstable
manifolds.

Remark 4.2.31. If the Markov partition is small enough, the map F : U —Uis an expanding map.
Taking « larger if necessary, one can write:

Je > 0,Vn,3d6 > 0,Va,y € (7, d(z,y) < 6= d“(F"z, F"y) > cc™"d"(x,y).
We will finally extend the dynamics on pieces of V.

Definition 4.2.32. Define, for a € A, Uéo) = intqU,, Va(o) := Conv,, (U(go)>, and

VO = | |V cv.
acA

Define also, for a,b € A such that a — b, Uy, := U, N F~}(Up) and U(gll)) =U"n F‘l(Ub(O)).
Finally, set V3 := Conv,Ugp, Va(bl) = Conquéllj) and

Vv = | |V cvO.
a—b
We extends the dynamics on V by the formula:
F: SR V()
r€Vy ﬁf(fa),mb (f(x)) eV

where T¢(g.).2, © f(Va) = Vi is a C'T* diffeomorphism that extends the stable holonomy between
f(U,) and Up. The previous remarks ensures that, as long as the Markov partition have small
enough diameter, this is a well defined (and C'*®) expanding map.
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4.2.6 A transfer operator

The dynamical system (F, u ,v) is constructed to behave like a one-sided shift, and so it is natural to
search for a transfer operator defined on I that leaves v invariant. Recall that u is the equilibrium
measure for some Holder potential ¢ on M: the fact that 1 isn’t necessarily S-constant suggest
that we will have to search for another potential, cohomologous to 1, that is S-invariant. Looking
at the symbolic case, we notice from the proof of Proposition 1.2 in [PP90] that the potential
o € C*(R,R) (take o smaller if necessary) defined by the formula

po(z) = +Z Y(f ) = p(f 7 f))

n=0

might be interesting to consider. First of all, recall what is a transfer operator.

Definition 4.2.33. For some Holder potential ¢ : U — R, define the associated transfer operator
L,: U C)— COUD,C) by

Vo e U, Loh(x) = > efWh(y).
yeF—1(z)
Iterating L, gives
Ve e, Loh) = Y TWh(y),

yeEF—"(x)

where Spp(z) == Z:;é ©(F*(2)) is a Birkhoff sum.

By duality, £, also acts on the set of measures on ¢. If m is a measure on U (1) then Lim is
the unique measure on 4(°) such that

Yh e 00U, C), / h dLhm = / Lyh dm.

u u
Remark 4.2.34. We may rewrite the definition by highlighting the role of the inverse branches of
F. For some a — b, we see that F' : Va(bl) — Vb(o) is a C't2 diffeomorphism. We denote by
g : Vb = Vap C 'V, its local inverse. Notice that, restricted on U, we get an inverse branch

Ub — Uab cU,of F: U — U that satisfies the formula
Vo € Uba gab(x) = fﬁl([xvf(wa)})'

With these notations, the transfer operator can be rewritten as follow:

Vo € Uy, Loh(x) = e?0eh(g(x)).

a—b
Theorem 4.2.35. There exists a Holder function h: U — R such that L3, (hv) = "W hy, where

oo

po(x) = Z (fr ) — p(frrf)) .

Proof. This fact follows from the symbolic setting, but a quick and clean proof can also be achieved
using the following geometrical results, extracted from [Le00] and [C120]. See in particular Theorem
3.10 in [C120]. Define, when z € W*(y),

oo

wh(z,y) =Y (W () — v(f"(v)

n=0
and when x € W*(y),
=3 U @) = (W) -
n=0

There exists two families of (nonzero and) finite measures p$, u¥ indexed on 2 € R(® such that
supp(p) € W*(z,R,) and supp(ps) € Wo(z,R,) if # € R,, and that satisfies the following
properties:
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e If 7 is a stable holonomy map between W*(y, R,) and W¥(w(y), R,), then

d (mpy)

+
) (r(a)) = e 2,
)

and a similar formula holds for u; with an unstable holonomy map, replacing wT by w™
([C120], Theorem 3.7 and Theorem 3.9).

e The family of measures is t-conformal:

d (ferst)

T (f(x) = V(@) —P(P)
d“f(y)

and a similar formula holds for 4 ([C120], Theorem 3.4 and Remark 3.5).

Finally, this family of measures is related to u in the following way ([C120], Theorem 3.10).
There exists positive constants (cg)qeca such that, for any measurable map g : M — C, the
following formula holds:

/ gip =3 / / D+ () g (o, y)eadus, (y)duE, ().

acA
From this we can link v and the family py in the following way. Define hg : & — R by the formula

Va € A, Vz € Uy, ho(z) := ca/ e‘f([”’y]’y)+“+([x’y]’y)du;a (y) > 0.
s

a

Then, for any S-constant map g : R — R, we have

/gdv—/gdu—Z/ )dpy, (x).

acA

It follows from the properties of the bracket and the fact that v is supposed Holder that hg is
Holder. So h := hO is Holder and satisfy hv = p*, where u‘U = g . We check that u* is an
eigenmeasure for L. Fix a = b € A, and fix a continuous map G : U, — C. We have

/ G(ga(@)) it () = / G ([, f(xa)]) dit, ()
Uy

Uy

— W+ mr,Tr u
- / G (f ') e TP, ) ()
f(Uab)

UJ+7TI’E xT
:/U G(a)e” (Td) = @HPO) g ()

ab

_ PW) / G(a)eP@dyt.
Uap

a

In particular, for any continuous G : Y — R:

/ @i =32 [ 3 e G g ),

be A b a—b

— P Z / G(I)dﬂga — P / Gdu*,
a 17

a,be A Uap
a—b

which concludes the proof. O

Lemma 4.2.36. Define p := pg—InhoF+1Inh— P(y)). Then ¢ : U — R is Hélder and normalized,
that is: Lov =v, L1 =1 onU. Moreover, ¢ <0 on U, and there exists an integer N > 0 such
that S <0 on u.
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Proof. It follows from the definition of ¢ that Liv = v. Then, we see that L,1 = 1 on L3(v).
Indeed, for any L?(v) map G, we have

/Ew(l)Gdz/:/LIW(GOF)dV:/GOFdV:/GdZ/.
u u u u

Since £,1 and 1 are continuous functions on u , and since v has full support, it follows that
L,1 =1 on all u , and even on U by density. We now check that ¢ is eventually negative on
the residual set. First of all, the equality 1 = £,(1) implies that ¢ < 0 on u. Then, since F' is
uniformly expanding, there exists some integer N such that F~"(z) always contains at least two
distinct points, for any x. The equality 1 = Ef;’ (1) then allows us to conclude that Sy < 0 on

FNU)=U. O

4.2.7 Some regularity for v

In this subsection, we introduce the usual symbolic formalism, recall the Gibbs estimates for v,
and prove an upper regularity result for v. In particular, we prove that v doesn’t have atoms in
our setting. Notice that if {2 were an isolated cycle, then the measure of maximal entropy would
be the Dirac on the cycle, which is fully discrete, so this is not completely trivial.

Notations 4.2.37. For n > 1, a word a = a;...a, € A" is said to be admissible if a1 — as —
-+ — a,. We define:

o W, :={aec A" | ais admissible }.

o For a € W,, define ga := Ga,a29a0as - - - Yan, _1an : Van, — Va;-
e For a € W,, define Va := ga (Va.), Ua := ga (Ua, ), and U := ga (LAIO Ua")

e For a € W, set 24 := ga (24, ) € ﬁa.

Remark 4.2.38. Since F' is expanding, the maps g, are contracting as n becomes large. As U is
included in a finite union of unstable curve V, that are one dimensional Riemannian manifolds,
it makes sense to consider absolute value of the derivatives of F' and g,, and we will do it from
now on. For points in U, this correspond to the absolute value of the derivative in the unstable
direction. We find:

YaeW,, Vz € V,,, |ga(z)| < c k",

for some constant x € (0,1), and it follows that
Va € W,,, diam(V,) = diam g, (V,,) < ¢ 's™.

A consequence for our potential is that it has exponentially vanishing variations. Namely, since ¢
is Holder, the following holds:

3C >0, Vn>1, Ya e W,, Vz,y € Ua, |p(z) — o(y)| < Cr".

Remark 4.2.39. For a fixed n, the family (U,)acw, is a partition of & (modulo a boundary set of
zero measure). In particular, for any continuous map ¢ : i — C, we can write

dv = dv.
/ugu Z/Uagu

acw,,

Lemma 4.2.40 (Gibbs estimates, [PP90]).
3Co > 1, Vn>1, YaeW,, Yz € Ua, Cyle®?® < y(U,) < Cpe®n?®)

Proof. We have
/ e “ly,, ,.dv= / Ly (e_“’anlman) dv = / 1y, ..dv= V(Uay...a,)-
u u u

96



Moreover, since ¢ has exponentially decreasing variations, we can write that:

Vo € Ua,..ans e_w(x)_CKMV(Ualman) < / e 1y, ., dv < e_W(x)-i_CKMV(Ua1.-.an)a

u
and so
Vx € Ua1 s 6_99(33)—0;;0‘" < M < e—(p(x)_;,_cﬁcm.
Gn - V(Ual...an) -
Multiplying those inequalities gives us the desired relation. O

Lemma 4.2.41. The measure v is upper reqular, that is, there ezxists C > 0 and d,, > 0 such that

Ve eU, Vr >0, v(B(z,r)) < Crow,
where B(xz,r) is a ball of center x and radius r in U.

Proof. Let x € U, and let r > 0 be small enough. If B(z,r) N U = () then v(B(z,r)) = 0 since u

has full measure, and the proof is done. If B(z,r) N U +# 0, then let & € B(z,r) N U. We then see
that v(B(z,r)) < v(B(Z&,2r)).

Recall that F has bounded derivative on U: |F'|s < co. In particular, there exists a constant
k1 € (0,1) such that [(F")'|ec < 1 ". Hence: Vn > 1, Va € W,, inf|gl| > k7. In particular,
diam(U,) > kno, where 19 := minge 4 diam(U,) > 0 (This is where we use the fact that U/ is
perfect).

Recall also from Lemma 4.2.36 that there exists an integer N such that Syp < 0 on U. We

then let n(r) be the unique integer n such that
nonf[("ﬂ) <2r< 770;1{\7".
Then, by construction, 27 < diam(Us), Va € W,,(y. Furthermore, since the elements of the Markov
partition are proper, we know that there exists § € (0, 1) such that, for alla € A, B(z,,d)NU C U,.
Using the fact that V is one dimensional, it is then not difficult to see that for all a € W,,
B(za,20r) NU C B(xa,ddiam(Uy)) NU C U,. From the observation that any partition of an
interval [0,7] with subintervals of diameter § has cardinal less than §~'r, it follows that B(Z,2r)
is contained in at most 26! sets of the form U,, a € W,. In particular, using Gibbs estimates,
we find
v(Ba,r))<Co 3 eSmmomelan)
aew,
UaNB(&,2r)#£0

But then, notice that S,n@(z) < —ninf; [Sye|. Hence:
v(B(z,1)) < 206 e ) infa 1Snel < Cpdur,
for some C > 0 and 6y, > 0. O

In particular, it follows that v doesn’t have atoms, which is some good news since we are willing
to prove Fourier decay. Moreover, we get a regularity result on pu.

Corollary 4.2.42. Let f be an Aziom A diffeomorphism, and let Q be a perfect basic set with
codimension one stable foliation. Then any equilibrium state p associated to a Holder potential
¥ : Q — R is upper regqular.

Proof. Let x € Q and r > 0 be small enough. Write B(x,r) = J,c 4 B(z,7) N R,. Notice that
B(z,r)NR, C{y € R, | 3z € B(x,r) N Ry, w(y) = m(z)}, and so:

u(B(x,m) = Y p(B(z,r) N Ra) < Y v (w (B,r) N Ra)) < JAIC| ]| 275 (2r) 7 < O,
acA acA
using the previous lemma, and using the fact that diam,, (7 (B(z,7) N Ry)) < 7|07 co, R - O
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4.2.8 Large deviations

We finish this preliminary section by recalling some large deviation results. There exists a large
bibliography on the subject, see for example [Ki90]. Large deviations in the context of Fourier
decay for some 1-dimensional shift was used in [JS16] and in [SS20]. A simple proof in the context
of Julia sets using the pressure function can be found in section 3.7.

Theorem 4.2.43 ([LQZ03]). Let g : Q — C be any continuous map. Then, for all e > 0, there exists
no(e) and do(e) > 0 such that
Z 8}) S 6—60(6)’”

Notice that applying (a symbolic version of) Theorem 4.2.43 (like Theorem 1.2.13) to a S-

constant function immediately gives the same statement for (I/,Z:{\ , F'). We apply it to some special
cases.

n—1

%Zg(f’“(iv))—/ggdu

k=0

Vn > ng(e), p ({az € Q,

Definition 4.2.44. Define 74 := In|0,f(x)| (so that —7y is the geometric potential) and 77 =
In|F'(z)|. Beware that 7 is only Holder regular. Then, define the associated global Lyapunov

exponents by:
)\::/deu>0 , A::/'rpdl/>0
Q u

Define also the dimension of v by the formula

1
§:=—= [ @dv>0.
A/ﬂ”o

A consequence of Theorem 4.2.43 is the following;:

Corollary 4.2.45 ([SS20], [Le21]). For every € > 0, there exists ni(e) and 61(¢) > 0 such that

Yn > nq(e), v ({x el ,

lSnTF(I) - A‘ >¢ or
n

STLQD("E) —d1(e)n
_ > < 1 .
SnTr(x) +5‘ - €}> = ¢

These quantitative results tells us that, “for most =z € Q") |9, f™(x)| have order of magni-
tude exp(An), and |(F™)'(x)| have order of magnitude exp(An). Studying those two quantities is
therefore central for us. An important (and natural) remark is the following.

Lemma 4.2.46. The global unstable Lyapunov exponents A and A are equal. In other words,

/ In |0y, fldu = / In |F'|dv.
Q u
Proof. The fact that mo f = F o 7 implies that

75 = 1p(n(z)) —In |0y (f(z))| + In |0, (x)|.

In particular, 77 and 7p o are f-cohomologous. This implies the desired equality, by definition of
the measure v, and by f-invariance of pu. O

4.3 Computing some orders of magnitudes

The goal of this section is to use the large deviations to compute orders of magnitude for dynamical
quantities. Omnce this preparatory step is done, we will be able to study oscillatory integrals
involving p. First of all, we recall some useful symbolic notations.

e Recall that W, stands for the set of admissible words of length n. For a = a; ...ana,41 €
Wha1, define a’ :=ay ...a, € W,.

e Letac W, 1 and b € W,, 1. Denote a ~ b if a, 11 = by. In this case, a’'b € Wy 1mi1-

o Let a € W,41. We denote by b(a) the last letter of a.
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With these notations, we may rewrite the formula for the iterate of our transfer operator. For any
continuous function h : Y — C, we have

Vbe A, Vo e Uy, Loh(x)= Y e¢0n(g(2)) = > h(ga(@))wa(®),
acWyp 41 aEWp 41
a~>b a~>b

where
wa(z) = eSne(ga(r)) — y(Ua)eO(l).

Iterating £, again leads us to the formula

Vk > 1,V € Uy, Lgkh(x) = Z h(Ga;..a;_ a, (T)Way. a) a, (7).

ag~s~sag b

Definition 4.3.1. Let, for small ¢ > 0 and n > 1,

B, (g) := {x ER,

%snrp(ﬁ(x)) - /\’ <cand ’m + 5‘ < a}

<g}.

We can naturally identify B,(c) with a subset of 1, modulo a zero-measure set. Finally, let
Ay (€) := Bn(e) N Cy(e). Then p(A,(e)) > 1 — e 226" for n large enough depending on & and for
some d2(e) > 0, by Theorem 4.2.43 and Corollary 4.2.45.

and Cp(g) := {x e,

Notations 4.3.2. To simplify the reading, when two quantities dependent of n satisfy b, < Ca,, for
some constant C, we denote it by a,, < b,. If a, < b, < ¢, we denote it by a, =~ b,. If there
exists ¢, C' and 3, independent of n and €, such that ce=*"a,, < b, < Ce*#"a,,, we denote it by
an ~ by,. Throughout the text 8 will be allowed to change from line to line. It correspond to some
positive constant.

Eventually, we will chose € small enough such that this exponentially growing term gets absorbed
by the other leading terms, so we can neglect it.

Lemma 4.3.3. Let a € W,,11(g) be such that U N Ay, (g) # 0. Then:

e uniformly on x € Va, |0, f"(x)| ~ €™,

uniformly on © € Vy(ay, |ga(z)] ~ e,

diam(U,), diam(U,), diam(Va) ~ e,

uniformly on x € Va, wa(x) ~ e~ A",

o v(Ug) ~ e 0,

Remark 4.3.4. The definition of § is chosen so that u(U,) ~ diam(U,)° when U, N A, (g) # 0.
Beware that the diameters are for the distance d*.

Proof. The first thing to notice is that, since any Holder map have exponentially vanishing varia-
tions, these Birkhoff sums are easy to control when n becomes large. In particular, the estimates
that are true on a piece of U, will extends on V,. For example, let « € V,, and let y, € UaN A, (g).
Since 7¢ has exponentially vanishing variations, we can write

1 n—1 1 n—1 1=
=2 () =A< Y (@) *;Z (*(a))
k=0 k=0 k=0

RS (o)) - A
k=0

< 13 Z I sll e ciam( £ (V)™ + <.

n
k

Now, notice that since f is a diffeomorphism V — f(V) which is a disjoint union of curves, and
since V,, = Conv, (U, ), we find Vo = Conv,(Ua), and f*(Va) = Conv, (f*(Ua)). Since f*(U,) C
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R, t1oan 18 diffeomorphic to U, by the mean of the holonomy map 7 which have bounded

differential, we obtain

LN () -
k=0

k41--0n

n—1

Z 7l codiam (f¥(Ua))™ + ¢

177, 1 n—1 C
Zdlam approan) FES = Zliak+€<——|—€
kO kO

for some constant C'. In particular we see that for n large enough depending on ¢, the estimate

Ju

LN~ () -

=0

Vr € Va, < 2¢

S
~

holds, which proves 9, f™(z) ~ e*" on Vj,. Similarly the estimates related to B,,(¢) extends on Vj
replacing € with 2e as long as n is large enough. Once this is known, the estimates for 9,,(f"), g, and
w, are easy, and the estimates for the diameters is a direct consequence of our 1-dimensional setting
and of the mean value theorem. The estimates for v(U,) follows from the Gibbs estimates. O

Definition 4.3.5. For some fixed set w C U, define the set of (w-localized) e-regular words by
Rot1(w):={a€eWht1 |wnNUa #0, Ap(e) N U # 0} .

When no localization is asked, define Rp41 1= Rp11(M). Then, define the set of (w-localized)
e-regular k-blocks by

RE J(w)={A=a]...a},_ja;, € Wyp1 | Vi >2, a; € Ryy1, and a3 € Rpp1(w)}.

We also define RfL 4= RE +1(M). Finally, define the associated geometric points to be

Rn+1 = U Ua.
AERE

Lemma 4.3.6. For a fized k > 1, and for n large enough depending on ¢,
#Rn+1 ~ eké)\n.

Proof. First of all, notice that A,(¢) C Rp41, so that v(U \ Rpt1) < v(U\ Ay) < v(U\ Bp) +
v(U\ Cy,). To control the term in C),, we notice that, by the same argument as in Lemma 4.3.3,

Vo € Ry, x € Cp(e) = [x,5,] C Cpn(2e)
as soon as n is large enough. Hence, by definition of the measure v:
v(U\Cr) = p(R\UNCn, 8)) < p(RN\ Cu(e/2)) S e

This proves that v(R,, 1) > 1 — e~%" for n large enough depending on ¢ and for some dy(g) > 0.

Then, define R, := Uaer.,, ., inte (Ua). From the point of view of the measure v, it is
indistinguishable from R, ;. First, we prove that

]ﬁl P (Rnﬂ) - Rﬁ+1~
i=0

Let z € ﬂf;ol r—m (Rn+1). Since there exists A = a} ...a}_;a; € Wiy41 such that € Ua, we

see that for any i we can write F™(z) € U, f e N Rn+1 So there exists b; 11 € R, 41 such that
Ua’1+i...ak NintyUp,,, # 0. Then bip; = a;11, for all 4, which implies that A € Rnﬂ Now that

the inclusion is proved, we see that

v (UN\RE,,) < kiy (P (U Bugr) ) = koW \ Rusa),

7=

-
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and so V(RfH_l) > 1 — ke=®(&)” for n large enough depending on e. Now we may prove the
cardinality estimate: since v(RE, ) = ZAeRﬁH v(Ua), we have

# (R§+1) e—E,@ne—§)\kn S v (RfH»l) S_, # (RI:L+1) eaﬂne—5)\kn

and so
efsﬁneé)\kn (1 _ kefél(s)n) 5 #be_‘rl S eeﬁnez?)\kn.

4.4 Reduction to sums of exponential

We can finally start the proof of Theorem 4.1.5 and Theorem 4.1.8. Recall the setting: we have
fixed a C%*® Axiom A diffeomorphism f : M — M and a (perfect) basic set 2 C M on which f has
codimension 1 stable lamination. We have fixed a Holder potential ¥ : 2 — R and its associated
equilibrium state u. We denote by (F,U,v) the expanding dynamical system in factor defined
in section 2. The measure v is invariant by a transfer operator L., where ¢ is some normalized
and a-Holder potential on U (one can extend it in a Holder fashion on V if desired). The Holder
exponent « is fixed for the rest of the Chapter.

We let x € C*(M,C) be a Holder function with compact support, let £ > 1, and we let
Y :w C M — R bea C' phase on some open set w C M containing the support of x, satisfying:

[llcrse + (inf [0,9]) " < €7,

for some p; > 0 that will be chosen small enough during the proof of Lemma 4.4.3 and Lemma
4.4.8. Our goal is to find a sufficient condition on the dynamics so that we get power decay of the
following oscillatory integral:

o —

P xdn)(€) = / ¢~ () ().

To do so, six quantities will be at play: &, K, n, k, ¢g and €. We will think of &k, ¢y and ¢ as
being fixed. The constant k is fixed using Theorem 4.5.1. The constant ¢y > 0 will be fixed at
the end of the Chapter (in the end of section 4.6 in the general case, and in Lemma 4.7.5 in the
bunched case). The constant € > 0 is chosen at the very end of the proof to be small in front of
every other constant that might appear. The only variable is £. We relate it to n and K by the

formulas
i In |¢] and K — ((2k + 1)A + 2e0)n '
2k + 1)A + & alln k|

Notations 4.4.1. We recall a final set of notations, inspired from [BD17]. For a fixed n and k,
denote:

e A=(a,...,a;) € Wil B =(by,...,by) e WE_,.

o We write A <+ Biffa;_; ~ b; ~a; forall j=1,...k.

e If A ++ B, then we define the words A x B := a{bja)b;...a} ,bjay
and A#B := ajbja\b,...a}  by.

e Denote by b(A) € A the last letter of aj.

Our first goal is to prove the following reduction.

Proposition 4.4.2. Define J,, := {e=™/? < |n| < €™} and, for j € {1,...,k}, A € W:fﬂ, and
b e Wn+1 such that aj_1 ~ b~ a;,

Gab) =gl ()l
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There exists some constant B > 1 such that for n large enough depending on e:

[ (xdp)(§)? S e MR N sup

ne€Jn
AR (W)

Z eiUC1,A(b1)-~~Ck,A(bk)

k
BERE,,

A+B

+6750n/2 + efél(e)n + eeﬂn (ef/\ocn + RO ef(oc)\fso)n/2 + efeoéupn/ﬁ) )

Once Proposition 4.4.2 is established, if we manage to prove that the sum of exponentials enjoys
exponential decay in n under (QNL) (or under (B) and (LNL)), then choosing & small enough will

allow us to see that |1, (xdu)(€)|? enjoys polynomial decay in &, and Theorem 4.1.5 (or Theorem
4.1.8) will be proved. We prove Proposition 4.4.2 through a succession of lemmas. Our first step
is to approximate our oscillatory integral over p by an oscillatory integral over v.

Lemma 4.4.3. If p is chosen small enough (depending on ey and on the dynamics), then there
exists C > 0 such that, for n large enough:

/eiwxd,u—/eiwofKXodeu
Q u

Proof. Let h(z) := e ¥®)y(zx). Then, since p is f invariant,

< Ce—eon/Z.

W xdin) (—€/2m) = /Q ho fXdu.

We then check that ho f¥ is close to a S-constant function as K grows larger. First of all, notice
that since ¢ is O, €% also is. In particular it is Lipschitz with constant |¢[[|1[|c: < |€[*F?1. Since
€ is compact, it follows that e~¥ is a-Holder on  with constant |¢|**P1diam(02)1~%. Since y is
a-Holder too, with some constant C,,, the product h is also locally a-Hélder, with some constant
< Jel+or,

Now, let & € R,. By definition, 7(z) € U, is in W¥(z). Then
(5 (@) = h(f* (m(2)))] < [[Bllced(f* (z), F¥ (n(2)))"
< |[Allcar™® < JEHFPr R

The relation between ¢,n and K is chosen so that [£[s* ~ e=%0". If p; is taken small enough so
that [£]P* < e~%0™/2 then there exists a constant C' > 1 such that

|ho f% —ho fXom|wr < Cem=om/2,
The desired estimates follows from the definition of v. O

Now we are ready to adapt the existing strategy for one dimensional expanding maps. From
this point, we will follow [SS20] and the strategy of Chapter 2 and 3. Notice however that we use
an additional word C to cancel the distortions induced by f¥.

Lemma 4.4.4.
2
/ei&/’ofoodez/ <
u
2
. K _
Z Z VT 9e am ED (K 9o (anm) (1)) wer (axm) (@) dv(z)| +e7 01O,
CERK 1 AcRET) Ub(a)
BeREF
C-»A~B

Proof. Since v is invariant by £, we can write

/ ho fRdv= 3 B (5 (90()) wo ()dv(a).

CeWgeq1 Y Ub(o)
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If we look at the part of the sum where C is not a regular word, we get by the Gibbs estimates:

> h (5 (ge() we(@)dv(@)| S Y v(Uc) SvU\ Rih),

C¢RK+1 Upca) C¢RK+1

which decays exponentially in K, hence in n, by (the proof of) Lemma 4.3.6. Then, we iterate our
transfer operator again on the main sum, to get the following term:

Z Z / iEw(ngc/(A*B)(w))X(ngC'(A*B)(w))wC’(A*B)(z)dV(x)'

CERK+1 AEWk+1 Ub(a)
Bewk |
C~~A+B

Looking at the part of the sum where words are not regular again, we see by the Gibbs estimates
again that

/ ¥ (901 (axB) (@) wor (axB) () dv(2)
CERK+1 CwAoB “Usa)
AgREE
or B¢Rn+1
Z Z v(Uc)v(Uaxs) S v(U\ R,

CeRkt1 C~A+B

AgR

or B¢Rn+1

and the desired estimate follows from Lemma 4.3.6. 0

Lemma 4.4.5. Define xc(ao) := X(f¥gc(za,)). There exists some constant B > 0 such that, for
n large enough:

. K
Z Z etV gc/(A*B)(z))wC’(A*B)(x)X(ngC’(A*B)(x))dy(x)
CeRK+1 AGRZT& Usa)
BERZ+1
C~~A+B

2
+ esﬁne—)\an

> Y xela) [ U e g p p (@)dv(a)
Uya)

CERK+1 AeRIT] (w)
BER?L+1
C~A+B

Proof. Our first move is to get rid of terms in the sum where x(f%gcgass) = 0. To this end,
notice that fXgc is an holonomy map that sends Uycy in Ry(c)- It doesn’t really play a role for
this question. The only word that matter here is ag : if it isn’t in R,,+1(w), then by definition it
implies that w N Uy, = 0, and so x(fXgcga.s) = 0.

Hence our main term is equal to the same sum, but where we have restricted A in Rp41(w).

Next, denote yc(ag) := X(f¥gc(za,)). The orders of magnitude of Lemma 4.3.3 combined
gives us N
IX(f¥g9cgas (@) — xc(ao0)| < Ixllcad (¥ 9cgas (@), X gc(zay))

. Y
10N 6 196 1% 1y e diam(Up, ) S ePream,
Hence, by the Gibbs estimates

. K
Z XC(aO) / PRISECH gC’(A*B))wC/(A*B)dV
A,B,C Upa)

. K
Z / v (f gc/(A*B))X(fKQC’(A*B))wC’(A*B)dV _
A.B,C/Una)
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,S eaﬁnef)\an Z V(UC’(A*B)) 5 eeﬁnef)\am.

A,B,C
O
Lemma 4.4.6. There exists some constant 5 > 0 such that, for n large enough:
2
> Y xcla) / SV 90 e My o () ()
CeERKk+1 AeRfLill(w) Up(a)
BeR:
C~A~B
2
< e—(2k—1)/\6ne—)\6K Z Z eiﬁw(fK(gC/(A*B)(z))),wak (x)du(x) _i_eeﬂnﬁom.
CER i1 AeRET (w)l 7 Vo)
BeRF
C-A«~B

Proof. Notice that wer(a«B)(z) and wa, (z) are related by
wer(axB)(T) = wer(aB) (9ay, (T))Way, (7).
Moreover:

W' (A#B) (9a, ()
wer(a#B) (Ta,)

= exp (Sk426nP(9c (a2B) (ar (%)) — Sk +21m@(9cr (axB)(Tay))) »

with
K+2kn—1
|Sk12kn (90 (a#B) (Ga, () — Skromm@(goragn) (za,)] S D wOFERFD=) < gon
=0

since ¢ is a-Holder. Hence, there exists some constant C' > 0 such that

—Cr™ Cr™

e wer(a#B) (Ta,,) < weraxB)(9a, (7)) < e wer(a#B) (Tay, )
which gives

PECK _ 1‘

(wer (a#B)(gay () — weragB) (Tay)] < maX’ wer(a4B) (Tay,) S K" Wer (ayB) (Tay,)-

Hence

Y. Y. xcla) / 903 @) (W amy (7) — Wer(aB) (Ta )Way (7)) dr(2)
CERK 41 AR} (w) Us(a)
BeRE
C~A+B

< RO Z / wer (A#B) (Tay, ) Wa, (2)dv(z) < effngan
A.B,C /Una)

by the Gibbs estimates. It follows that

2

. K
Z Z XC(aO)/U v (f gC/<A*B>(x)))wc/(A*B)(x)du(x)
b(A)

CeERK+1 AeRET] (w)

BeRE

C~A+B

2
5 esﬁn,{an_i_

. K
Y. Y woasm(@a)xc(ao) / U g0 ) WDy () ()
CERK+1 AcREY] (w) Usca)
BeRE
C~A+B
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Moreover, by Cauchy-Schwartz and by the orders of magnitude of Lemma 4.3.3,

2

; K
> Y woass(@a)xo(a) / VU 90 e (D () ()
CERK+1 AcRF! (w) Upca)
BeRE
C~A+B

Seeﬂne—/\5(2k—1)ne—A6K § : E
CeRK+1 AeRﬁill (w)
BeRE
C~A+B

2

)

/ U 90 anm) )y (2)dw ()
Uya)

where one could increase 3 if necessary.

Lemma 4.4.7. Define

AA,B,C(% y) = w(ngo(A*B)(fU)) - ¢(fKQCI(A*B)(y))~

There exists some constant B > 0 such that, for n large enough:

e~ N(2k=1)n ,— XK Z Z

CERK+1 AeRIT] (w)

2

/ U 90 aem) (D), (2)du ()
Upa)

BeRE
C~A+B
Seaﬂne—ké(Zk—i-l)ne—)\éK § : // E : €i§|AA,B,c\(x,y) dV(.’L‘)dU(y)
2
Cerki1 Y Una) IBeRE,,
AR (w) A-B
C~A

Proof. We first open up the modulus squared:

D

A+B
AeRET (w)
BeRE

= Y ] @@t i)

A—B b(A)
AR (@)
BeRE

2

/ V(901 (arm g, (x)dv ()
Upa)

Since this quantity is real, we get:

- Z //U2 Wa,, (T)wa,, (y) cos(EAa B.c(x,y))dv(z)dv(y)

A+B b(A)

ACRE ()

BeRE

= Z //;]2 wak(x)wak(y) Z COS (€|AA,B7C|(1‘7y)) dy(gg)dy(y)7
)

AR (w b(A) BeRE

A+~B

and then we conclude using the triangle inequality and the estimates of Lemma 4.3.3, as follow:

< 656n672)\5n
5 > S

AERET (w b(A)

Z etltam.cl@)| gy () dv(y).

BeRE

A+B
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Lemma 4.4.8. Define
Ga(b) = 62An|g;9_1b(xaj)|

and
Jn = {eaon/2 < |77| < eQeon}.

There exists B > 0 such that, for n large enough depending on €,

e—AéK Z e—)\6(2k+1)n Z Z eif\AAﬂB)cﬂm,y) dl/(l‘)dl/(y)
2
CERK+1 AR (w) Unca) BeRE
C~A A+-B
5 ef)\6(2k:+1)n sup eincl’A(bl)..iCk,A(bk) +666n (ef(a)\fso)n/Q + efeonéup/(i) )
€Jn
AERkjrrll( )77 BERE‘L+1
A+B

Proof. Our goal is to carefully approximate Aa B,c by a product of derivatives of Ya!,_,b» and
then to renormalize the phase. Using arc length parameterization on V, our 1-dimensional setting
allows us to apply the mean value theorem: for all z,y € Up(a), there exists z € Va, such that

1W(f* gcgass (@) — (¥ gcgasB @) = [W(fF gcgass (9a, ) — v (" gcga#B(ga.y))]

= 0.0 (f* 9o (agB)2)10uf " (90 (axB)2)|l9c (9a4B72)| H|gaj b, (Garbr oy b 2))l| (92,2, gay)-

The estimates of Lemma 4.3.3 gives
|AAB C(‘T y)| < |¢|Cl+ 6 —(2k+1)An < |£‘p1 E,Bne (2k+1)/\n

We then relate |Aa B,c| to the (ja. Set

[Aa.c(@,y)| = 0u(f " g (2a0)|0uf* (90(2a,))|l9c (Tar)| H\ga7 by (@a )| d*(9a, T, Gary)-

Then, as before,
‘AA,B C(x,y)‘ S |§|Ple€5nef(2k+1)>\n

Hence, using the fact that |e® — ef| < ema*(5:1)|s — 1|, we get

‘|AA,B,0($,?J)| - |AA,B,C(Iay)|’ < |¢]Presfrem GRTDAM 1n |Ap B.c|(2,y) — In|Aa B.cl(z,9)]

Moreover, using the estimates of Lemma 4.3.3, exponentially vanishing variations of Holder
maps, the lower bound 9,9 (f% gc(za,)) = |€]7P, and using |Ina — Inb| < b we get:

mln(a b)’

o [0 (fF gorags) )| — [0 (F¥ go(an))l| S [€[71esim (X K emAm)x S [g[PrresPremarn,

o 100 f5 (9o (agm) )| — 0 [0, X (g0 (a))l| S eFme—odn,

o |In|ge(9axr?)| —In|ga(za)||l S esBne—arn,

19801, (9 i )] = I lgly ()| S e0memen,

so that summing every estimates gives us
12 B.cly) —In|Aap.oly)| S g7 ememorn,

Hence,

‘AA,B,C(-,E’ y) - AA,B,C(x7 Zl/)‘ S |£|301 666n€_(2k+1+a))\n5
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which allows us to approximate our main integral as follows:

o~ (2k+1)8An—6XK Z // ‘ Z ei€ldas.cl|dyedy— E : // ‘ Z ciélBam.cl|guody
2 2
Cerxsr Y Vna) Berk,, cerki1 Y Una) Berk,,
AERET] (w) A-B AeRET] (w) A-B
C~A C~A

5 |£‘1+3p16—(2k+1+a))\n 5 6—(04)\—50)71/27

2k+1))\n650n n/2

since |€] ~ el . , and for p; chosen small enough so that |£[>71 < e(@A=<0)
we notice that |¢||Aa B,c| can be written as a product like so:

. To conclude,

€l|AaB.clz,y) = na.c(z,y)¢i,a(b1) ... Cra(br),

where

na.c(@,y) = €100 (f* gor (a,)10uf ™ (90 (2a0) 190 (2ag) e d" (ga, T, gagy)-

We estimate na ¢ using the hypothesis made on 0,1, the estimates of Lemma 4.3.3, and the mean
value theorem, to get

e eI dt (2, y) < [€|7em e A (2, y) S nac(@ny) S [€]Pe et < e,

as long as p; > 0 is chosen so small that |£[°* < efo™/3_ Notice that for the lower inequality to
hold, it was critical for ag to be in R, 41(w), and not just in R,11.

We then see that na c(z,y) € J, as soon as d*(x,y) > e#"~0"/6, To get rid of the part of the
integral where d*(z,y) is too small, we use the upper regularity of v proved in Lemma 4.2.41. For
all y € U, the ball B(y, e=#"~20"/6) has measure < e~ (50/6=5)%upn 5o that by integrating over ,

rQu ({(lﬁ’y) c u2 , |.23 _ y| < esﬁn—sgn/G}) 5 e—(50/6—Bs)6u,pn

as well. Hence we can cut the double integral in two, the part near the diagonal which is controlled
by the previous estimates, and the part far away from the diagonal where na c(z,y) € Jn. Once
this is done, the sum over C disappears, as there is no longer a dependence over C in the phase
once taken the supremum for n € J,. O

4.5 The sum-product phenomenon

The version of the sum-product phenomenon that we will use is the following. Similar statements
can be found in Section 1.3.2.

Theorem 4.5.1. Fiz 0 < v < 1. There exist an integer k > 1, ¢ > 0 and €1 > 0 depending only on
~ such that the following holds for n € R with |n| large enough. Let 1 < R < |n|** , N > 1 and
Z1,..., 2 be finite sets such that #2Z; < RN. Consider some maps (j : Z; = R, j =1,...,k,
such that, for all j:

¢i(2;) C[R7YR]

and
Vo e [ln|7?, Inl=],  #{b,c € 27, |(j(b) = ¢;(c)| <o} < N?07.

Then:

Nk > exp (in¢1(by) ... C(bg))| < ¢y~
bi1€Z4,...,.bEZy

We will use Theorem 4.5.1 on the maps (ja. Let’s carefully define the framework.

For some fixed A € Rﬁii (w), define for j =1,....k

Zj = {be Rny1,a-1 ~ b~ a; h
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so that the maps (ja(b) := €**"|gl, | (za,)| are defined on Z;. Recall from Lemma 4.3.3 and
j—1
Lemma 4.3.6 that there exists a constant S > 0 such that:

#Zj < esﬁneé/\n

and
<j’A(ZJ‘> C [6_5Bn,€€Bn] .

Let v > 0 be small enough. Theorem 4.5.1 then fixes k£ and some ;. The goal is to apply
Theorem 4.5.1 to the maps (ja, for NV := eM" R := e and 5 € J,. Notice that choosing e
small enough ensures that R < |n|°!, and taking n large enough ensures that |n| is large. If we
are able to check the non-concentration hypothesis for most words A, then Theorem 4.5.1 can be

applied and we would be able to conclude the proof of Theorem 4.1.5. Indeed, we already know
that

. (xdp) ()P S e @R N sup

Z ei¢1,a(b1)...Ck.a(br)
AeRiJfl () ne€Jn

BeRE

A+B

+e—€0n/2 + 6—51(E)TL + eaﬁn (e—)\an + RO 4 e—(ak—ao)n/2 + e—aoéupn/G)

by Proposition 4.4.2. Since every error term already enjoys exponential decay in n, we just have
to deal with the sum of exponentials. Say that we are able to show an estimate like:

e*M(k“)”#{A € Rﬁi% , the sum-product phenomenon doesn’t apply for(¢; a);} < p",

for some p € (0,1). Then, by Theorem 4.5.1, we can write for all A such that the sum-product
phenomenon applies:

einCI,A(b1)~~Ck,A(bk) /\k:5n€75061n/2
i

sup
nE€Jn

< ce

k
BeRE

A+-B

and hence we get

e—)\5(2k+1)n Z sup

Z eiM$1,a(b1)...Ck, A (br)
AERIE (W) 7€ In

BeRE

A+B

< esﬁnpn + eeﬂne—/\é(Zk—H)ne)\é(k+1)ne>\6kne—sgaln/2 < eeBn (pn + 6_50817)’/2).

Now, we see that we can choose € small enough so that all terms enjoy exponential decay in n,
and since |¢| o~ e((k+DA+e0)n e have proved polynomial decay of |1, (xdu)|?. So, to conclude the

proof of Theorem 4.1.5 (resp. 4.1.8), we have to show that the sum-product phenomenon can be
applied often under the condition (QNL) (resp. (B) and (LNL)).

4.6 The non-concentration estimates under (QNL)

This section is devoted to the proof of the non-concentration hypothesis that we just used under
(QNL). The strategy is similar to the one used in the previous Chapters.

Definition 4.6.1. For a given A € Rflii (w), define for j =1,...,k
Zj = {b (S Rn+1, aj_—1 ~ b ~ a; }

Then define
Giab) = e”"lggg,lb(xaj)'

on Z;. The following is satisfied, for some fixed constant 3 > 0:
#Zj < esﬁneékn
and

<j,A(Zj) - [6_65n,6€6n:| .
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Denote further R := €™ and N := ™. The goal of this section is to prove the next
proposition. Once done, Theorem 4.1.5 will follow by our previous discussion.

Proposition 4.6.2. Under (QNL), there exists v > 0 such that, for eg and k given by Theorem
4.5.1, the following hold: there exists ps € (0,1) such that:

#{A € R’;ﬁ\ Jo € [e*om, =92 Jj € [1,k], #{b,c € Z}, |¢;a(b)—(alc) <o} > N%V}
< Nk+1pg.

This will be done in a succession of reductions. The first reduction follow an idea of Chapter 2
(already found in [BD17]): using Markov’s inequality to reduce this estimate to a bound on some
expected value.

Lemma 4.6.3. Suppose that there exists v > 0 such that, for k > 0, g > 0 given by Theorem 4.5.1,
the following hold: for all o € [e~40n—1 e=c0e1n/2+1]

#{@bed) eRE, | e lgh(wa)l = e lgie(wa)l| < o} < N0,
where RY ., = {(a,b,c,d) € RE, | |a~>b~d, a~ c~ d}.

Then the conclusion of Proposition 4.6.2 holds.

Proof. We will denote Z, 4 := {b € Ry4+1 | @ ~ b ~» d}. To prove our lemma, we use a dyadic
decomposition. For each integer I > 0 such that ege1n/2 — 1 < 1 < 4egn + 1, notice that we can
write, using Markov’s inequality:

N-2#{(a,d) € R | #{(b,c) € 224, e g (wa)l e |giye(wa)l| < €7} = N2 04D}

< N—4e’y(l+1)#{(a’b’c7d) c Rn+1 ’ |€_2)\n|g;/b($d)| _ 6_2)\n|g;/c($d)|‘ < e—l} < e—’y(l—l)_

Now, using the fact that for all o € [e~%%0" ¢=%051%/2]  there exists | such as above satisfying
e+ < g < et yields:

N‘(k+1)#{A € R’:Lfl‘ Jo € [e7on em0/2) Jj € [1,k], #{b,c € 27, |¢ja(b)—Calc) <o} > NQJ‘Y}

< kN"2#{(a,d) € RZ,, [Fo € o710, e=0/2) {(b,c) € 24, ¢ |lgivn (va)] ~lghve(wa) || < 7} = N7}

[4eon]
<k > NPp{ad) e R, #{b.c) € 224, P g (wa)l—e P ghe(za)l| < e} = N2
l=|ege1n/2]
[4eon]
S Y etgmeamig
l=|epe1n/2]
for some p3 € (0,1). O

Lemma 4.6.4. Suppose that there exists v > 0 such that, for k > 0, e1 > 0 given by Theorem 4.5.1,
the following hold: for all o € [e~5%0m, e==150n/4],

#{(a7b7c?d) € 7/-\;’?1-&-1’ |SQnTF (ga’b(xd)) - SQnTF (ga/c(‘rd))| < U} < N40—3’Y-

(Recall that Tp is defined in Definition 4.2.44.) Then the conclusion of Proposition 4.6.2 holds.

Proof. Suppose that the estimate is true. Let o € [e=*¢0"~1 ¢==120n/2+1] Qur goal is to check the
bound of Lemma 4.6.3. Since g/, (wc)e™2*" € [R™, R] (with R = e’™), we have:

#{(a,b,c,d) € Rnﬂ ‘ |e_2)‘"|g;,b(xd)\ - e_2>‘”|g;/c(xd)\‘ < 0‘}

S#{(a,b,c,d)GRnH, |ZZ‘:((x 1‘<Ro’}
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Now, notice that In(|g}, (2c)|) = SenTr(garb(ze)). It follows that, for all (a,b,c,d) € ﬁiﬂ,

3 _ |9arb(za) ’ 2| 9arb(®a)| ’
S (gunna)) = Smmelouetoad| = [ (o ) | < By =1
Hence: N
#{@bed) e Ri | e gun(wa)l — ¢ guc(za)l| < o}
< #{(a,b,qd) € ﬁiﬂ‘ |S207F (garb(%a)) — S2nTr (gare(za))| < RU} < NY(RP0)* < N0

for n large enough, since ¢ is chosen small enough. The conclusion follows from Lemma 4.6.3. [

Lemma 4.6.5. Suppose that there exists v > 0 such that, for k > 0 and €1 given by Theorem 4.5.1,
the following hold: for all o € [e~5%0", e==0517/5],

z Z 2 ((x,y) e U2

a€A (b,c) ER?«HA

|S7LTF(gb(x))7SnTF(gb(y))7SnTF(gc(z))+SnTF(gc(y))| < J) < N20'7’Y

b~a
c~a

Then the conclusion of Proposition 4.6.2 holds.

Proof. Suppose that the previous estimate holds. We will check that Lemma 4.6.4 applies. Let
o € [e~5eon e=20=1n/4] " First of all, notice that the family of maps Sy, 7r © garp are uniformly
Holder regular. In particular, there exists C' > 1 such that, for all a, b, d:

Vo € Uqg, |S2nTr(gab(2d)) — SonTr(garb(z))| < Cdiam(Uq)*" < Cr™.
If the constant ¢ is chosen sufficiently small so that k%™ < e~%%"  then we find

Vo € Uq, |SonTr(garb(a)) — S2nTr(garn())| < Co,

which implies
V(Ua)1(-o.01 (Son T (garb(¥4)) = SnTr (gare(wa))

< R/U 1 300,300)(S20TF(garb(2)) — S2nTF(garc(z)))dv ().

Using the fact that v(Uq) ~ N~! from Lemma 4.3.3 and summing the previous estimates yields
N‘4#{(a,b,c, d) e 7%?,+1‘ |S2nTr (garb(d)) = S2nTr (gare(ra))| < ‘7}

< RN_3 Z Z V(Ud)l[fo,cr] (SQHTF(ga’b(xd)) - S2n7—F(ga’c($d)))
a,b,c d

< RN73 Z Z V(:I: € Uy, |S2n7F(garb(2)) — SanTr(gare(z))| < 300).
deA a,b,c
a~>b~~d
a~»c~>d

Now, the idea is to use Cauchy-Schwarz inequality to make the y-variable appear. This technique
can be found in a paper of Tsujii [Ts01] (I don’t know if it appeared before). We have:

(N74#{(a, b,c,d) € ﬁi_H‘ |Sgn7'p(ga/b(:17d)) — SonTr (ga/c(:cd))| < o})2

2
SENTYS ST v(w € Us [Sonmr(garn(®)) = Sautr(gure(®))] < 3C0)
deA ab,c
a~>b~~d
a~»c~>d

Now, notice that for any measurable function h : U; — R and for any interval I C R of length |I],
we can write:

va €U by € 0= [ 1001 h)avta)anty

110



< //U3 Li—oi1),217) (h(z) — h(y))dv(z)dv(y)

= 1®((z,y) € Ua, [h(z) - h(y)| < 2/I]).

Applying this elementary estimate to our case yields
4 54 2
(N_ #{(a,b,c,d) € RnJrl‘ |S207r (garb(a)) = S20nTr (gare(za))| < a})

SENTY. Y (xy e U2, |H2n(abc:c,y)|<66’a)
deA a,b,c
a~>b~d
a~»c~~d

Where H2n (av bv c,z, y) = S2nTF (ga’b(x)) - S2nTF (ga’c(x)) - SZnTF (ga’b(y)) + SZnTF (ga’c(y))~ To
conclude, we will show that this expression is close to another one that doesn’t depend on a. Notice
that we have:

SonTr (garb ()= S2nTr (gab(¥)) = (SnTroga)(gn (1)) —(SnTroga) (96 (¥))+5nTr (96 (2)) = SnTr (96 (y))-

= SnTr(96(2)) = SaTr(96(y)) + O(0)

since S, T o g, are uniformly Holder maps, and ¢ is chosen sufficiently small. Hence

SnTr(gb (7)) = SnTr(gb(Y)) — SuTr(ge()) + Snr(ge(y)) — Han(a, b, C,x,y)’ < 2Co,

and we finally get:

N“‘#{(a,b,c,d) € ﬁiﬂ( |2 7P (garb(a)) — S2nTr (gare(za))| < 0}

( 32 Z (a: y) € U3, |Hapn(a,b,c,z,y)| <600))1/2
deA ab,c

a~>b~d
a~sc~d

SRINEYS Y v ((020) € U2, 15070 ()~ a7 (90 (1)~ Sumi(0e(0))+ a7 (gl < 800))

deA a,b,c
a~~b~~d
a~~c~~d

< R(8Co)™M/? < o

for n large enough. Hence Lemma 4.6.4 applies, and the conclusion of Proposition 4.6.2 holds. [

Our last step to establish Proposition 4.6.2 is to properly recognise that the expression that we
just introduced is actually (close to) A.

Lemma 4.6.6. For ag € A, and p,q € ﬁao, recall that A(p,q) € R is defined by

Aw,q) = (7r(Fp) = 75(F" o)) = 75 (F"la,p)) + 74 (f"))

nez

Then, if we denote x := w(p) € Uy, y := 7(q) € Usy, and if we let (ax)x>o and (b)) € AN be
defined by

Vk >0, f*(p) € Ra,.f "(q) € Ry,

then:
SuTr(ga(2)) = SnTr(ga(y)) — SnTr(gn(2)) + Sntr(gn(y)) = A(p,q) + O(0)

for all o € [e=%0m e==0=1n/5),
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Proof. First of all, recall that, by the proof of Lemma 4.2.46, we know that 7; and 7p o 7 are
cohomologous. Let § : R — R be a Hélder map such that 7 = 7pom+ 600 f —60 on R. It is then
easy to check that, for all p,q € R, for some a € A,

Ap,) = Y (7e(nf"p) = 7o (x " p,q)) = 7o (xS la,p]) + o (7 S"0))-
neZ

We then notice that, for nonnegative n, we have w(f"p) = n(f"([p, ¢])) and 7(f"q) = 7(f"([q,p]))-
It follows that

Z(TF wf*p) =7 (xf*p, Q])*TF(Wffk[%PD+TF(7Tf7kQ))-
k=1

Now, we notice that F*(r f~*p) = 7(p) = x, and since f~7(p) € Rq,, we find 7f ~%(p) = ga,...a0 ().
A similar computation for the other points gives the expression

Z(TF Gor-a0®) = T8 (Gar..a0¥) = T (Gbr..0®) + T (Gn.09) ).

Now, since 7 is Holder, we find again

72 (G .000) =75 (Gs.a8) =T (o) 47 (G0 .9) | < 17l o (i (Ua.)° +cinm (U.a)) S 5%,

which gives, summing those bounds for all £ > n + 1:

oo

| Y (7o (oran®) = 75 (Gurao) = 7 (Gbro) + 7 (G0y) ) — Alpg)| S 5 < 0
k=n-+1

for large enough n. Now we conclude noticing that

SnTr(9a(®)) — SuTr(9a(y)) — SuTr(gb(z)) + SnTr(ge(y))

n
=> (TF(gaki..agx) = TF(Gay...a0¥) = TF(Goy..00T) + TF(gbk...boy))-

We are ready to prove Proposition 4.6.2.

Proof (of Proposition 4.6.2). We suppose (QNL). Our goal is to check that the estimates of Lemma
4.6.5 holds. Let us denote by R := f*"(R, )N...f(Ra,) N Ry, We have, using our previous
Lemma:

101 (Sn7r(9a(2)) = Sur(9a(y)) = SuTr (96(2) + Sur (96 (1)) )

< m//amb 1-20.20] (A(p, Q))d/f(p, q)-

Since the measure p is f-invariant, we find that u(R?) = pu(f~"(R?)) = v(Ua) ~ N~1. Integrating
in dv®?(z,y) yields

V(@) €U, (95(2) = Sur(96(1)) = Su7r (90(@) + Sur(ge(y)| < o)

< R*N? // 1[-20,20] (A(p, q))du2(p, ),
R2x RP

and then summing those estimates gives

>y V®2<(w,y)
a€A (b,c)eR?

b~a
c~~a

w7e(9b(@)) = SuTi (95(y)) = SuTr(90(@)) + Su7r (g0())] < )

n+1
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<SRNY Y //REXRb L2020 (A(p, 0) ) dpi* (9, 0)

acA (b,c)eRZ
b~~a
Cc~~~a
= RENT Y (p,0) € (Ra)%, A, q) < 20) < REN?G70%,
acA

where the last inequality comes from (QNL). We can finally fix v := von1/8 and let k, &1 being
given by Theorem 4.5.1. We choose g := a|In(k)|/8, and we see that the estimates of Lemma
4.6.4 are satisfied, thus concluding the proof of Proposition 4.6.2. O

We prove Theorem 4.1.4 by applying Proposition 4.6.2 to the computations of section 4.5.

4.7 The non-concentration estimates under (B) and (LNL)

This section is devoted to study the easier case where 2 is a bunched attractor with codimension one
stable foliation (for example, when €2 is a solenoid). We suppose that the bunching condition (B)
holds and that the Lyapunov NonLinearity condition (LNL) holds. In this context, the important
thing to notice is the following: the map 77 : U — R is C'*°, since the stable holonomy is
going to be C?T [Ha97]. This allows us to conclude following the ideas of either Chapter 2 (in
an elementary fashion, under a total nonlinearity condition) or to directly use already existing
Dolgopyat’s estimates. We choose the latter. To prove Theorem 4.1.8, we will check that the
non-concentration hypothesis used in section 4.5 holds for all blocks A. This is the content of the
next proposition, which will be proved through a succession of reductions.

Proposition 4.7.1 (non-concentration). Suppose (B) and (LNL). There exists v > 0, and we can
choose €y > 0, such that the following holds. Let n € J,. Let A € Rf:_% Then, if n is large
enough,

Vo € [In|72,n|~"],  #{(b,c) € Z7, |¢;a(b) = Galc)| <o} < N%07,

where R := e, N := ™" and e1,k are fized by Corollary 4.5.1.
Our first step is to reduce our non-concentration estimate to a statement about Birkhoff sums.

—550n, e

Lemma 4.7.2. If gy and 7 are such that, for o € [e —€1g0n/4)

)

sup # {b € Z;, SonTF (ga/,_lb(maj)) €la—o,a+ J]} < No?7,
a€eR 7

then the conclusion of Proposition 4.7.1 holds.

Proof. Suppose that the estimate is true. Let |5] € [e5°™/2, e29"], and then let o € [|n]|~2, |n|~'] C
[e=4e0m e=2017/2] Let a € [R™1, R] (it is enough to conclude). Since for n large enough

In(a+0) —In(a — o) =In(14+0a ') —In(l —oa ') < 40a"* < 40R,

we find that
In([a—o0,a+0]) C[lna —4Ro, Ina + 4Ro].

Hence:
#{beZ, (jab)ela—oc,a+o]} <#{beZ;, In(ja(b) €[lna—4Ro,Ina+ 4Ro]}
—#{b€ 2, Sonrr (ga;_lb(xaj)> € [~Ina+2n\ — 40R, —Ina + 2n\ + 40R]}
< N(4Ro)*' < R"'No7,
since 4Ro € [e~ %07 e~e1%0n/4] and 427 R +157 < 1 for large enough n > 1. Finally,
#{(b,c) € Z7, |¢ja(b) = (a(c)| < o}
=Y {beZ, ¢a(b)€[alc) =0 ale)+o]} < N0,

ccZ;

and so the conclusion of Proposition 4.7.1 holds. O
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The version of the Dolgopyat’s estimates that we will use is taken from [DV21] (Theorem 6.4).
Theorem 4.7.3. Define, for s € C, a twisted transfer operator L : C*(U,C) — C*(U,C) as follows:

Vo € Uy, Loh(z) = Z 6(89+S7'F)(9ab(1'))h(gab(m)).
a—b

Iterating this transfer operator yields:

Vo € Up, LIN(x) = Y wal(a)e™S 6D p(g,(2)).

acEWn i1
a~-b

Under our nonlinearity condition (LNL) and the bunching condition (B), the following holds. There
exists p € N such that, for any s € C such that Re(s) =0 and [Im(s)| > p,

Vh e C*(U,C), Yn >0, [|LIA| @) < p|Im(s)|”e_"/”||hHCa(u¢C).

Remark 4.7.4. This theorem is stated in [DV21] under a total nonlinearity condition made on 75
(See Section 2.5 for details on this condition and the link with “Uniform Non Integrability” in this
C' context). The condition goes as follow: there exists no locally constant map ¢ : 4 — R
and 6 € C* (UM R) such that
TF=c¢—0oF +40.
This condition is satisfied in our setting. Indeed, suppose that some locally constant ¢ : /() — R
satisfy 7p = ¢+ 60 o F — 6 for some C! map 6. Then, recall that 7 o 7 and 7 are f-cohomologous

(Lemma 4.2.46). Hence, if x € Qy., is a f-periodic point with period n,, the unstable Lyapunov
exponent of the associated periodic orbit is

X(m) = iSnl,T}«“(W(JU)) € Spang (¢(U)),

x

which implies that R
dimgVectq (Qper) < dimgSpang (¢(U))

and this is an obvious contradiction to the nonlinearity hypothesis (LNL).

Lemma 4.7.5. Define ¢ := min (1/(5p(3 + p)),aA/8). Fiz v := 1/4. Then Theorem 4.5.1 gives
constants €1 and k associated with this choice of v. For o € [6’550",6*5150"/4] and if n is large
enough,

sup # {b € Zj, SonTr (ga;_lb(xaj)> €la—o,a+ a]} < No'/2,
a€R

Proof. In the proof to come, all the ~ or < will be uniform in a: the only relevant information is
0. So fix o € [e~%%0m e~=1%07/4] and fix an interval of length ¢, [a — &, a+o]. Then choose a bump

function x such that x =1 on [a —0,a+ 0], supp(x) C [a— 20, a+20] and such that ||x| 71 r) ~ 0.

We can suppose that || x| 11 r) =~ o1 7.

Then, we can consider h, the 2nZ periodic map obtained by periodizing x. This will allows us
to use Fourier series. By construction, we see that 1j,_, 41 < h. Hence:

# {b € Zj’ S2nTF(ga;,1b(xaj)) € [a —0,a+ J]} < Z h (S2nTF(gag.71b(Iaj))>
bez;

< RN Z wb(l‘aj)h (SQnTF(gagilb(xaj)))
bez,

< RN Z W (Ta, )h <S2n7'F(ga;71b(xaj))> .
beW, 11

aj_j1~b~a;

Then we develop h using Fourier series. We have:

Vo eR, h(z) = ch(h)eim’,
nezZ
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where N
en(h) = (2%)_1/ h(z)e™ ™ d.
Notice that
e (h)] = [en(hV)] < o'

Plugging S, 7r (ga’j,lb(zaj)) in this expression yields
Son / o
h (SznTF(ga b(Ta;) ) > calh) ¢ "5 T (9a_w(Ta))

and so
# {b S Zj, SQnTF(galjilb(zaj)) S [CL —o,a+ O']}

<RNY calh) Y wb(xaj)einsz"TF(gaé—lb(“j)).

nez bEWn+1
aj—1 waaj

For any block A € Wﬁﬂ, integer j € {1,...,k} and integer n € Z, define ba,; € CY(U,R) b

Vo € Upga,_,)> ba () :=exp (inSnTF(gajfl(a:))) , Vz €Uy, b#blaj-1), ha ;j(x) :=0.

With this notation, we may rewrite the sum on b as follows:

Z Wp (xaj ) exp (inSQnTF(ga;_lb(xaj )))
beEW, 11
aj—1 waaj

_ Z wb(xaj)einSnTF(gb(raj)) exp (inSnTF(gaj,lgb(ﬂvaj)))
bewn+1

a;_1~b~a;

= Z wp (xaj)einS"TF(gb(waj))bK,j (9b(za,))
beW, 11
bwaj

‘Cznn (h?&,j) (may‘)'
A direct computation allows us to estimate the C'* norm of hj ;. We get, uniformly in n:
DA jllce@r) S (1+n).

We can now break the estimate into two pieces: high frequencies are controlled by the con-
traction property of this transfer operator, and the low frequencies are controlled by the Gibbs
property of v. We also use the estimates on the Fourier coefficients on h.

#{b € 2j, Sour(ga;_b(ra)) € [1—0,a+0]}

<SRN colh) Y wb(xaj)einsz"TF(gﬂ.’f—lb(z"‘i))

nezZ bEW, 11
aj_—1 ->b->aj

< RN Z |ca(h)] Z W (Ta,) Z lea(R)|[£50(ha,;) (2, )|

[n|<p beEWn 11 [n|>p
SRN o Y v(0)+ Y leamlILhn(ba)llL> )
beW, 41 In|>p

SRBNo+RN Y lea(h)|n’e™/7 0%

[n|>p

Co(4,C)
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SRNo+RNe ™7 > |eq(h)|[n]* 3 |n| 72

[n|>p
< CRN(o + e Pg=(P+2),

for some constant C' > 0 (using n'|e,(h)] < o!7! to get the last inequality). We are nearly done.
Since o € [e~%%0" e~1%07/4] we know that o~ (P+2) < 5(PF2)0n Now is the time where we fix £o:

choose
o i mm<1 M)
o 50(3+p) 8 )

Then e~™/Pg—(PF2) < (=1/pF5(p+2)e0)n < o=5e0n < 5 for n large enough. Hence, we get
# {b €z, SQnTF(gagilb(.Taj)) €la—o,a+ a]} < 2CRNo.

Finally, since o'/? is quickly decaying compared to R, we have
2CRNo < No'/?

provided n is large enough. The proof is done. O

4.8 Appendix A: the nonlinearity condition (LNL) is generic

Theorem 4.8.1. The condition dimg VectQ;\\( per) = 00 is generic in the following sense: for any
given Axiom A diffeomorphism f : M — M and a fived basic set ) that is not an isolated periodic
orbit, a generic C* perturbatzon f of f have an hyperbolic set Q on which the dynamic is conjugated

with (f,Q), and dzmQSpanQ)\ (pr) = oo,

Proof. Let f: M — M be a C* Axiom A diffeomorphism, and fix  a basic set for f that is not
an isolated periodic orbit. Recall that this implies that 2 is infinite (and even perfect). Since f is
Axiom A, Qe is then infinite. Let U D Q be a small open neighborhood in M. Consider a small
enough open neighborhood around f in the space of C¥ maps, & € C*¥(M, M). Then, there exists
a map

@8 —2M % %, M)
such that for any f € 4, <I>(f) = (Q, h) satisfies the following properties:

e Q C U is a hyperbolic set for f : M — M,

Qper is dense in €2,

e h:Q — Qis an homeomorphism and conjugates (Q, f) with (€2, f).

The map f € 8 h e CO(Q, M) is continuous.

This is Theorem 5.5.3 in [BS02]. See also [KH95], page 571: “stability of hyperbolic sets”.
So let f € 4. Since h conjugates (f, ) with (f,2), it is also a bijection between Qpey and Qper.
For x € Qper, we write & € Q for h(x).

We are ready to prove that the condition
dimg VectQX (Qper> =00

is generic in f € 4. The set where this condition holds condition may be rewritten in the following
way:
{f eM|VYN >1,323,...,2n € Qpcr , (X(il), e ,X(:%N)) is linearly independent over Q} ,
ie
ﬂ U {f e | ( (Z1),. (mN)) isQ— independent}.

N>1QN

per
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Fix once and for all a sequence of distinct periodic orbits (yn)n>1 € Qper. Then:

{f € i | dimg VectQX (Qper) = oo} D I\Ql {f el | (X(gjl), . ,X(QN)> is Q — independent}

= m ﬂ {f€u| Zmij\\(gi)#o}a

N21(my,...,my)€ZN\{0} i=1
and this is a countable intersection of dense open sets. Indeed, fix some N > 1 and some integers
(my,...,my) € ZVN\ {0}, and denote $,,, {f e | Zl 1M i) # O} Without loss of
generality, we may suppose that m; # 0.

First of all, iL,,,, . m, is open. This is because the function

4 — RN R
f — (/\(gl)aaA(gN))

is continuous. Indeed, recall that
1 & .
= — > log|0uf(F* (@),
Y k=0

where n; is the period of y; € Qper s0 is constant in f. Moreover, f varies smoothly in C* norm,

y; varies continuously, and finally the unstable direction of f also varies continuously in f , see
Corollary 2.9 in [CP15].

NLVVQCheCk that L6,
f €Wy mn- I f €y, my then we have nothing to prove. So suppose f & U, my. We
are going to construct a perturbation f in i,

,,,,,

mn *

Notice that the set
A= {f") | ke Zie[l,N]} CQper

is discrete and finite. So there exists a small open neighborhood U of y; such that U N A = {y; }.
Then, choose ¢ : M — M a C* diffeomorphism of M that is a small perturbation of the identity on
M such that ¢ = Id on M\U, ¢(y1) = y1, (de)y, (E"(y1)) = E*(y1) and such that 0,(y1) = 1+¢
for some small £ > 0.

Define f := f o . Then f is a small perturbation of f. Moreover, the y; are periodic orbits
for f . Since the conjugacy h between f and f sends periodic orbits to periodic orbits of the same
period, and since h is a small perturbation of the identity in the C° topology, it follows necessarily
that g; = h(y;) = y;. Hence, the Lyapunov exponents of interests are:

’I’Lll

(i) = —logua Fly) (1 +2))) +i1 Z log |0 f (" (11))] = nillog<1+e>+i<y1>.

o~

A7) = Myi), Vi € [2,N].

Hence
n N N
> mid(@i) = —log<1+s +> mi(y) = —llog<1+a> #0,
= =1 m
since f is supposed to be U\ £, ., and mq # 0. The proof is done. O

4.9 Appendix B: construction of an explicit nonlinear solenoid

4.9.1 A nonlinear perturbation of the doubling map

Our goal is to construct a nonlinear perturbation of the doubling map on the circle on which we will
be able to compute some periodic orbits and Lyapunov exponents. We want them to be linearly
independent over Q.
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Lemma 4.9.1. Let A := {3z~ | K > 2} and

~ 1 1 1 1

A= Y — %, ot %
|—|[2K—1 8K’2K—1+8K
K>2

Let N >2 and k € [1,N —1]. Then

2k -
SN 1 ¢ A.
Proof. First of all, the union is indeed disjoint. Indeed, for K > 2, we see that
1 1 1 1

R 1 ' K+ 2K _1 K

since

1 L1 L _11 91
2K —1 2K+l 17 2K 8K = 39K T ggk’

Now, fix N > 2. We first do the case where kK = N — 1. In this case,

2k
2N —1

1
1-2

1
25 7N>1/2’

which proves that 21\2,—: ¢ A since A C [0,0.4].
We still have to do the case where k € [1, N — 2], and N > 3. First of all, we check that

2k 1 1
ON —1 S oN-F_1 8Nk
Indeed,
1 2k 1
oN-F_1 2N _1 2N-k_]1 2oN-k_oFk
1 1
= 9N—k _ 1 9N—k _9—1
1
©2(2N-k —1)(2N-k —2-1)
1 1

> 2,4N—k > 8N—k‘

Second, we check that

1 1 9ok
IN—-k+1 _ 1 + {N—k+1 < oN _1°
Indeed,
2k 1 _ 1 1
9N _ 1 9N—k+1 _ 1  9N—k _9-k 9N—k+l _ |
1 1
> 9N—Fk B %.Qka
11 1
T 39N-k > {N—k+1’

and this conclude the proof.

O

Lemma 4.9.2. Fiz (an)n>2 a family of real numbers so that ) e, lax |8E" < oo for any r > 1.

There exists a C*° function g : R = R such that:
o supp g C A,

* llgller < 1.

o YN >2, Vke[L,N—1], g(%)zo
e YN>2 ¢ (ﬁ)za]v.
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Proof. Let 6 : R — [0,1] be a smooth bump function such that supp(6) C [—1/2,1/2] and such
that 6 =1 on [—1/4,1/4]. Let x(z) := z0(x).

The map x is supported in [—1/2,1/2] and satisfy x(0) =0, x’(0) = 1. Define, for N > 2,

)

Then y is supported in [ﬁ — SLN , 2,\,—171 + 8%,}, and so the function

= Z ozKS_KXK(m)

K>2

is well defined and supported in A. Since, for all r > 1, ZK22 lax |85 < oo, g is a C> function,

with derivatives .
(r) (r— l)K (r) [ qN
— Y s (g ( 2N—1>>'

K>2

In particular,

lgller < lax|8U VK,
K>2

and so we see that replacing the sequence (ax)x>2 by (@kx+Kk,)Kx>2 allows us to choose ||g||cr as
small as we want if so desired. The fact that g vanishes on A and the computation of its derivative
on this set follows from the previous formulas. O

Lemma 4.9.3. The map f(x) := 2z + g(x) can be seen as a smooth map S' — St.

Proof. We will identify [0,1]/{0 ~ 1} to the circle. The only thing to check is if g stays smooth
after the quotient. It stays smooth indeed, since g™ (0) = g(")(1) = 0 for all » > 0. O

Lemma 4.9.4. For g small enough (in the C* topology), (f,S') is a nonlinear perturbation of the
usual doubling map. A family of periodic points for this dynamical system is the set A, seen as a
subset of the circle. The associated Lyapunov ezponents are In(2) + + In (1 4+ an/2).

Proof. Let N > 2 and let xy := 55—. We check that xy is periodic with period N. Indeed, for
all k € [1, N — 1], we see that f*(xx) = 2¥zx by construction of g, and then

2N 1
N _ _
f (CCN)—2N_1 = oN 1 mod 1.

Hence zy is f-periodic with period N. Its Lyapunov exponent is then

N—
Z F () Zln|2+g zy))| = In (2)+%1n(1+041v/2).

O

Lemma 4.9.5. We can choose the sequence (ay) so that the Lyapunov exponents /):(J}N) is a family
of real numbers that are linearly independent over Q.

Proof. Choosing (ay) essentially randomly gives us what we want, but to stay deterministic let
us give another argument. By the Lindemann—Weierstrass theorem ([Ba90], Theorem 1.4), we just
have to choose the oy so that N

Mzy) = ey
where Sy are distinct algebraic numbers (while still ensuring that the sums of Lemma 4.9.2 con-
verges). In other words, it suffice to choose ay of the form

ay =2 (27 NeNewn) 1)
with By distinct algebraic numbers converging to Inln2 quickly enough. For example, we can fix:

By = {10”" Inln ZJ 10~V

and in this case ay = O(N - 10~V 2), which is quick enough to ensure convergence of the serie in
Lemma 4.9.2. O
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We have constructed a chaotic and nonlinear dynamical system on the circle with some pre-
scribed Lyapunov exponent. With our choice of ay, we have

~ N2 —N2
Naw) = epo 1n1n2J10 .

In particular,
dimgVectq {X(x) | x is periodic} =00

which was what we wanted to construct.

4.9.2 A nonlinear solenoid

In this section we construct an explicit nonlinear perturbation of the usual solenoid. Denote by
T:=R/Z x D the full torus. Define F' : T — T by the formula

1 1 1 1
F9,x,y) = (f(@), 12 + g cos(270), 1Y + yym sm(2779)>

where f(6) = 20 + ¢g(0) is the function defined previously. Notice that F' is a diffeomorphism onto
its image (injectivity can be checked quickly by remembering that f is conjugated to the doubling
map via a conjugacy close to the identity for the uniform norm, see Theorem 18.2.1 in [KH95]). In
particular, we can use it to glue T with (a copy of) F(T) =: T along their boundaries, which allows
us to see F' as a diffeomorphism of a genuine closed 3-manifold M = (T U T)/(dT ~ dT) ([Bo78],
chapter 1) which contains T. The diffeomorphism obtained is Axiom A (see [R099], chapter 8.7
for details), with two basic sets, which are copies of the same solenoid: one seens as an attractor
(Iying in T), and one seen as a repeller (lying in T). Let us discuss the attractor.

o
Since F(T) C T, we see that F™(T) is a strictly decreasing sequence of compact sets. The
intersection S :=(1),~, F"(T) is called a (nonlinear) solenoid. The set S is an attractor (and a ba-
sic set) for F'. Moreover, it has codimension 1 stable lamination, as it contract in the (x, y) variables.

Indeed, at a given point p = (0, x,y) € S, we see that the Jacobian of F' is

24 4'(0) 0 0
Jacp(p) = [ —3sin(276) 1/4 0
scos(2md) 0 1/4

In particular, the subspace E*(p) := {(0,h,k) | h,k € R} C T,T = R? is independent of p, and
we check that (dF'),(E*(p)) C E*(F(p)) is a contracting linear map. So we have found the stable
direction.

This allows us to compute the derivative in the unstable direction at a periodic point p (of
period n). Indeed, since

(dF™), : E°(p) © E"(p) — E*(p) © E*(p)

also sends E“(p) into E*(p), we can compute the determinant of the jacobian of F™ by making
the unstable derivative appear like so:

det(d(F™),) = 0,(F™)(p) x det(d(F") |+(y))

Since we already know that det(d(F™) |gs(p)) = det(I/4™) = 167", and that

det(d(F™), = 167 [[ (2 + ¢/ (/5(6),
k=0
we find: .
0u(F™)(p) = [T £/(£4(0)).
k=0



If p is not a periodic point, then the angle 9¥(p) between E* and (E®)* appear in the formula.
Indeed, some linear algebra yields, in general:

Vp €5, det(dF), = duf(p) dEt((dF)ES)M = 16—1auf(p)w

cos(d(p)) cos(d(p))
Iterating this formula gives
Vp € S,¥n >0, det(dF™), = 167"9,( f")(p)w =16""9,(f™)(p)e®W.

Since |det(d(F™),)| < 4™, we know that the bunching condition (B) is satisfied, replacing F' by
FN for N large enough if necessary. This would only multiply the associated Lyapunov exponents

~

by N, which doesn’t change the dimension of dimgVectq(A(Sper))-

Finally, we are going to construct some periodic orbits for F' and compute their unstable
Lyapunov exponents. If p € S is a periodic point for F, then it is clear that its angular coordinate
is periodic for f. Reciprocally, let 6y be a periodic point for f: there exists an integer ng such that
f™(0g) = 0g. Then, the map F™ satisfies

Fno({go} X 5) C {90} x D
and is contracting on this disk. Hence, there exists a unique associated fixed point py € {69} x D.

This allows us to exhibit some periodic orbits and compute the associated Lyapunov exponents.
Let N > 2 and consider 0y := ﬁ the periodic point for f constructed in the last subsection.
Let pn be the unique associated fixed point, noted

pn = (On,zN,yN) € S.
Then we have proved that its associated unstable Lyapunov exponent is
Mpw) = Mw)-
In particular, we have by Lemma 4.9.5:
dimg VectQX (Sper) = 00,

where Sper 1= {p € S | p is F periodic.}. Hence, Theorem 4.1.8 applies. For example, the SRB
measure and the measure of maximal entropy enjoys polynomial Fourier decay in the unstable
direction. Indeed, let x be a Hoélder map with localized support at a point pg on the solenoid. Let
p be an equilibrium state. Then, the Fourier transform of xdu can be written, for £ € R3, as:

) = [

[ e ty@anto) = [ e

S

where v := £/|¢], t = 27|¢| and ¢, (z) := x - v. Fix a direction v such that v is not orthogonal to

E*(pg). Then, if x has small enough support, |0,¢,| > 0 around the support of x. It follows from

Theorem 4.1.8 that xdu(tv) t—> 0 at a polynomial rate. The convergence to zero is even uniform
— 00

on any cone in the unstable direction.
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Chapter 5

The Fourier dimension of basic sets 11

5.1 Introduction

Let M be a complete and smooth Riemannian surface, and let f : M — M be a C* Axiom A
diffeomorphism. Suppose moreover that M is oriented and that f preserves the orientation. Let €2
be a basic set for f. Denote by pu € P(2) an equilibrium state associated to some Holder regular
potential ¥ : @ — R. (See the previous Chapter for details on Axiom A diffeomorphisms and
the Thermodynamical formalism in this context.) Recall that we denote by 7; : @ — R the map
defined by 7¢(x) := In |0, f(x)| for x € Q, where

Ouf () := [[(df) B (@) I,

where we denoted E*(z) C T, M the (one dimensional) unstable direction at z. Denote by Diag C

02 a small enough neighborhood of the diagonal, so that for any (p, q) € [/)i\a/g, {lp,d} =W .(p)N
W (¢q) and {[q,p]} := W} () "W} .(p) are well defined (where W} (x) a/rifl/W;j)C(x) denote local

stable/unstable manifolds passing through x.). Then, define, for (p,q) € Diag,
As(p.a) = 3 (70D = 7 s a) = 74 (£, p)) + 77(170) ).
nez
A consequence of Theorem 4.1.5 is the following.

Theorem 5.1.1. Let f: M — M be a smooth Aziom A map on a complete riemannian surface. Let
Q be a basic set such that for detdf = 1 on Q. Let p be an equilibrium state associated to some
Hélder potential, and suppose that for some choice of Markov Partition (Ry)aca, the following
Quantitative NonLinearity condition (QNL) hold:

3y e (0,1), 30y > 1, Ya € A, Yo >0, u®2<(p, q) € R2, |Af(p,q)] < o) < Cyo™.

Finally, let « € (0,1). Then there exists p € (0,1) such that the following hold. For any -
Holder map x : Q — C, for any CY** local chart o : U — R? with U D supp(x), there emists
C=C(f, 1 x,9) > 1 such that:

v e R\ {0, | [ e @)dnte) < Clel .

In particular, dimp (1) > 0 and dimp(Q) > 0.

Proof. We see from the proof of Theorem 4.1.5 (especially in the proof of Proposition 4.6.2 at the
end of section 4.6) that our condition is enough to apply Theorem 4.1.5: that is, we get Fourier
decay in the unstable direction. The central remark to get full Fourier decay is the following.

By hypothesis, f is area-preserving on 2. Combined with the fact that (df)(E"(z)) = (df)(E*(f(x)))
and (df)(E*(x)) = (df)(E*(f(x))), it follows from elementary linear algebra on a plane that there
exists a Holder regular map h : 2 — R such that

123



In particular, —7; is cohomologous to the map 7¢(x) := InJ, f(z). It follows that, in this context,

Ar(p ) = = Y (F(5"9) = F5(f"psal) = 7 ("l o) + 71(/70))

nezZ

and so our (QNL) condition is also satisfied if we reverse the dynamics. This gives Fourier decay
in the stable direction. We conclude the proof following the ideas of Lemma 1.1.29 and Lemma
1.1.26. O

The difficult question that we will try to answer now is: how can we check (QNL) in this
area-preserving context ? Is this a generic condition on the dynamics ? Unfortunately, we are not
able to prove genericity on the dynamics, but only a form of genericity in the space of potentials
when we perturb 7. Let us precise what we mean. (Recall that a map defined on a subset K
of a manifold is said smooth in the sense of Whitney if it can be extended to a smooth map on
the whole manifold. In this setting, usual Taylor expansions makes sense, even if K has empty
interior.)

Definition 5.1.2. Let 7 : Q — R. We say that 7 € Reg! ™ (Q) (“regular in the unstable direction”)
for some o € (0,1) if 7 € C**(Q,R) (in the sense of Whitney), if moreover, for any p € Q, the
map Tywu () - Wis.(p) NQ = Ris OV for N := 5+ [1/a] (uniformly in p), the maps
r € WE.(p) NQ— (0s7(r),0u7(r)) €R?
are uniformly C1*< and if finally the map (9,0,7,0,0,7) is a-Holder on €.
We prove in section 5.7 that this space of function contains 7y.

Definition 5.1.3. Let 7 € RegL™(Q). For (p,q) € ]/)Ta/g, and for any n € Z, define:

U

To(psq) :=7(f"(p) — 7(f"([p, ) — 7(f"(la,p])) + 7(f"(9))-
Define also A : ﬁia\/g — R by the formula A(p, q) := >, 7 Tn(p, )

The main result of this Chapter is the following: under a (generic in 7) cohomology condition
on a potential @, : Q — R, which is essentially a mixed derivative 9,07, we are able to prove the
nonconcentration of A. See remark 5.4.5 for a rigorous definition of ®...

Theorem 5.1.4. Let f : M — M be a smooth Aziom A map on a complete riemannian surface.
Let ) be a basic set such that for detdf =1 on Q. Let 7 :  — R be an observable in Reg}j‘o‘(Q).
Denote by @, : Q0 — R its associated “mized derivative potential”. If . € C'* is not cohomologous
to zero (this is a Reg.™-generic condition on T), then for any equilibrium state (associated to a
Hélder potential on Q), and for any Markov Partition (Ry)aca, there exists Co > 1, v > 0 such
that:

Ya € A,Yo >0, pu®? ((p7 q) € R2, |A(p,q)| < O’) < Coo?. (NC)

This doesn’t prove genericity on the dynamics, but this is still quite encouraging. Theorem 5.1.4
will be proved via a succession of reductions, by adapting ideas found in M.Tsujii and Z.Zhang’s
paper “Smooth mixing Anosov flows in dimension three are exponentially mixing” [TZ20]. It
is possible that one might get rid of the area-preserving hypothesis with additionnal work, as
this hypothesis is not needed in [TZ20]. Still, the general setting would add some substancial
technicalities, and so we stay in the area-preserving case for simplicity.

5.2 Localised non-concentration

We let 7 € Regit®(Q) and we fix some Markov partition (Ry)ac4. From now on, we fix a parame-
ter Sz > 1. It will be chosen large enough later in the text (in the end of section 5.4): its role will

be to make some terms negligeable in some future Taylor expansions. We will denote by Rectg, (o)
the set of rectangles of the form R = ﬂii_kl fF(R,,) for some word (ag)y € ALl=FF21 with unsta-

ble diameter ~ ¢ and stable diameter ~ ¢”%. To be more precise, we choose our rectangles as follow.
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Recall that for each a, the boundary of R, have zero measure. For each a, write R, = [U,, S4].
Now, for each n > 0, define (U( ))aejn as the partition:

UM = U, N f Y Ray) NN f7(Ra,).

For p-almost every z € R,, for each n > 0, there exists a unique a™® € A™ such that [z, z,] € U(w
As n grows, the diameter of those goes to zero exponentially quickly. Let n(z) be the smallest

integer n > 0 such that = € U(nn"?) and diam" U(nn(?) < o. The unstable part of the partition
a(n(@) a(n(=))

is then given by (U(z))geu,v,, where U(z) := U;?n(f;)g This is a finite partition of (U,) with
elements of diameter ~ o. We then do a similar construction (S(x))zeu,s, in the stable direc-
tion, but for the scale 0#%. We can then consider the partition of U, R, given by the rectangles

R(x) := [U(z), S(z)]. This partition will be called Rectg, (o).

The point of this section is to prove the following reduction:

Proposition 5.2.1. Suppose that there exists Co > 1 and v > 0 such that:
Yo >0, YR € Rectg, (o), /L®2((p7 q) € R%, |A(p,q)| < 901+'BZ+0‘) < Cou(R)?a7.

Then, the conclusion of Theorem 5.1.4 holds.

To this aim, we use two elementary localisation lemma, each based on Cauchy-Schwarz inequal-
ity, to prove a similar statement for product measures. Localizing will be usefull to be able to use
local asymptotic estimates. We then use the local product structure of equilibrium states.

Lemma 5.2.2 (First localization lemma). Let A be a Borel probability measure on a topological space
X and (X;)ier o finite partition with A\(X;) > 0. Let h : X — R be a measurable function. Then,
for all o > 0,

A2 ((z,2") € X2, |h(z) — h(z (x,%) € X2, |h(z) — h(F)| < 20).

)\
i€l

Proof. The proof is a succession of Cauchy-Schwarz inequalities. We have:

A (@) € X2, (o) = h@)| €0 = ([ [ LrinBe) = BN A@IN))

< /X ( /X 1[70,01(h(m>—h<x’))dA(a:)) d(2)
=/X (Z)\(Xi)ﬁ /X 1[,0,0](h(x)—h(x'))dx(x))zdx(x')

/X

S [t () = DA ) )

iel

-/ > o [ o) = B ((3) = DN N
—ZA | / 11 20201 (h(z) ~ h(2))aN*(x,3)
Z A &) € X7, |h(z) — h(Z)| < 20).

O

Lemma 5.2.3 (Second localization lemma). Let Ax (resp. Ay ) be a borel measure on a topological
space X (resp. Y) and let Az := Ax ® Ay be a probability measure on Z := X XY . Let (X;) (resp.
(Y3)) be a partition of X (resp. Y ) with Ax(X;) > 0 (resp. Ay(Y;) > 0). Denote Z, ; := X; x Yj.
Let h: Z — R be a measurable map. Then, for all o > 0,

32 (@), ) € 22, |hey) = hiasy) — hiary') + hia' )] < o)

1 2 / / o
< (LEUMA?Q(«Ly»( v) € 22, h(.y) = h(',y) = h(a,y) + b, y)| < 40)
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Proof. The proof uses successive Cauchy-Schwarz inequalities and the first localization lemma. We
have:

AZ2 () () € 22, [h(o.y) = ') = a.y)) + h(a' )] < o)
= ([ (@) € X2 (o) = hla)) = (1(a'o) = '] < AP 00
< (//Y2 AP ((x,2) € X2 | (h(z,y) — Mx,y)) — (k@ y) — h(z',y))| < U)Qd/\§?2(y,y’))2
- ®2 / 2
/ /Y Z AR (@,a') € X7,
2 ! 2 / / i 2 NG
= (;AX(XOW //Xf M2 ((y,y") € Y2, |[(h(z,y)—h(z,y)— (h(z', y)—h(2",y"))| < 20)dAF (z, = )>

(b )~ h(a.s) ~ (h(a' ) h(a' 4)| < 20)ANF2(0.1))

< menﬁ / /X P (w9) €Y, [(blaov)=hla' )~ (b ') =hia' )| < 20PN o)

< X5 G2 () o) € 25 i) = W) = W)+ 1l )] < 40)).

O

Before the proof of Proposition 5.2.1, let us recall the statement about the local product
structure of equilibrium states (see Section 4.2.6). For all z € €, denoting S, = W _(z) N Q,
Up == We.(x)NQand R, := [U,, Sz, there exists two measures p € P(Uy) and pf € P(S,), and
a (uniformly in x) bounded map w, : U, x S, — R such that, for all measurable map h: R, — R,

we have
[ ondu= [ [ bz de dusa).
R, U, /S,

Proof (of proposition 5.2.1). Let a € A and let 0 > 0. Denote I' := 1+ 3z +«. Since 7 is Lipschitz,
and by uniform hyperbolicity of the dynamics, there exists ng(c) > 1 such that

Y(p,q) € Ra, AP, q) — Huy(o)(,q)| < 0,
where H,,(p,q) = > 02, Tn(p, q)- Tt follows that

no

1 ((p.a) € B2, |AW.)| <0") < u®((pa) € B2, | Y Tulp,q) <207).

n=-—no

We fix some z, € R, and write, using the local product structure:

1 ((p.) € B2, |Hoy(p. )| < 207)

< e?llwalloo vaxsa (u2®uﬁi)®2(((zvy), ZY), 1o (2,9) =Py (2, ) —hing (2,4 )+ (2, 9)| < 20F),

where h,,(z,y) == > ° 7(f™([#,¥])). The second localisation lemma then gives the bound

n=-—ngo

/S L gom 20m) (Hag ([2, 9], [/, y]))eme B9 e 0 (s )92 (y) (dp, ) B2 (2)

(0 1) () (19D T 20) = B (19) = i (2237) 4 g (1.9 < 20

(1, © 1) %2 (((2,9), (2/29)) € B2, g (2,9) = g (2,9) = hag (2,5') + g (23] < 807
15 (Sa) it (Ua) '

< ¥

ReRectg, (o)
Using the fact that w, € L> allows us to get the bound

b ((9.0) € B2, |Hoyp.0)] < 207

126



eC1(n)
R "

< ¥

ReRectg, (o)

“2((p.q € R, |Hyy(p. )| < 807).

Now, using the fact that V(p,q) € R, |A(p,q) — H,
estimate:

,(p,q)| < ol again, we finally find our last

4
1 ((p,0) € B, 1A(,0)] < o)
eC1(n)

p(R)

This is enough to conclude. Indeed, plugging the local nonconcentration estimate of the hypothesis
of proposition 5.2.1 in the sum yields

< ¥

ReRectp,, (o)

u®2((p,q € R*, |A(p,q)| < 90F).

ecl (/1')

1/4
2047 <9 Ci(p) /4
Ry Con(R90 ) < 20eC1 W

b2 (.0 € B2 1Al <90™) < (3

ReRectg, (o)
O

We conclude this section with a final reformulation. For p € Q and ¢ > 0 we will denote
Sp(0) = Wi (p) N QN B(p,0), Up(0) := Wis.(p) N QN B(p, o) and Ry? (o) := [Uy(0), Sp(c77)].

Lemma 5.2.4. Suppose that there exists v > 0 and Cy > 1 such that, for any o > 0, for all p € 2,
g € Ry#(0), |Alp,q)| < o' +o492) < Cou(R)? (0))0”.
Then the conclusion of Theorem 5.1.4 holds.

Proof. Suppose that the estimate of Lemma 5.2.4 holds. We are going to check that Proposition
5.2.1 applies. Let R € Rectg, (o). We have:

u®2((p, q) € R, |A(p,q)| < 90”0‘”32) = / (g € R, |A(p, q)| < 9052 dpu(p).
R

The key fact to use is that the measure p is doubling in our 2-dimensional setting: this will be
proved in subsection 5.9. In fact, it will be proved in this subsection that there exists Cq,Cy > 10
such that, for any p € R,

R C Rgz (Cro) u(RﬁZ(Clo)) < Cou(R).
From this fact, it follows that
(g € R, [A(p,q)| < 90'+*HP7) < u(q € RJ#(Cho), |A(p, q)] < (Cro)'To7F7)
< (C10)"u(Ry? (Cro)) < O] C20” u(R).
which proves the hypothesis of Proposition 5.2.1. O

Now we know that, to conclude, it suffices to understand the oscillations of A(p,¢q), for any
fixed p, when ¢ gets close to p. To do so, we will introduce some coordinate systems associated to
the dynamics.

5.3 Adapted coordinates and templates

In this section, we construct a family of adapted coordinates in which the dynamics is going to be
(almost) linearized. We also define templates (linear form version, and vector field version). We
need to introduce some notations first. For each = € 2, we will denote

A i=0uf(x) , g i=0sf(x).

Recall that we can always modify the metric so that A, € (1,00) and pu, € (0,1). We suppose
that we work with such a metric. By compacity of 2 and continuity of x — (A, p.), there exists
A_, Aq, p—, p+ such that:

Ve e Q0 < g <pipz <p_ <1 <A <Ay <Ay < o0
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The area-preserving hypothesis ensure that, for any periodic point x of period n, we have
Ag - )\fnfl(z) = ‘Ll,;1 L. u;nl_l(w).

In other words, for any periodic point x of period n, the Birkhoff sums ZZ;S (4 pr (o)A gk (o)) van-
ishes. Livsic’s Theorem [Liv71] then ensure the cohomology relation In(p;A;) ~ 0. In particular,
we can always write:

Vre Q,Vn >0, A\y... Afnfl(z) = u;l .. .u;&,l(m)eo(l).
(These estimates can also be checked directly by doing some elementary linear algebra in the plane,
using the fact that the stable and unstable distributions are invariant under the dynamics.) Our
goal is to introduce some local coordinates along stable and unstable manifolds, for some base
point z € Q. There is a small technicality coming from the possible non-orientability of the stable
and unstable laminations that we will solve by adding the data of some local orientation with our
base-point. This is the meaning of the following definition:

Definition 5.3.1. We define:

~

0= {(x,eu,es) € OXTM?|(ey,es) € E“(x)xE* (), |eu| = |es| = 1, (eq,es) is a direct basis of TIM}.

There is a natural projection p : QO — Q. Since we work on an oriented surface M , the fibers
are isomorphic to Z/2Z: given z € (Q, there is two possible choices for e,, and then there exists
a unique choice of e, that makes (e,,es) into a direct basis of T,,M. The only other element in
the fiber is then (z, —e,, —es). Notice also that there is a natural dynamics ]?: Q — Q) such that
fop=npo f A formula for jA’is given by

(df )z (ew) (df)x(es)>
[(df )z (eu)l” |(df )z (es)] /-

Seeing O as a subset of the frame bundle naturally allows us to see it as a metric space. In
the following, we will often denote by Z an element of the fiber p~!(z) € Q. Finally, notice the
following fact: let ¢ : @ — R be some smooth map, and fix z € Q. Now let T = (x,e,,e5) € Q
in the fiber. We can then consider the quantity (d?¢).(ey,es). The remark is the following: this
quantity doesn’t depend on the choice of Z in the fiber, and actually only depends on z.

f(x, €y, €s) = (f(x),

Lemma 5.3.2. There exists a family of uniformly smooth maps (®3)._q, such that for all ¥ € 0
o2 : R — W?*(x) is a smooth parametrization of W*(x), ®2(0) = z, (®%)'(0) = e4(Z), and:

Vo € Q.Vy €R, f(25(y)) = %, (1ay),

where ji, = Os f(v) € (p4, p—) C (0,1). The dependence in T of (®3). g is Holder.

Proof. The proof is taken from [KK07]. The idea is to first define ®2 on W} (z) (on which |0, f ()|
makes sense and is smooth along W} .(x), even outside §2), and then to extend our maps on W*(x)
using the conjugacy relation that we want. Define, for any z € 2, and for any y € W (x), the
function p,(y) by the formula:

o0

pa:(y) = Z [(lnasf)(fny) - (lnasf)(fﬂl‘)] :

n=0

This is well defined and smooth along W} () (and this, uniformly in z € Q). We can then define,
for y € W*(z):
vl =] [ Wy |
[z, y]CW, (@)

in the sense that we integrate from x to y, following the local stable manifold W (x) (w.r.t. the
arclenght). For some choice of T there is a unique smooth natural map W2 : W2 (x) — (—¢,¢)
such that d(V2),(es(x)) = 1 and [¥i(y)| = [P (y)|. This function is smooth along W} (z), and
is invertible. We denote by ®2 : (—¢,e) — W*(x) its inverse. One can choose a uniform ¢ for all
these maps.
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We check that the dynamics is linearized in these coordinates. Notice that, since WZ(x) = 0,
and since the orientation of compatible, the desired relation is equivalent to:

VY € Wise(w), 05954 (f())0sf(y) = 1a0s V3 (y).-

But this is obviously true, by construction of W2. It follows that, for all y € W (z), (
1 U5(y). In particular, notice that iterating this relation yields, for y € W (z), \I'j?n@)(f" (y)) =

Poprn—ig .. e VE(Y).

To conclude the proof, we need to extend V2 on the whole stable manifold of z € €. We proceed
as follow. Let y € W*(x). If n is large enough (depending on y), one sees that fmy € W _(f"z).
Hence, it makes sense to define:

The previous discussion ensure that this is well defined. Moreover, it is easy to check that the map
Us . W (x) — R is a smooth diffeomorphism (when we see W#(z) as a manifold equipped with
the arclenght.) The inverse of W2 is defined to be ®2 : R — W#(z). The commutation relation is
then easy to check. The Holder regularity in x is tedious to detail but shouldn’t be surprising. [

Lemma 5.3.3. There exists a family of uniformly smooth maps (P%)- scas such that for all T € Q
QL : R — W*(x) is a smooth parametrization of W"(x), ®%(0) = z, (®%)'(0) = e, (Z), and:

Vi € QVz R, f(DL(2)) = % 5 (Ae2),
where Ay = 0y f(x) € (A_,Ay) C (1,00). The dependence in T of (P%) is Holder.

Remark 5.3.4. Denote by s : Q — Q the map $(z, ey, es) := (x,—ey, —es). Then, for any T € 0
and for any y, z € R:

iz (2) = 25(—2) 1 i (y) = 25(—y).

Definition 5.3.5. These parametrizations often goes outside €2, but we are only interested by what’s
happening inside €2. So let us define:

Notice that, for all 7 € ﬁ, 0 € Q%. Also, Qg@) = —Q¥. Moreover:

VZ e V2 e QY Mz € 2%, CR
Similar statements hold for 2.

Remark 5.3.6. Let us define some further notations. Define, for n € Z and z € Q:
A= 0u(f") (@) 5 pdY = 0u(f") (@)

Notice that )\§CO> = u;g)) =1, )\§f"> = ()\jrn—>n(x))_1 and mfn) (,ujcn> (z))_l. Moreover, we can
write some relations involving (®%) and (®2). For alln € Z, 7 € Q, y € Q2, z € QY, we have:

FUOEE) = 05 L () @) = B, (1)
Lemma 5.3.7 (change of parametrizations). Let xo € Q and let x1 € QN W (x). Then the real

maps affe = = (L)~ o ®L : R — R are affine. Moreover, there exists C > 1 and o > 0 such
T1, Zo x1 Zo
that In |affe 7' (0)] < Cd(wo, x1)".

Proof. Notice that, for all z € R, and for all n > 0:
1 ~1
(o) 7 (@%52)) = A (0, ) (2, ) (05™2).
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In particular, without loss of generality, we see that we can reduce our problem to show that affz =

is affine on a neighborhood of zero, and this property should spread. In this case, we can compute

-1
the log of the absolute value of the differential of (@%) o ®Z, and we get:

!
n(|((@2) o) @)
= a1 (P55(2)) = Pao (P55(2)) = paa (20),
which is constant in z. The bound on affz; 7'(0) follows from an easy bound on p,, (o). O

These coordinates are interesting but only linearize the dynamics along the stable or unstable
direction. Of course, we can’t expect to fully linearize the dynamics in smooth coordinates, but
we can still try to introduce coordinates that will linearize the dynamics in a weaker sense, in
some particular places. This construction is directly taken from [TZ20], appendix B. We call them
nonstationnary normal coordinates because the base point is not necesseraly a fixed point, and
because the dynamics can be written in a “normal form” in these coordinates.

Lemma 5.3.8 (Nonstationary normal coordinates). There exists two small constants p1 < po < 1,
and a family of uniformly smooth coordinates charts {1z : (—po, po)* — M} q that preserves the
orientation such that:

e [or every T € Q, we have
1#(0,0) =z, 13(2,0) = ®3(2), 12(0,y) = P3(y),

o the map fs = 12"

o ofouz : (—p1,p1)% — (—po, po)? is smooth (uniformly in T) and satisfies

ﬂ-y(ayfi<za O)) = Mg, Wz(azf§(07 y)) = Az,
where m, (resp. wy) is the projection on the first (resp. second) coordinate.
Furthermore, one can assume the dependence in T of (Lg)feﬁ to be Hélder regular.

Proof. Since the stable/unstable manifolds are smooth, and since they intersect uniformly trans-
versely, we know that we can construct a system of smooth coordinate charts (Zi)%@ such that,

for all Z € ﬁ,
i(0,0) =z, iz(z,0) = ®3(2), 2(0,y) = PZ(y).

x

One can also assume the dependence in Z of these to be Holder regular, since the stable/unstable
laminations are Holder (in our context, they are even C'*%, see section 4.1 and 4.2 for details).
Define f7 := Z];(lf) o f oiz. This is a smooth map defined on a neighborhood of zero, with a

(hyperbolic) fixed point at zero. Notice also that (dfs)o is a diagonal map with coefficients (A, stz ).
Those coordinates won’t do, but we can straighten them into doing what we want. Define

pe(2) = > (W my Dy 7oy A8 2,0)] = In gy
n=1

and -
) 1= 3 (1m0 ) (0. 10) [ = In A g
n=0

Finally, set ﬁg(z,y) = (z,yefz(?)), @%(z,y) = (ze 7% y), Dy = ﬁ% of?% and (5 := i3 0D;. Let
us check that fz := L%éf) o f o1z satisfies the desired relations. First of all, notice that p¥% and p2
are smooth and satisfy p%(0) = p5(0) = 0. In particular, Dz, D% and D% are smooth, and coincide
with the identity on {(z,y) , 2 =0 or y = 0}. Moreover,

and .
P () = In 0. F2(0.9)] — I o] + 5% (10
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Now let us write f; in terms of f5: we have

ff:L:l OfOL’I‘: (@i ))—1O(ﬁ?(§))_1of50®50®%

(z

Hence:
(dfz)(z0) = d((DJS?@))il)()\wz,O) o d((D}i@))il)(}\wz,O) o (df3)(z,0) © (ADY)(z,0) © (dDZ) (.0)

Abusing a bit notations, we can write in matrix form:

_ (1 () [ 0 Ao m0yfz(2,0)\ (1 0 1 (%)
(dfi)(z,(l) = (0 1 ) (0 6—ljf<z>(>\mz)) <0 Wyazfa(Z,O)) <O epgu)) (0 1 )

_(Az ) () _(r )
N0 e e g Fz,0)) T \0 )

which implies in particular that 7,0, fz(z,0) = f1z. A similar computation shows that

@ = (5 )

In particular, 7,0, fz(0,y) = Az. O

Remark 5.3.9. Notice the following convenient property. As soon as the quantities written make
sense, we have the identities:

(n) (n)
(n) _ )‘E (*) . (n _ /\x 0
(dfy")(z0) = ( 0 M;@) s df) 0 = () R

where f{" := L) © ™ 0tz (=(p1/po)"po, (p1/p0)" po)* — (=po, po)?.

This coordinate system is not “canonically attached” to the dynamics, since the behavior of
L, outside the “cross” {(z,y) , zy = 0} might be completely arbitrary. But the behavior of those
coordinates near the cross seems to give rise to less arbitrary objects. Those objects will be called
“templates” in these notes. They are inspired from the “templates” appearing in [TZ20].

Definition 5.3.10 (Templates, dual version). Let x € Q. A template based at x is a continuous
I-form &, : W () — Q' (M) such that:

Ve € Wi (), Ker(€,). 5 FU(2).
We will denote by E(z) the space of templates based at x.

Remark 5.3.11. Notice that, since E*(z) moves smoothly along the unstable local manifold W} _(z),
it makes sense to consider smooth templates. Notice further that, since (df),E*“(z) = E“(f(z)),
the diffeomorphism f acts naturally on templates by taking the pullback. This yields a map

[T E(f(2) = E(2).

Lemma 5.3.12 (Some important templates.). There exists a family (§3);.q of smooth templates,
where & € Z(x), that satifies the following invariance relation:

Vz € Wl%c(x)a (f*( JS?(E)))Z = :uﬂc(f%)z
Moreover, the dependence in T of &£ is Holder.

Proof. For all & € €, define €8 == (15")*(dy). It is clear that this defines a smooth template at 7.
Furthermore, using remark 5.3.7 for n = 1:

P&y = I ((55) " (dy) = ()" ((f2)"(dy)) = (1) (d(my f2)) = (157)" (pady) = 3.

The dependence is Holder because (tz) depends on Z in a Hélder manner. O
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One could say that one of the reasons these templates are usefull is because they give rise to an
isomorphism F*(z) ~ TM/E"(z): the point being that one of those two line bundle is C*° along
local unstable manifolds, whereas the other is only C'*t®. It is natural to try to find a “vector
field” version of those templates. We suggest a way to proceed in the following.

Definition 5.3.13 (Templates, vector version). Let z € €. A (vector) template based at x is a
continuous section of the line bundle TM/E" along W} _(x). We will denote by I'(z) the space of
(vector) templates at x.

Remark 5.3.14. If X is some continuous vector field defined along W} _(z), we can take its class
modulo E* to get a (vector) template [X]. Notice also that it makes sense to talk about smooth
(vector) templates. Notice further that f acts naturally on (vector) templates, since (df),E*(z) =
E“(f(z)), by taking the pushforward. This define a map f, : I'(z) — I'(f(z))).

z

Lemma 5.3.15 (Some important templates.). There exists a family ([0

templates, where [0%] € T'(x), such that:

V2 € Wisel(@), (F[02)52) = 1el0] @)
Moreover, the dependence in T of ([0%]) is Hélder.

Proof. For all Z € Q, define 9% = (13)+(0/0y) along W (). This is smooth. Moreover, using
remark 5.3.7, we find:

f.05 = fo(12)4(0y) = (Lf(j/f))*((fw)*ay) = (Lf(f))*(ﬂzay + (%)0:) = Ma:asf(i) + (%) Ou.

Hence, taking the class modulo E*, we find

F.[07] = (0@,

which is what we wanted. The dependence in Z is then Holder because of the properties of tz. [

Daca of smooth (vector)

Remark 5.3.16 (A quick duality remark). We can define a kind of “duality bracket”
E(z) x I'(z) = CO(WE (z),R) by the following formula:

(€ [X]) == &(X).
Our special templates (£2) and ([0%]) can be chosen normalised so that (¢2, [0%]) = 1. This will not

S

be useful for us, but this is an indication that =(Z) and T'(Z) could countain the same informations.
Remark 5.3.17 (Templates acting on a space of functions). It is natural to search for a space of
functions on which (vector) templates could acts. A way to do it is as follow. For each x €
define F(z) as the set of functions h, defined on a neighborhood of W (z) that are C* along the
stable direction and that vanish along W} (z). In this case, for any point z € W} _(x), we know
that Oshy(z) makes sense, and we know that 9,h;(z) = 0 also makes sense. One can then make
(vector) templates [X] acts on h, by setting:

Vz € Wige(@), ([X]-ha)(2) := (X - hy) (2).
This is well defined. In the particular case where [X] = [07], we get the formula:
¥z € (—=po, po), (1] o) (PE(2)) = By (ha © 1) (2, 0).

Notice that f acts naturally on these space of functions, by taking a pullback f*: F(f(z)) —
F(x). If we fix hyy € F(f(x)), and if we set hy, := hy) o f € F(x), notice finally that one can
write R ~ ~ _

(03] ha = [0%] - [*hyay = fulO2] - hpay = 0101 ] - gy
Lemma 5.3.18 (Changing basepoint). Let o € Q. For 1 € QN W} _(x), let

oo

H(xo,21) = exp (Z (0 pt g (o) = I prp=n(ay)) )

n=0
Then:
Vz e Wi(x), ([077)): = £H(w1,20)([07°)-,
where the sign is positive iff To and T1 share the same local orientation.

5(7)

In particular, for any x € Q, [05°7] = —[07].
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Proof. First of all, notice that if we fix some x € €2, then our special vector template satisfies (only

at = for now): - o
O], = —[07°],.

Now, remember that TM/E" is a line bundle, and that [670] doesn’t vanish. In particular, there
exists a function agz; 77 : W) (20) — R such that:

¥z € Wise(o),  (102]): = a7 () (105°])-

The main point is to show that az 7 is z-constant. Since the family ([0%]) depends in 7 in a Holder
manner (and locally uniformly in z) we know that az; 7(2) = £(1 4+ O(d(zo,21)®)) for some «a,
where the sign depends on the orientations. Recall that f was supposed orientation preserving.
The invariance properties of those (vector) templates yields an invariance property for az; 7 (2):

(=n)
Vz e Wlléc(‘r% aﬁ,ﬁ(z) = (—n) af—n(ga),ffn(a)(fin(z))'
Hz

Taking the limit as n — 400 gives the result. O

5.4 The local behavior of A

Now that we have the right tools, we come back to our study of A. Recall that A : ]/D_i\/ag — R is

defined as
Alp,q) ==Y Tulp,9),
nez

where Ty, (p, q) == 7(f"(p)) — 7(f"([p, a])) — 7(f"(la,p])) + 7(f" (). The goal of this section is to
understand the local behavior of A(p,q) when ¢ gets close to p. To this aim, we cut the sum in
two, like so:

AT(p.q) =) Tulp.a) 1 A (pg) =) T n(p.q),
n=0 n=1

so that A = A~ + A™T. Intuitively, A~ (p,-) is smooth along the unstable direction but is Holder
in the stable direction. The behavior of A*(p,-) is the opposite: Holder along the unstable di-
rection and smooth in the stable direction. To catch oscillations for A, we will fix an unstable
manifold close to W}.(p) and try to understand the behavior of A(p,-) along this manifold. The
sum A~ (p,-) will be approximated by a polynomial, and A*(p,-) will be approximated by an
autosimilar function behaving like a Weierstrass function. We will thus reduce catching oscilla-
tions of A(p,-) to understanding the oscillations of A*(p,-), along the unstable foliation, modulo
polynomials. Let us begin by the local description of AT (p, ).

Let us fix some p € €2, and set:

Af(q) :=A%(p.q) . Tpn(a):=Tu(pq).
For each p and n, T}, , is C 1+ "and moreover taking the derivative along the local stable lamination

vields: 9,Tyn(a) = —(057) (f" ([P, a)))|isfy |95y (@) + D (F () |pg" |, where 7y(q) := [p,q]. Tt
follows that A;f is indeed C' along the local stable lamination. Moreover, T’ .n vanish on W} C(p),
and so does Af. Tt follows that

Ay €F(p) , Tpn€ Flp),

where F(p) denotes the space of function defined in remark 5.3.17. Now one of the main point of this
section is to make the following intuition rigorous: since A;‘ € F(p), we can do a Taylor expansion
along the stable foliation. We get an expression like this (denoting r = [g,p] € W} (p) "W .(¢)):

A;(q) ~ A;‘(r) + GSA;(T)d“(q, r)= i@SA;(r)d”(q, ).

It is then convenient to replace 8SA; by [07] -A; , to use more easily the autosimilarity properties

of Af. We then expect all the oscillations of A to come from wild oscillations of [97] - Af. Now
let us makes thing rigorous: the fact that A; € F(p) ensure that the next definition makes sense.
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Definition 5.4.1. For each 7 € €, for each z € Q% C R, define Xz € C*((—po,po0),R) by:
Xa(2) = (03] - AD)(@4(2)).
The family (Xz)zecq depends on 7 in a Holder manner. Moreover, X)(2) = —Xz(—2).

Lemma 5.4.2 (autosimilarity). We have Xz(0) = 0. Moreover, the family (Xz);.q satisfies the
following autosimilarity relation:

Vz € Q2N (=pods s pors ), Xa(2) = Ta(2) + pa X piz (A\a2),
where T3(2) := ([02] - Tr0)(P%(2)) € C*. Notice that Tyz)(2) = —Tz(—2).
Proof. Notice that T} ,,11(q) = Tty ,n(f(q)). It follows that:

AS() = Tp0(@) + Y Tryn((@) = Tpo(a) + A, (F())-
n=0

Making the vector template [8@ acts on this along W} _(p) yields (using the invariance properties
of the family ([05]);c0):

S

([07] - AF) = ([07] - Tyo) + ([07] - (A%, 0 £)) = (19)- Tyo) + 1p([0]P] - A, ) o f.
Testing this equality on ®%(z) gives the desired relation, since f o ®% = (I’“fi(@ o (ApId). O

Lemma 5.4.3 (regularity of 73). The function T is smoother than expected: it is C*+*((—po, po), R).
It vanish at z = 0, and its derivative at zero is:

(72)'(0) = 0:0y (7 ©15)(0,0) + 1%(0)0: (7 0 17)(0,0),
where nz(z) € CY is defined such that 9y + nz(2)0, € 15" (E®) points in the stable direction at
coordinates (z,0). Notice that (7z)'(0) = (Ts(z))’(0).
Proof. Let us do an explicit computation of 7. By definition of [0%]:
72(2) = (107] - Tu0) (®%(2)) = 0, (Ti0 0 12)(2, 0)-
Recall that Ty, 0(tz(2,y)) = 7(tz(2,9)) — 7([2, 12(2,9)]) — 7([tz(z, y), z]) + 7(x) € C'T*. Define

ﬂ-%(z’y) = Li_l(['x’ LE(Zay)]) € {(an/)’y/ € (_PO7P0)}
and
W%(Z,y) = Lf_l([l’f(z7y)7xb € {(Z/,O),Z/ € (_pOaPO)}'

Define also 73 := 7 0 13. Then:
Too(t2(2,y)) = 7a(2,y) — (73 (2,y)) — 72(73(2,y)) + 72(0).

For each point z € (—po, po), let N3(z) be a vector pointing along the direction 15 ' (E®), and
normalize it so that N (z) = Oy + nz(2)0.. By regularity of E°, we can choose N:(z) to be ¢+
in z. We can then, for each Z, z, find a (smooth) path ¢ — ~vz(z,t) such that 7% o vz(2,t) = (2,0)
and such that 973(z,0) = Nz(z). (We just follow the stable lamination in coordinates.) Using
this path, we can compute the derivative of T;, o o 1z as follow:

0,(Tr0012)(2,0) = (0 + 12(:)0.) (T 1)) (2,0) = 5 Troliz0rs(2: )0

_ 4
~ dtj=o0

= 0y72(2,0) + nz(2)0:73(2,0) — (d72) (0,0) © (d72)(,0)(Nz(2))
= 0yT2(2,0) + nz(2)0,72(2,0) — 0y7:(0,0)7m, (0y73(2,0)),

(re(va(2.1) = 72l (5(2, 1)) = a3 (132, 1))) + 72(0) )
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since (d72)(.,0)(0:) = 0, as m2(2,0) = (0,0), and since 7, o 72 = 0. In this expression, everything
U

that 7z(z) is, in fact, constant and equal to one. First of all, the maps (7z) are at least continuous

(and this, uniformly in ). Moreover, we have m,72(0,y) = y, and hence 7z(0) = 1. To conclude,

let us use the fact that the stable lamination is f invariant. This remark, written in coordinates,

yields (as soon as the relation makes sense):

is O+ (since 7 € Regl™®); except eventually the last term nz(2) := 7,0,75(2,0). Let us prove

s _ pn) s (=n)
Trw - ff*"(i) o ﬂ-ffn(gg) © fa: N

Taking the differential at (z,0) yields, using remark 5.3.7:

W > 0,5z € (=po, po)s (dn3)e0) = ("), 2 )0.0) © (75, )y 0 © (AT )z

(n) —n
_ (M@ O 0 0 (O D ]
0 w8 \0 M)\ 0 pi 0 Nfni(ha ™2)

It follows that:
Vz,Yn >0, nz(z) = nffn(g)()‘a(g_mz) — 1.

n—oo

In conclusion, we get the following expression for 7s:
T2(2) = 0y12(2,0) + nz(2)0.72(2,0) — 0y72(0,0),
which is a C'T® function that vanish at zero. Let us compute its derivative at zero: we have
(72)'(0) = 9.0, 75(0,0) + n5(0)9:75(0,0) + nz(0)9274(0,0).
The fact that nz(0) = 0 gives us the desired formula. O

Remark 5.4.4. Notice that, denoting by 7r5 (¢) := [p,q], our previous arguments prove that the
map Jym5 : W (p) NQ — Ris C1** (and this, uniformly in p).

Remark 5.4.5. Recall that, in our area-preserving context, there exists a Holder map h : Q@ — R
such that Appu, = exp(h(f(xz)) — h(x)). Fix one such h for the rest of the Chapter. For each
7 € Reg T (Q, R), let us denote by ®, € C*(Q,R) the map defined by

D,z € Qs (72)(0)e"® R,

where 7 is any orientation in the fiber p~1(x) € Q. This doesn’t depend on the choice of Z. The
linear map 7 € Reg}f“(ﬂ, R) — @, € C*(Q,R) is obviously continuous. Moreover, it is easy to see
that, generically in 7 € Regi‘*‘a, the map @, is not cohomologous to zero. Indeed, one can take a
fixed point py (or a periodic ordit) and look at the value of ®,(po): if it is zero, then it is easy to

Reglt®—perturb 7 on a neighborhood of py so that ®,(pg) becomes non-zero.

Lemma 5.4.6 (Change of basepoint). Let xg € Q. Let 1 € W} (x) be close enough to xo. Then,
there exists Aff—~ — : R = R, an (invertible) affine map, such that:

Zo,T1

Al 7 (Xa(2)) = X affs 7 (),

where affz = = (@%)’1 o @ is the affine change of charts defined in lemma 5.3.7. Moreover,

there exists C > 1 and a > 0 such that In |Aff— ='(0)| < Cd(zq,r1)".

Zo,T1

Proof. Let xy € Q and let 21 € W} (x) be close enough to xo. We have, for ¢ in a neighborhood
of ZT1:
A+(l'1,q) = A+(Z‘1, [l'O)Q]) + A_‘—('/EOa q)

(Picture two rectangles with one shared side, the first one touching x1, xo, |20, ¢], and the second
one touching zg, [xg,q] and ¢q.) We differentiate (w.r.t. ¢) with the vector template [07!] along
W (x1) to find:

X (2) = [07] - (AF, o [wo, )(@%(2)) + ([027] - AL (@2(2))-

x
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The first thing to recall is that @z = @% ) (@%a)*l 0P = @% oaffz; 77, and moreover, by Lemma
5.3.18, [0%1] = £H (wo,1)[07°]. From this, we see that the last term is +H (20, 1) X5 (affz 7 (2)).
To conclude, we only need to show that

[037] - (AL o [z0,]) = £H (w0, 21)[07°] - (AL o [0, )
is constant along W} (o). In coordinates, we see that:
[02°] - (AL o [wo, N)(®s5(2)) = 0y (AL o [wo, T 0 1) (2,0) = 9y (AL 0 15 0 m5)(2,0),

where 72 is defined in the proof of Lemma 5.4.3. Recall from this proof that

. 0 0
(dﬂ-fa)(z,o) - (O 1)

is constant in z (and in Zg). It follows that: [07] - (A%‘I o [zg,])(Pz(2)) = %(A:’T © 17)(0,0),
which is a constant expression in z. The proof is done. O

We conclude this section by showing that one can reduce the study of the oscillations of A,
to the study of the oscillations of Xz. The proof is in three parts: we first establish a proper
asymptotic expansion for A;_’ then for A, and finally we reduce (NC) to a “non-concentration
modulo polynomials” statement about (Xz)..g-

Theorem 5.4.7. Let p,q € S be close enough. We will denote Wg(q) = [p,q] = s € QANW} (),
and Wg(q) = [g,p] =17 € QNW _(p). We have q = [r, s]. These “coordinates” are C*T*. Suppose
that d*(p, s) < 0”2 and d*(p,v) < o for ¢ > 0 small enough. If Bz > 1 is fized large enough, then
the following asymptotic expansion hold:

_ + S 1 +a
A;([’F, S]) - :l:asAp (T)d (p, 8) + O(U +hz ),
where Q5 denotes the derivative in the stable direction.

Proof. Let us introduce some notations. Define, for any p € Q, the C'** map V,, : W _(p) — R

as
e}

Vols) =Y (r(f*(0) —7(f"(5)),

and notice that

A Taylor expansion yields:
Vp(s) = V(p) £ 05V, (p)d* (p, s) + O(d* (p, 5)' ")
= £9;V,(p)d®(p, s) + O(c(1F)8z)

= £0,V,(p)d*(p, s) + O(c' T FF7)

as soon as Bza > 1+ «. Hence,
A;(q) = £ (0:V,(p)d®(p,s) — 0s V. (r)d*(r,q)) + 0(01+“+62).
Now, we want to make 8SA;[ (r) appear. We compute it and find out that
0sA; (1) = 05V (p)sry (1) — 05V (1).
We can make this term appear in our asymptotic expansion like so:

d*(p, s)
d(r,q)

- i(asA;(r) * ‘ppﬁs(r))ds(h q) + O(c'to+h2)

AF (@) = =(2.9,0) ~0.9,(1))d*(r, ) + O(c"++52)
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where

)= 0.9,0) (G2 - 0.

(
Now, we would like to show that ¢, 4(r) = O(c'*%). (In this case ¢, s(r)d*(r,q) = O(c'ToFh8z).)
To do so, notice the following. The holonomy is (uniformly in r) a C'** map W _(r) N Q —
Wi .(p) N Q. A Taylor expansion at ¢ = r yields:

d*(s,p) ds(ﬂ'S(Q)v 7"}?(7’))

= 63775(7") +O0(d%(q,r)*) = 85775(7“) + O(c*P7).

d*(r.q) — d(q.r)
If Bz > 2 is chosen so large that a8z > 1 4+ a again, then we find the expansion:
d’ (8,p) S 14+«
Flgr) = O ()0,

which is what we wanted to find. This gives us the following expansion for A*:
+ —_ + S 1+a+p8
Ap(q) = £0:A,(r)d*(r,q) + O(o “).
To conclude, we re-apply our estimate of d*(p, s) (but inverting the role of (p, s) and (r, q)) to find

d*(r,q)
ds(p, s)

(where a, s = O(1) is some constant that depends only on p, s), since r — dsm5([r,s]) is C1+
(uniformly in p, s). It follows that

= 95 ([r,5]) + O(0'%) = 1 + ap,sd" (p, ) + O(' ),

Af(q) = 20, (r)d*(p, s) + o, 0 A (r)d" (p, 7)d* (p, 5) + O T1F7)
= +0,A} (r)d*(p, s) + O(c' T HF7),
since ;A (1) is a-Holder and vanish at r = p. -

Now that we have a local description of AT, we turn to a study of the local behavior of A~ along
the unstable direction. To achieve a clean proof, we will use the following asymptotic expansion of
the distance function, whose proof is postponed to Section 5.7.2.

Proposition 5.4.8. Fizp € Q and s € W (p) N Q. There exists a C™ (uniformly in p) function
op : WE.(p) NQ — R such that

4" (s,[r,s]) = d"(p.7) + 0, (1)"(p. 5) + O (" (p, )(d" (p. 1)+ + *(p.)"))

Theorem 5.4.9. Let p,q € Q be close enough, and denote [p,q] =: s € W .(p) N Q, and [¢,p] =
r € Wk (p) N Q. Suppose that d*(p,s) < 0P and d*(p,7) < o for ¢ > 0 small enough. If Bz > 1
is fized large enough, then there exists a polynomial P, s € Ry, [X] (where dz := |Bz] + 2) whose
coefficients depends on p, s, and a (uniformly) C'T function v, : W (p) N Q — R such that

A7(p,q) = Py (£ (2L)71(r)) + ¥p(r)d* (p, s) + O(cHF7 ),

Proof. Like before, let us decompose A~ (p, ¢) into two contributions:

A_(pa q) = vp(r) - ﬁS (Q)7
where V,, : W*(p) — R is defined by

=S () - 0).

n=1
This map is clearly smooth along W} (p). A Taylor expansion along W (p) of order dz :=
[Bz] + 2 € N yields

dz

(@) = Y ar(s)d"(s,q)" +O(d"(s,9)* "),
k=1

A

Zak )d“(p,7)* + O(d"(p,r)¥#*h)
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for some functions ay, : © — R, k € [1,dz]. Notice that dy is so large that d“(p, r)?2*1 d%(q, )42+ =
O(o'To+P). This gives the expansion

dz

Av(pa) = Z (ak(P)du(p, r)k — ak(s)du(S,q)k) + O(gPztatly,
k=1

Now, our previous technical lemma ensure that there exists a (uniformly in p) C'*® map Pp -
W¥(p) N — R such that

du(sv [7'; S]) = du(p, T) + ¢p(T)dS(p’ S) + O(ds(p’ q)(du(p’ 7,)1+oc + ds(p, S)a))
=d"(p,r) + (bp(?")ds (p,s)+ 0O (0—1+5z+a)'
It follows that, for all £ > 1, we can write
k
a"(s,0)" = (d"(p,7) + 6,(r)d*(p, 5) + O +77+2) )

= d"(p,r)" + kd" (p,r) 7 8 (r)d* (p, 5) + O(c*7 + 71742
= d"(p,r)" + kd"(p,r)" " by (r)d*(p, ) + O(o'+7F*)
since 287 > 14+ a+ 8z, as Bz > 2 and « € (0,1). Hence

dz
A7 (p,0) = Y (rP)d (b, )" = ar() (@ (p, 1) + kd* (p,1)* 6, (1) (p, 5)) ) + O(077 1)
k=1
dz dy
= Z ((Oék(p) - ak(s))d“(p7 r)k> _ ds(p, S) Z ak(s)kd“(p, T)k_l¢p(r) n O(O’BZ+Q+1)
k=1 =

= Pp,s(r) + d*(p, 3)1/);)(7") + O(O_1+ﬂz+a)’

where P, ;(r) is a polynomial in d*(p, r) of degree dz whose coefficients depends on p, s, and where
¢y is a (uniformly in p) C** function of r. To conclude, we write P, (1) = (P, o ®%)(2) for
z = (@%)_1(7“) and for some choice of orientation p. This is a (uniformly in p, s) smooth function

of z, and a Taylor expansion of order dz allows us to write P, s(r) = Q, s(£z) + O(c*T*+P2) for
some @ s € Ry, [X]. O

Remark 5.4.10. Recall again that g has a local product structure [C120], in the following sense.
For all € Q, there exists p% and pf two measures supported on U, := QN WY (z) and S, =
QN W (z) such that, for all measurable h : M — C supported in a small enough neighborhood

of x, we have
/ hdy = / / B[z ) e Dy (y)dpa (=),
Q Uy J Sz

where w,, is some (uniformly in 2) Holder map. In particular, for C(u) := sup,, |ws ||Lf_>o(1,vlqgc(m)XWLSM(I))7
we find when h is nonnegative:

0 [ ] heahdusdus) < [ hdp< e [ ] (e i @) e)
Uy JSs Q Uz JSa
Notice in particular that, for some rectangle R, = [U,, Sp] 3 p, and for any borel set I C R :

1(q € Ry, hlq,p]) € I) = py(Sp)y, (2 € Up, h(z) € I)).

The family of measures (u¥)ycq satisfies some invariance properties under f that will be useful
later.

Lemma 5.4.11. Denote by n. = (®L)*p2, the measure pf seen in the coordinates ®%. Suppose
T

that the family (Xz)z satisfies the following “non-concentration modulo polynomials” property: there

exists a, 7y, 09 > 0 such that, for allZ € Q and for all 0 < o0 < 0p:

sup w2 € [=0,0], |Xz(2) = P(2)] < 01+/2) <07 ([0, 0]).
PeRg, [X] ** ©

Then the conclusion of Theorem 5.1.4 holds.
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Proof. Recall that, by Lemma 5.2.4, to check (NC), it suffice to establish the following bound:
1 (g € R|AP )| < o' TH07) < 07 u(R)

where the bound is uniform in p and R, for R € Rectg, (c) a rectangle containing p with stable
(resp. unstable) diameter 0”# (resp. o). Let us check this estimate by using the Taylor expansion
of AT and A~. We can write, using the local product structure of pu:

p(q € R|A(p,q)| < o'tetP7) < /SMZL (reuy , |AF([r,s]) + A (p, [r,s])| < o' TF2) dps (s)

< /SMZ (r € Ug, 10527 (1) +1p(r)d* (p, 8) + Pps (E(2F) 71 (r))| < Co P27 dpp (s)

B /su;ﬁ (r € U, 10,5 (r) + (1) + Qps (@)™ (1) " (p, 5) < Cor' 97+ s (s)

where Q¢ := d*(p, s) "' P,... It is easy to see, using Gibbs estimates and the fact that diam®(S) ~
0?7 that there exists dreg > 0 such that

Hp(Blp.0% /%) 18) < g5l 2y3(5).

It follows that one can cut the integral over S in two parts: the part where s is 0/721t/2_close to
p, and the other part. We get, using the aforementioned regularity estimates:

1 (q € R, |A(p, q)| < ot ToFFz)

S o%rea(R) + /SMZ (r € Uz 1.5 (1) + (1) + Qpus (@) 71 ()] < Co™*/2) dpiy(s).

We just have to control the integral term to conclude. To do so, notice that, for all s, we can write:

e (1 € Ug, 10,08 () + (1) + Qo (H(@3) 7 ()] < Cot+o/2)

= ((®5)"p) (z € (DL)"HUYD), [9:AF (PL(2)) + Up(PL(2)) + Qs (£2)] < CUHa/g)
< (@) 1) (= € [-C0,Col, [0.87 (B4(=) + Up(@4(2)) + Qpus(2)] < Co™+/2).

Beware that, if 1, o % is uniformly in p a C'T® function of z, allowing us do approximate it by
its 1 4+ a-th order Taylor expansion, the same doesn’t hold for @), s, which may have unbounded
coefficients as s gets close to p. Still, writing

Up(@2() = o) £ 0l +0(c1 ),
we find, replacing Qs , by Qs (2) := aé,o) + aél)z + Qs p(£2),

p (g € R, |A(p,q)] < o' FotP2)

S o2 p(R) + /S m, (z € [-Co,Co), [0.A (P4(2)) + Qps(+2)] < cal+a/2) dps(s). (%)
Now, since TM/E" is a line bundle, and since [9,] and [0?] are C'** sections of this line bundle
([0s] is C1F* because E* is C'*® in our 2-dimensional context, and [0P] is actually smooth by
construction), there exists a nonvanishing C'™* function az(z) such that [63}%@ = aﬁ(z)[(?g’]@g(z).

We have a,(z) = £(1 4+ O(0)). Hence, using the bound Xz(z) = O(c®) since Xz is (uniformly)
Holder regular and vanish at zero:

m (2 € [-Co,Col, 10,07 (@4(2)) + @ps (£2)] < Co'T0/2)

=, (= € [-00.00]. |ap(2)X5(2) + Qpa(£2)| < Co' ")

< (2 € [-C0,Col, [Xp(2) £ Qps(42)] < C'ot+2)
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< €' ("0, C'a))o,

where the last control is given by the nonconcentration hypothesis made on (Xf)fefz' To conclude,
notice that by regularity of the parametrizations ®%, and since the measure p¥ is doubling (thus
constants can be neglected, see section 5.9), we get nlﬁ([—Cor, Co]) < Cuy(U). Injecting this

estimate in (x) yields
1 (q € R,|A(p,q)| < o'HP2t) < C (05“9‘”/2 + 07) 1(R),

which is what we wanted. ]

Notice that the estimate required to apply Lemma 5.4.11 actually doesn’t depend on the choice
of the orientation T €  in the fiber above x. If the estimate is true for Z, then it is also satisfied
for 5(z). We are reduced to understand oscillations of z — X3z(z) modulo polynomials of a fixed
degree dz > 1. The next section will be devoted to proving a “blowup” result on the family
(Xg)ieﬁ, which will help us understand deeper the oscillations of those functions. This “blowup”
result will allow us to exhibit a rigidity phenomenon. The final section is devoted to proving the
non-concentration estimates in the hypothesis of Lemma 5.4.1, under our generic condition defined
in Remark 5.4.5.

5.5 Autosimilarity, polynomials, and rigidity

Let us recall our setting. We are given a family of Holder maps (Xz);.g, where Xz : Q% N
(—=p,p) — R is defined only on a (fractal) neighborhood of zero and vanish at z = 0. Recall that
Q% := (9%)~1(2) 0. Recall also that Q7 = —f and that Xy3)(2) = —X3(—2). Furthermore,

5
~

we have an autosimilarity relation: for any z € Q, and any z € Q%N (—p, p), we have
X:?(Z) = ??(Z) + ,UzXf(g)(Z)‘w)a

where 7 : Q%N (—p, p) — R is a C'™ map (in the sense of Whitney) that vanish at zero. Recall
that 72.(0) only depends on x € €, and recall moreover that Regllfo‘—generically in the choice of 7,
we can suppose that the function

D,z € Qs (75) (0™ eR

is not cohomologous to zero (where h : Q — R is such that p;A\; = exp(h(f(z)) — h(x))). We
will establish quantitative estimates on the oscillations of (Xz) under the cohomology condition
®. ~ 0. To do so, we start by proving a “blowup” result, inspired from Appendix B in [TZ20]. The
point of this lemma is to only keep, in the autosimilarity formula of (Xg)ieﬁ, the germ of 7% (in
the form of its Taylor expansion at zero at some order). Depending on the contraction/dilatation
rate on the dynamics, the order of this Taylor expansion is different: in our area-preserving case,
it is enough to approximate 7z(z) by (7%)'(0)z.

Lemma 5.5.1 (Blowup). There ezists two families of functions (Yz);cq, (Zz)zcq such that:

zeh
o ForallzeQ and z € QLN (=p,p),

Xz(2) = Ya(2) + Zz(2).
o The map Yz : Q4N (—p, p) = R is C1°, and there exists C > 1 such that, for all T € Q and
z€ QN (—p,p):
Yz(2)| < Ol
o The family (Zz),.q satisfies an autosimilarity formula: for any T € Q, z € QLN (—p,p)

Zz(2) = (72)'(0)z + Nwa(g)(Z/\w)~

Moreover, the dependence in T of (Xz);cq, (Yz)zcq and (Zz);cq is Holder.
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Proof. In the original proof, there is an implicit argument used, which is the fact that polynomials
(of order one, here) are maps with vanishing (second order) derivative. In our fractal context,
this is not true, as Q% may not be connected: so we have to replace this derivative with a notion
adapted to our fractal context. For 8 < a, define a “(1 4 f8)-order fractal derivative” as follows:
if h: QN (—p,p) — Ris C' in the sense of Whitney, then its Taylor expansion at zero makes
sense, and we can consider the function:

() = M= O

This is a continuous function on Q% N (—p, p), which is bounded and vanish at zero at order
|z(@=B)=|. Moreover, notice that §'+7(h) = 0 is equivalent to saying that h is affine. Notice further
that

678 (uh (V) () = (uINTFP) - 6742 (1) (2).

Now, let us begin the actual proof. Consider the autosimilarity equation of (Xz), and formally
take the (1 + 3)-th fractal derivative. We search for a C1T< solution (Yz) of this equation:

FHO(Ya)(2) = 610 (7) (2) + pady ™7 - 51 (V2) (2a).

Notice that s, := pzALT? behaves like a greater-than-one multiplier. Indeed, if we denote, for
xreQandne”Z,

kW =y K fn—1(z)

(if n > 0, and similarly if n < 0 as in the definition of /\in))7 we see that né’” > (A")#, where
A_ > 1. We can solve this equation by setting

{I/’

STHR(Y, Zal+ﬂ Tron@) (AT - R = Ya(2).

This defines a continuous function that vanishes at zero. We then define Yz as the only ~C’1+°‘
function such that Yz(0) = YZ(0) = 0 and §'+#(Yz) = Yz. In other words, Yz(2) := |2|'+FVz(2).
Using the sum formula of Yz, we find the autosimilarity formula:

Ya(2) = 7(2) — (7) (0)2 + 1Yz (2ho).
We can then conclude by setting Zz := Xz — Yz. O

Remark 5.5.2. One could wonder what it means for (Xz)z (or (Y3)z and (Zz)z) to be Hélder in 7,
when the domain of definition of Xz changes with Z. We mean the following. If 77 € Q is close to Zg,
then first of all they share the same local orientation. Denote =5 := [21,20] € W} () N W[ (),
and then consider 5 in the fiber of x5 with the same local orientation than z; and zg. The
holonomy between W} _(z1) and W} (x2), written in coordinates %~ and O, yields a map 7y, 4, :
QL N (=p,p) = QLN (—p',p'). Then, the affine map affz; 7 = ®L o (D)1 : QL N (—p',p) —
Q% N (—p", p") allows us to compare functions on Qz; with functions on Q. It is not difficult to
see that the map affz 707z 77 is C'T, and moreover that ||affz 7 0mzm 7 — Id||ci+e < d(To, 71)
[PRO2]. What we mean for the Holder dependence in x, then, is the following:

HXET — Xga o aff£0 ) [¢] 7T$2 77 ||L<x>(QIlm( 2.0)) ~ < d(iL‘o, Zl) .

To get from this construction a deeper understanding of the local behavior of (Xz), we need
first to state some quantitative statements about equivalence of norms in our context. The proof
of the next lemma will be done in section 5.8.

Lemma 5.5.3. There exists & > 0 such that, for all 7 € Q, for all P € Ry, [X], there eists
20 € QLN (—p/2,p/2) such that

Vz € [20 — K, 20 + K], [P(2)] 2 Kl Pllca((—p,p))-
If we denote P = Zzio arz® € Ry, [X], then moreover

oglii)c(l lak| < K™ ||P||L°°((—p»P)ﬁQ¥)'
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From this, we deduce a strong statement on the possible forms of Z3.

Lemma 5.5.4. Suppose that there exists P € Ry, [X] such that Zz; = P on (—p, p) N QL for some
7o € Q. Then P is lincar.

Proof. Let k > 0 be such that

dz
k 1
VP = I;)akz € Ry, [X], Og;?éz lax| < K 12f 1P| Lo (= pp)62.) -

We suppose that there exists P =", ay2" € Ry, [X] such that Zz(z) = P(z) for all z € (—p, p) N
QL . Since
zo

Vn > 1,Vz € (—p,p) N Q?n@g)’ an(ﬁ)(z) = linear + pu{~™ Zz (A7 2),

it follows that Zu(z5) is polynomial on Q’;An ) N (=p, p), of the form:
(@

dz
25 () (z) = linear + Z ufc? ()\Sz))kakzk.
k=2

Equivalence of norms yields, for all k > 2,

V> 1, [l (A0 Fag| < k7 Sup (| Zz || Lo (un(—p,p)) < 00,
zeQ

which implies that a; = 0 for £ > 2. Hence, Zz; is linear. O

The idea now is to consider the distance from Zz to the space of linear/polynomial maps. By
the autosimilarity formula of (Zz), there is going to be some invariance that will prove useful.
Notice, from the proof of lemma 5.5.1, that Z;z)(2) = —Zz(—2).

Definition 5.5.5. For any p > 0 small enough, consider the functions Dlpi”, Dg"ly : QQ — Ry defined
as
Dlpm(x) :=inf  sup |Zz(z) —az|
@€R LeQun(—p,p)

and

DPol(z) :=  inf sup Zz(z) — P(2)].
Pt (Za() — PG

where Z € ) is any choice of element in the fiber of 2 € Q. These functions are continuous, since
T € Qwr Zz € CY is continuous in the sense of Remark 5.5.2, and since we are computing a
distance to a finite-dimensional vector space. Moreover,

! lin
0< Dy <D,
In the following, for some C17¢ function Z on Q% N (—p, p), let us denote

Z(x) - 2(0) - 2'(0)=

51+a(Z)(z) = [i+a

Lemma 5.5.6. We have the following criterion. The following are equivalent, for some fived x € )
and p > 0:

. Dg”(x) =0

e For somex € Q in the fiber of x, for alln > 0, Zy-—n(z) € Oita (Q?

JN(=pAT™ AT, R),
and there exists C > 1 such that, for allm > 0,

(@

14+«
1077 (2@ i q@u_, | apat paiy S €

—n(z)
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Proof. Suppose that D,(x) = 0. Choose any = € Q in the fiber of € . Since Zz(0) = 0, there
exists a € R such that Zz(z) = az on (—p, p). The autosimilarity relation Zz(z) = (72)(0)z +
JTvA f@)()\zz) gives, with a change of variable,

7~

ey AT = (Fro )V (OAS V2 4+ Za(2).

z V)

Iterating this yields

7~

oy (AT = linear + Za(2).

In particular, if Z3 is linear on Q%N (—p, p), then 25—z Is linear on Q? N (—p/\§;">, ,0)\5;71))).

7 G
In particular, it is C'** and the bound on 51+Q(ngn(£)) = 0 holds. Reciprocally, if the second
point holds, then we can write, on Q% N (—p, p):

01 Ze) ()] = ™ A 61 (2 ) (AT < (el T — 0,

'f n—oo

where we used the fact that uém)\im = ¢9(M) by our area-preserving hypothesis made on the
dynamics f. Hence 6% (Zz) = 0 on Q%N (—p, p), which means that Z; is linear on this set. [

Lemma 5.5.7 (Rigidity lemma). Suppose that there exists xo € Q such that D?°"¥(xzq) = 0, then
Dlin =0 on Q.

Proof. The proof is in three steps. Suppose that Dg"ly (z9) = 0 for some p > 0 and some xy € .

e We first show that there exists 0 < p’ < p and a set w C W} (x9) N which is an open
neighborhood of z for the topology of W} _(zo) N 2, such that Dﬁj,"(i’) =0if 7 € w.

So suppose that Dg"ly(xo) = 0. This means that Zz coincide with a polynomial of degree dz on
(=p,p) N Q. Lemma 5.5.4 ensures that, in this case, Zz; is in fact linear on (—p,p) N Q% . Now,
notice that since Yz is C'T*, we know that Xz is C'T* on (—p, p) N Q% . Recall then that, by
Lemma 5.4.6, we know that if 1 € W}, N is close enough to zo, (and if 27 share the same local
orientation than Zg) we can write

Affr (Xﬁ(z)) = Xz (aff 7 (2)),

where Aff -+ and affz; 77 are affine functions (that gets close to the identity as 1 — ). If follows
that Xz is C1*® on some (smaller) open neighborhood of zero, (—p’, p') N Q. In particular, Zz

is also C**% on this set. Let us show that fo}" (z1) = 0 by checking the criterion given in the
previous lemma. We have:

Zi(2) = Xz (2) = Vi () = A o (X (affis 5 (2)) ) = Vi (2)

= AT (Zey (ot () + ABE (Yo (ol 5 (2))) — Vi ()

Zo,T1 Zo,T1

By hypothesis, Aﬁ%{a (Z@ (aﬁﬁyﬁ(z))) is affine in z, and so its (1 + «)-th derivative is zero. We

can then write, for all n > 0 and z € (fp’/\;_m, p'/\;g;_m) N Q’J;ﬁn(?):

1+« =N o =N 1+« . =N =N _ sl4a o
N Z (@) (2) = apny fr@® Vona) (Al n ) 7on @) (2)) = 07 (Vi) ) (2),

where az, o == (A=) )(0) (affiy ) (0)14% = 14 O(d* (. 1)). Since [ (V)| < [ Vi e

1,20
the criterion applies.

e Second, we show that if Dlpi,”(m) = 0 for some x and small p’, then fol?n(p,h’p)(f(x)) =0.

This directly comes from the autosimilarity formula. We have, for z € (—p, p) N Q%
Zz(2) = (7%)(0)z + Mfo@)(ZAz)-

In particular, if Z5 is linear on (—p’, p') NQ%, then 27z 1s linear on (=p" Az, P A2) N (=p, p) QQ}L(E).
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e We conclude, using the transitivity of the dynamics and the continuity of Dg".

We know that Dﬁf"(zo) = 0, by hypothesis. By step one, there exists w, some unstable neighbor-

hood of zg, and p’ < p such that Dlp@” = 0 on w. Step 2 then ensures that D"

=0 on
mm(p’)\é”),p)

f™(w). Choosing N large enough, we conclude that
Vo € U M (w), Dij"(m) = 0.
n>N
Since the dynamics f is transitive on Q, we know that |, f"(w) is dense in . The function
fo” being continuous, it follows that Dlpi" =0 on €. O

Lemma 5.5.8 (Oscillations everywhere in z). Under the Regi*'o‘—generic condition ®, ~ 0, the
following hold. There exists k € (0, p/10) such that, for all T € Q, for all P € Ry, [X], there exists
20 € QLN (—p/2,p/2) such that

Vz € Q2N (20 — Ky 20 + K), |Zz(2) — P(2)| > k.

Proof. Our previous lemma gives us the following dichotomy: either Dg‘ﬂy > 0 on 2, or either
Dlpm = 0 on €. Suppose the later. In this case, for all Z, Zz € C'*t®. Write the autosimilarity
relation and take the (usual) first derivative in z. We find:

Z(0) = (72 (0) + oo 2 (0).
Recall that, since f is area preserving, we can write pz Ay = exp(h(f(z)) — h(z)) for some Holder
function A : © — R. Our previous relation can then be rewritten as

Z5(0)e"® = " (7 (0) + Z (0)" .

Now notice that Z%(0)e"®) =: §(x) doesn’t depend on the choice of Z in the fiber of z. We can
rewrite our expression as ®, = fo f —# where ®,(z) = €"*)(7,)/(0), that is, ®, ~ 0. So our generic
condition @, ~ 0 ensures that Dg"ly > 0 on ). By continuity of Dg"ly, and by compacity of 2,
there exists some x > 0 such that Dgozy(az) > k for all z € Q. One can do the same proof replacing p

with p/2, so we can directly says that Dg ?le (z) > k, taking x smaller if necessary. Now, this means

the following: for every P € Ry, [X], for every T € Q, there exists 2o(z,a,b) € QLN (—p/2,p/2)
such that
|Zz(z0) — P(2)| > &.

We still have to show that this doesn’t only hold for some point zp, but on a whole small interval.
The proof uses the technical Lemma 5.5.3 on equivalence of norms Ry, [X]. The proof in different,
depending if || P ca(qun(—p,p)) is small or large.

Let 7€ Qand P € Ra, [X]. There exists 29 € Q%N (—p/2, p/2) such that [P(z2) — Zz(20)| > k-
Hence:
Vz € (20 — Ry 20 + R) NQ, | Zz(2) — P(2)] = Kk — [|Zz — Plloa(@un(—p.p) K"

> k= (sup [[Zer[low@,n(-p.0)) + [Pl (—p.0) )R
z' €

This arguments gives us what we want if | P||ca (—,,, is bounded by some constant M > sup,, || Zy/ || c=.
Indeed, in this case, choosing & := (k/2M ) yields

Vz € (20 — Ry 20 + R) NQE, | Zz(2) — P(2)] > K/2.

To conclude, we need to understand the case where [|P||ca((—p,)) is large. Recall that Lemma
5.5.3 ensure that there exists o € (0,1) and 2z, € (—p/2, p/2) N Q% such that

Vz € (21 — Ko, 21 + ko), |P(2)] > Kol Pllce((=p,p)-

It follows that if M is fixed so large that M > sup,, ||Z.||cakg’ + #, then in the case where
IIP]lce > M we find

Vz € (21 — ko, 21 + ko), |P(2) — Zz(2)| > |P(2)| — | Zz ]l
> kollPllce — | Zz]l00 = &,

which conclude the proof. O

(7P,P)
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Lemma 5.5.9 (Oscillation everywhere in z, at all scales in z). Under the generic condition @, ~ 0,
the following hold. There exists k > 0 such that, for allZ € Q, for all P € Ry, [X], for alln >0,
there exists zo € Q%N (—p/2,p/2) such that

Vz € Q4N (20 — K, 20 + k), |ZE(2) — P(2)] > &,

where Z%m(z) = ,uéfmZ (z)\ffm). The family (Zmim) is a (n-th times) zoomed-in and rescaled

version of (Zz).

Fr@

Proof. We know that Z%m (2) = linear+ Zz(z) on (—p, p) NQ%. The result follows from the previous
lemma. O

Lemma 5.5.10. Under the generic condition ®; ~ 0, the following hold. There exists £ > 0 and
ng > 0 such that, for allz € Q, for all P € Ry, [X], for alln > ng, there exists zy € QEN(—p/2,p/2)
such that

Vz € Q4N (20 — Ky 20 + K), |X§n> (z) — P(2)| > &,

where X{ (2) = ps X0 ) (2AS™).

Proof. Recall that Xz = Yz + Z3, and that |Yz(2)| < C|2z|'T®. Zooming in, we find, for all n > 0:
XM () = Vi (2) + 287 (=),

where Y%M (2) == uémef_n@)(z/\g(fm) = O((A§;”>)a). Taking ng large enough so that this is less
than /2 for the x given by the previous lemma allows us to conclude. O

We can rewrite this into a statement about Xz only.

Proposition 5.5.11. Under the generic condition @ ~ 0, the following hold. There exists 0 < k <
1/10 and o¢ > 0 such that, for all T € Q, for all P € Ry,[X], for all 0 < o < 0y, there exists
20 € N (—0/2,0/2) such that

Vz € Q2N (20 — ko, 20 + ko) C (—0,0), |Xz(2) — P(2)| > ko.

Proof. For each o small enough, define n,(c) as the largest positive integer such that o <

p)\;_n“(g». We then have o ~ )\;_"“”(U» ~ (,ué_n”(an)’l, and we see that we can deduce our
statement written with o by our statement written with n, (o). O

We conclude this section by establishing what we will call the “Uniform Non Integrability
condition” (UNT) in our context.

Definition 5.5.12 (UNI). We say that the condition (UNT) is satisfied if there exists 0 < k < 1/10
and o > 0 such that, for all z € €, for all P € Ry, [X], for all 0 < 0 < 0y, for any 2o € QLN (—p, p),
there exists z; € Q% N (20 — 0/2, 20 + 0/2) such that

Vz € Q4N (21 — ko, 21 + ko) C (20 — 0,20 + 0), | Xz(2) — P(z)| > ko.
Proposition 5.5.13. Under the generic condition @, »~ 0, (UNI) holds.

Proof. Let us fix the x and oy from Proposition 5.5.11. Let = € (AZ, let 0 < 09, and let zp € Q%.
Let P € Ry, [X]. Define z; := ®%(z). Let Z7 be the element in the fiber of z; that share he same
local orientation than Z. Recall that, by Lemma 5.4.6, there exists Aff; ;v and aff; 77, two affine
functions with e©(®) linear coefficients, such that

Affs 75 (X7 (2)) = Xa(affz 7 (2)-

Furthermore, affz 77 = (@%)*1 o (@%) Notice that affz 7 (0) = 2. Since (Affz 77)'(0) = e©M) the
previous lemma applied to Xz gives us some 23 € (—0/2,0/2) such that:
Vz € (20 — Ko, 20 + ko), |Afl; 75 (X7 (2)) — P(2)] > ko,

choosing « smaller if necessary. Setting z; := (affz 77) "' (22) yields the desired result. O
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5.6 The non-concentration estimates under (UNI)

In this last section, we establish our last estimate, given by the following proposition, which takes
the role of the “tree Lemma” 2.5.7 of Chapter 2. The idea of the proof is the same, the main
difficulty for us was to replace the easy (UNI) condition found in Chapter 2 by our subtle (UNI)
condition in our context. But once a version of (UNI) is proved, the “tree lemma” follows quite
easily, even in our context.

Proposition 5.6.1. Under (UNI), there exists v > 0 and o > 0 such that for all 0 > 0 small enough,
for all T € Q, for all P € Ry, [X], we have

m (2 € [Fo.0), [Xa(2) = P(2)| < 070 < 07m([=0,0]),

where m_ = (PL)* .

Once this proposition is proved, Lemma 5.4.11 will ensure that the nonconcentration estimates
(NC) are true under the generic condition ®, ~ 0. Before heading into the proof, we need to
establish a cutting lemma. The difficulty here is to cut (2% into “equal” pieces, but the fractal
nature of Q% makes it a bit subtle (especially because I prefer not to use Markov partitions here).
See Section 5.8 for related statements about the uniform perfection of the sets Q% N (—p, p).

Lemma 5.6.2. Let k > 0. There exists C > 1, and Neyt,1,Meut,2 € (0,1), with Neye 1 < £/100, such
that the following hold. Let x € Q, o € (0,p] and n > 1. Let Ul ¢ W () N Q be such that
B(z,o) N W ()N C Ul ¢ B(z,100) N W (z). There exists a finite set A := A(x,o,n) with
|A| <C and a family of intervals (Ia)acyp_, w,, where Wi C AP is a set of words on the alphabet
A, and where I, C W _(x) are such that:

1. I@ N = UQE-J)
2. For alla € Wy, 0 <k <n, we have , N Q = Jycq (Tap NQ), and this union is disjoint
abeEWnp 41

modulo a zero-measure set.

3. For alla € Wy, 0 < k <n, there exists x4 € QN I, such that

W (2) N B(xa, 10~  diam" (1)) C I
4. For allae Wy, 0 <k <n—1, we have for any b € A such that ab € W1

ngut,ldiamu(la) < diamu(lab) < Tcut,1 diamu(la) 5 ,UZ(Iab) > ncut,Qﬂg(Ia)~

Proof. The proof is done in a couple of steps.
e Step 1: We cut, once (n = 1), the sets Ua(ca) when o € [p)\f,p].

First of all, recall that for all ¢, there exists § > 0 such that for any z € W}k (2) N Q, p%(B(z,¢) N
W (x)) > 6. Since, moreover, the measure p is upper regular, that is:

YU € Wi (z), pt(U) < Cdiam(U )%,
it follows that reciprocally, if p%(U) > ¢, then diam(U) > 4.

Consider a finite cover of UQE") by a set of balls E of the form B(xz;, &) with z; € U£0)7 for e
small enough (for example, € := ﬁp)\f 10719 should be enough). By Vitali’s lemma, there exists a

subset D C E such that the balls in D are disjoints, and such that Upep3B D Ul”. Since WE (x)
is one-dimensional, we can set A := D, and choose B C I, C 3B such that the (I,) have disjoint
union and covers U(?). By construction, the diameter of those intervals is small, but in a controlled
way: the measure of them is greater than some constant, and they all contain a ball of radius ¢
for some €. This construct our (I,).ec in this case. Notice that the cardinal of A is uniformly
bounded. We see that it suffice to take € small enough to find other constants 7cyt,1, Neut,2 With
Newt,1 < /£/100 that satisfies what we want in this macroscopic context.
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e Step 2: We cut, once (n = 1), sets UL”) when o > 0 is small.

The idea is to use the properties of uly. If we denote by ¢ : Q@ — R the potential defining
our equilibrium state p, then we know [C120] that f.du¥ = e¢°f71_P(W)du?(x). Iterating yields

frdud = eS“‘/’Offn_”P(“’)du;n(I). The Holder regularity of ¢ allows us to see that, for all intervals
JCI =W (f"(x))NB(f"(x),p), we have

PET)) ()
pi(f= (1) pg()
So we see that, using the dynamics, (and reducing p if necessary) we can reduce our setting to the

setting of step 1. This might deform a bit the constants though, which is why we chosed the 107!
in point three instead of 671 (which was the constant given by Vitali’s Lemma).

diam(f~"(J)) _ diam(J)
diam(f-"(I))  diam(J)

(1+0(pa)) , (1+0(pa)).

e Step 3: We iterate this construction to the subintervals Ij,.

We consider U(?) as in the statement of the lemma. We use step 2 to construct (Ia)aca- Then, we
can iterate our construction on each of the I, since they satisfy the necessary hypothesis to do so.
This gives us intervals (In,a,)a;asews, With Wa C A? (taking A with more letters if necessary).
Doing this again and again yield the desired construction. O

Using this partition lemma, we can prove Proposition 5.6.1. Notice that, looking at this lemma
in coordinates ®%, one can get the same construction replacing subintervals of W;_ by intervals of
R, Q by Q%, uy by e ete.

Proof (Proposition 5.6.1). Assume (UNI), and denote (k,0¢) the constants given by (UNI). Let
0 < 0 < 0¢ be small enough, let P € Ry, [X]. Let z € Q. Define k(o) € N as the largest integer

such that
2k(o)
Ua S ("6/20) : (ncut72)

We have k(o) ~ C|Inco|. By applying the previous construction to ®%([—o,0]) (for the constant
k), with depth k(o ), we find a family of intervals (Ia)acu, -, ,,w, that satisfies some good partition

properties. Then, the heart the proof is as follow: we want to construct (up to renaming some of
the Iy) a word b € Wy, C A¥(@) such that

{z€[-0,0], [Xa(2) = P(2)| <0} | I
a€Wr (o)
Vi,a;7#b;

This is nothing more than a technical way of keeping track of the oscillations happening at all
scales between ¢ and o't®. Notice that, once this is proved, then the conclusion is easy: we will

have
"lf( U Ia): Z 775([*‘)

acWy (o) aEWi(s)
Vi,a; #b; Vi, a;#b;
< (1= Neut,2) Z "Zi(Ia)
a€EWg (o)1
Vi,a;2b;
< (1 — 770ut,2)2 Z TTZE(Ia)
a€EWr(s)—2
Vi,a;#b;

<o 2 (U o)y (—0,0)) = oy ([~ 0))
for some v > 0, since k(o) ~ In(oc~1). Now, let us construct this word b: the idea is that since

2k(o) ,
201 ~ 5 (k/10) - (Neut 2 , for each 7, we can find oscillations at scales ~ o1, ; of magnitude

~ 0(K/10)(Neur.1)* > 201+, and conclude.
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Let us begin by the case ¢ = 0. By Lemma 5.6.2, we know that there exists a point zp €
Q%N (—0/2,0/2) such that:

Vz € (29 £ ko), | Xz(z) — P(2)| > ko.

There exists b; € A such that zy € Iy,. Since diam(Ip,) < feur,10 < 1550, we find

Vz € I, |Xz(2) — P(2)| > ko.

Hence:

{z € [-0,0], |Xz(2) = P(2)| < o' T} C {2 € [-0,0], |Xz(2) — P(2)| < 0K/2} C U I,,.
a1 €A\{b1}

Now, let a; € A\ {b1}, and work on I,,. We know that there exists z,, € Q% such that
(24, £ 107 diam(l,,)) C I,,. Now, (UNI) applied at this interval yields:

Za, € I, NQE, V2 € (24, £ (k/10)diam(1,,)), |Xz(z) — P(2)| > (k/10)diam(I,,) > ("5/10)772ut,10-

Since diam(Zy,p) < ey, 1diam (L, ), with ney,1 < /100, we find, for some by € A (we can say that
this is the same by for any a; € A, up to renaming the intervals),

Vz € Layby, [X3(2) = P(2)] = (5/10)02 10

Hence:
I, N {z € [-0,0], |Xz(2) = P(2)| < o' F*}

c Ial n {Z € [_J7 0’], |X§(Z) - P(Z)l < (H/2O)U§ut,10} c U Iala2'
az#ba

Hence

{Z € [70—’ 0]7 ‘Xi(z) - P(Z)| < O_1+a} C U U Iala2'

a1#b1 az#b2

Let us do the next step, and then we will stop here because the construction will be clear enough.
We could formally conclude by induction. Take a; # b; and as # ba. We know that there exists
Zayas € Q% such that (24,4, £ 107 diam(I4,4,)) C L4ya,- Applying (UNI) to this interval yield

zaras € Taja, NQE V2 € (24,4, £ (k/10)diam (g, 4,)),

[ Xa(2) = P(2)| = (k/10)diam(la,a,) > (£/10)17g,1,10-

There exists by € A such that Zg,4, € lgiaebs- Since diam(lo,gqbs) < NMewt,1diam(ly,q,), with
Newt,1 < k/100, we have

V2 € Tnyastas |X5(2) = P(2)] 2 (5/10)1,, 10 > 207

Hence,

a0, N{z € [~0,0], [Xz(2) — P(2)] < ‘71+a} C U Loy azas:
a3#b3

and so

{z€[-0,0], |Xz(2) —P(z)| <o} | U U Tarasas

a1#£b1 az#b2 azF#bs

This algorithm is done until the k(c)-th step. This conclude this construction, hence the proof. [
Theorem 5.1.4 is then proved using Proposition 5.6.1, Proposition 5.5.13, and Lemma 5.4.11.
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5.7 Appendix A: A collection of technical regularity statements

5.7.1 Some regularity for the geometric potential

In this section, we prove that (in our 2-dimensional, Axiom A, area-preserving context) even though
the geometric potential 7¢(x) := In |[(df) pu(y)|| is only C'T*(Q,R), for any p € Q, the family of
functions

057y - Wis(p) N — R

are C'T (W (p),R) (and this, uniformly in p). Moreover, the differential of 77 varies (at least) in a
C'** manner along local unstable manifolds, and 8,0,7f is Holder on Q. In fact, 7; € Regp,t*(Q).
Let us introduce some notations.

Definition 5.7.1. For any Z € Q and (z,) € (—p, p)% N 13(Q) ", denote by 0%(z,y) € R the only
real number such that

()" (B"(13(2,))) = Span (0. + 02(2,1)9, ),
where (tz);.q is the family of smooth coordinates defined in Lemma 5.3.6. The real valued map
0% is C't*, and this, uniformly in 7 € Q.
Remark 5.7.2. Notice that, for all z, %(z,0) = 0. In particular, z — 0.0%(z,0) = 0 is smooth.
Lemma 5.7.3. The map z — 9,0%(z,0) is C*T*((—p, p) N Qz,R), and this, uniformly in Z.

Proof. Recall that fz = Lf( )

(M\22,0). Let us introduce four families of smooth functions az, bz, cz,dz : (—p, p)*> — R such that
(li(Z,y) bi(Z,y)
dj z)(z = .
@oren = (00 GG

Recall that, by Remark 3.7, we have the following properties:

o f oz denotes the dynamics in coordinates, and that fz(z,0) =

az(2,0) = Ay, ¢z2(2,0) =0, dz(z,0)=p
Now, the invariance relation (df)(E*(Z)) = E*(f(Z)), written in coordinates, yields

cz(2,y) + dz(2,9)05(2, )
az(2,y) + bz (2, y)0%(2,y)

Taking the derivative in y and choosing y = 0 gives, for the LHS:

a ’LL 7_L
Hence
(0uea(2,0) + dz(2,000,0%(2,0) ) az (2, 0) = (9,a3(=,0) + bz (2, 0)9,0%(2,0) ) ex (2, 0)

0,0% . (A\z2,0)

(@) a,g(Z, 0)2

= N2 ,
and so: 3 0
0y0% ) (Xe2,0) = 9a(2.0) | y-15 4.2 0).
Ha A

Now, set ¢z(z) := % This is a smooth function of z. A change of variable yields

8y9;,‘:(270) = ¢f71(5)( )\ 1( )) + )\, 11( )ayOf e )(Z)\ 11(;8)70))
and so we find that -
—n) (—=n)
0 0A Z O ZA ¢f n(x) Z>\ )
n=1
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This expression is clearly smooth in z, and varies in a Holder manner in Z. Its derivative at zero,

8Zay9;%(0’0) = 2:1()%(;71))2(1)/}?77;(5) (O)a
n=
varies in a Holder manner in . O

Definition 5.7.4. Let P'M denote the projective tangent blundle of M, defined as the quotient of
the unit tangent bundle 7" M under the action of the antipodal map v € T} M +— —v € TF M. We
consider the map:

s“: Q< P'M

defined by s%(z) := E%(x) € P!M. This is a section of the bundle P*M: in other words, if
mpias ¢ PYM — M denotes the projection on the basepoint, we have mp1,; o s% = Idq.

Corollary 5.7.5. The map s : Q — P'M is C'+*. Moreover, for any p € Q, the map
r € We.(p) NQ = d,8%(r) € T(P'M)
is C1T (and this, uniformly in p). Moreover, 8,0,8% and 0,0,s* are Hélder regular.

Proof. We use the coordinate chart 1z : (—1,1)2 — M to create an associated coordinate chart
7z : (—=1,1)> — P1M as follow:

iz(z,y,0) = Span((Lg)*(az + eay)) € P}i(z’y)M.

Using these coordinates, we see that

s'(12(2,9) = E*(ta(2,9)) = (12)+(0: + 03(2,9)0:) = ta(2,,05(2,y)).
In other words, s can be written, through the coordinates tz and iz, as (z,y) — (2,y,0%(2,y)).
We know that 0z(z, y) is C'™*, and that z — 9,0%(z,0) is smooth (and varies in a Holder manner
in 7). We also know that z + 0.0%(2,0) = 0 is smooth. Hence, z — (df%). oy is smooth, and

varies in a Holder manner in Z. It follows that r € W _(p) — (ds"), is also smooth. Finally, E*
is C1t* and so

r € Wigo(p) = 058" (r) = (ds"),(9s) € T(PlM)

is also C1T. The Hélder property of 9,0ss* and 9,,0,s% also follows from the behavior of §% in
coordinates. O

Theorem 5.7.6. Define, for p € Q, 7¢(p) := ln||(df)p‘Eu(p)H. In our area-preserving, Axiom A,
2-dimensional context, Tp € C1T*(Q,R). Moreover, for all p € Q, the map

re Wpe.(p)NQ — Os14(r) €R
is C1T, and this, uniformly in p € Q. Finally, the map 9,0s7¢ is Holder reqular on .
Proof. Let Q denote a small enough open neighborhood of s%(Q) € P'M. Then
7V eQ— l|df)v]| €R
is smooth. Moreover, 7y = 77 o s“. It follows that
057y (r) = (dT 5 ) su () (058"(r))

is C (WY _(p),R). Moreover, 9,0;7¢(p) is Holder regular for p € €, since 7 is smooth, and
s% 0s8Y, Oys™, 0,058 are Holder on €. O
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5.7.2 Some regularity for the distance function
The goal of this subsection is to prove Proposition 5.4.8. Let us first define some notations.

Definition 5.7.7. Let 7 € Q. For each y € Q2N (—p, p), we parametrise the local unstable manifold
We(y) = 1z (Wi (®5(y))) in the following way: We(y) = {(2,92(2,9)), z € (=p,p)}. The
function 2z + Gz(z,y) is smooth, and the function Gz is C'T by the properties of the local
unstable foliation in our two-dimensional context.

Lemma 5.7.8. For all z € (—p, p), 0,Gz(z,0) = 1.
Proof. We will use the invariance of the unstable foliation under the dynamics. The formula
Wi(y) = Wfi(%)(uzy) can be rewritten as

where 1z(z,y) is some (uniformly) C*** function. We can compute its value when y = 0: since
Gz (2,0) = 0, we find f5(2,Gz(2,0)) = fo(2,0) = (Au,0) and 50 v5(2,0) = Az, We apply 3
to our invariance relation and we find:

8yf55(27 O)aygi(z7 O) = (6y¢§(za O)a 0zgf(§)(¢§(2, 0)7 0))3;;%(2, 0) + 8yg]?(5) (%(27 O)a O)Mz)-
Since 0.G 7@ (Azz,0) = 0, the equation given by the second coordinate can be rewritten as
Hence, for all z, and for all n > 0,

0,G5(.0) = 0,07 5y (AT™2,0) — 1,

X
n—o0

since 9,Gz(0,0) = 1 (because 0,Gz(0,y) = y), and since all the maps Gz(z,y) are uniformly
ClJroz' O

Remark 5.7.9. The path v ,(2) := (z,Gz(2,y)) have normalised derivative

Yoy (2) ( 1 0.G3(z,y) )
Maw(@)l AN1+8.G:(2,9)2 V1 +0.G:(2,9)°
This function have the same regularity than E%: that is, smooth in the z variable, and C'** in

the (z,y) variable. It follows that 0,Gz is C**®. Moreover, it follows from the previous subsection
that z — 0,0,Gz(2,0) is smooth.

Definition 5.7.10. Let us denote by Sz(z, y) the symmetric 2Xx 2 matrix representing the Riemannian
metric of M through the coordinates tz. In other words, for any path y(t) € (—p, p)? in coordinates,
its lenght seen as a path tz o v on the manifold can be computed by the formula

b
Lenghtz(1) = [ (S5 (e)3(0),3(6)t,
where (-, -} is the usual scalar product in R%. The function Sz is smooth (and this, uniformly in 7).
We are ready to state our main technical lemma.

Lemma 5.7.11. Denote by Lz(y, z) := Lenghtz((7z,y)|j0,2))- Then, Lz is smooth in z, C'** in
(2,9), and moreover the map z — 0,Lz(0, z) is smooth.

Proof. Denoting vz(z,y) = (2,Gz(2,y)), we have the formula

Li(zy) = / {82y (4, 9)05 (1, ), Dovat, ) .

Since 9,Gz(+,y) and Gz(-,y) are smooth, the map Lz(+,y) is also smooth. Moreover, since 9,Gz
and Gz are C'T°, the map Lz also is. To compute 0yLz(%,0), notice first that

d

dy| Osf(%(za y) = 0y53(12(2,0))0,G2(2,0) = 0,53(2,0)9,9z(=,0),
y=

151



so that: ;
ayLi(za O) = / <ayS£(t, O)ayg%\(t, O)C{)z'y’x\(ta 0)7 82’75(753 O)>dt
0

+ [ (S5 (v (1,00)9:75 (1,0), 8, D (1, 0)

0
:/ (0,5%(t,0)e. + Sz(t,0)0,0.73(t,0), e )dt,
0
where e, := (1,0), and 9,0,7z(¢,0) = (0, 0y0,Gz(%,0)). It follows that 0,Lz(-,0) is smooth. O

Before getting to our main technical estimate, we need one last preliminary lemma.

Lemma 5.7.12. ForZ € Q and z € QUN(—p, p), y € Q2N(—p, p), define Cz(z,y) == 15" ([2%(z), P(y)]).
The map Cz is (uniformly inT) C*T*, and moreover, denoting Cz(z,y) = (7,Cz(2,y), m,Cz(2,9)),
we have:

o Vz, m,0,Cz(2,0) =1
e There exists az € R (continuous in x) such that
7.0y,C3(2,0) = azz + O(|z|3/2).
Proof. The relation f([p,q]) = [f(p), f(q)] yields, in coordinates, the formula
f2(Ca(z,y)) = Cf(g)(/\wza.uwy)-
Applying d%uy:o then gives the relation
(df&?)(z,o)(aycf(za O)) = 8ycf(§) (/\zza O)Ha;
Keeping only the y coordinates gives
0ymyCsz(2,0) = 9ym, C )()\zz, 0),

and it follows that

AS™20)=1

x

5@7@05(2’, 0) = nlgrgo 8y7rny,"(?E)

since Cz(0,y) = (0,y). Now, denoting bz(z) := 7,0, fz(2,0) (a smooth map in z), we see by
isolating the 2z coordinate that

AzO0ym,C3(2,0) + bz(2)0,m,Cz(2,0) = GyﬂZCfA(i)(/\Iz, 0) e,
which can be rewritten as

9ym.Cz(2,0) = Bz(2) + pz A, '0ym.C7 - (A2, 0),

F@
where Bz(z) = —A,'bz(2). The properties of our coordinate system ensure that Bz(0) = 0 and
Oym.Cz(0,0) = 0. It follows that Bz(z) := 27 'Bz(z) is a smooth map. If we denote further
Cz(z) := 2719,m,Cz(2,0), our previous relation can be rewritten

Ci(2) = Ba(2) + 11.Cz) (Aa2)-

It would be convenient to be able to see f’)g(z) as an infinite sum involving Bz, but notice that

)\imz is eventually larger than p and falls away from the domain of deﬁmtlon of our coordlnate
system. So, for each (small) z, define N,(z) > 1 such that )\§Cn>|z| ~ \/|z|, ie ,uz ~ +/|z| since f
is area preserving. We find:

N,;(Z)—l Nl(z) 1
Cal) = 3 B M)+ C g O 0) = 30l B (M 2)+O(VR)
Hence:
~ s ~ NT(Z) ~
Ca() = By < Y S 1Bz AN 2) = B ) (0)] + OG/TED) = O/,
n=0 n=0
which gives the desired Taylor expansion. O
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Corollary 5.7.13. Fizp € Q and s € W} (p) N Q. There exists a smooth (uniformly in p) function
op : WE.(p) NQ — R such that

4" (s,[r,s]) = d"(p.7) + 6, ()" (p. 5) + O (p, )(d" (p. 1) + *(p.)") )

Proof. Let p = 2 € Q and s € W _(x) N Q2. Choose some = € Q in the fiber of z. Denote
y = (®%)71(s), z := ®%(r). First of all, we can write, denoting e, = (0, 1):

d*(p,s) = /Oy<5i(07t)eyaey>dt = y/o (Sz(yt,0)ey, e, )dt = y(Sz(0,0)e,, e,) + O(yg)-

Recall that |(®%)'(0)] = 1, so that (Sz(0,0)e,, e,) = 1. It follows that y = d*(p, s) + O(d*(p, s)?).
Similarly, z = d“(p,r) + O(d“(p,r)?). Then, denoting Cz(z,y) = (1z)”*([®%(2), Pi(y)]), notice
that we have:

d*(s, [r, s]) = La(m-Cz(2, 9), y)-

This expression is C'*®, and a Taylor expansion in the y variable gives:

d
Li(ﬂzC”j(Z,y),y) = Lf(’]TzC’x\(Z,O), O) +y- @Li(ﬂch(zvy)ay)lyzo + O(lera)

= Lz(2,0) + (0320.Lz(2,0) + 8,Lz(2,0))y + O(z' 1y + y'+*).

The expression (Olazasz(z,O) + 5'yL5(z,0)) is smooth in z. Using z = (@%)*1@), y=d*(p,s) +
O(d*(p, s)?), and Lz(z,0) = d*(p, r) finally gives us

@' (s, [r,5]) = d“(p.7) + 6y(r)d*(p, 5) + O (@ (p, 9)(d" (,1)+* + d*(p, 5)°) ),

for some smooth function ¢, : W (p) N2 = R. O

5.8 Appendix B: Polynomials on perfect sets

The goal of this subsection is to prove quantitative “equivalence of norms” lemmas for polynomials
that we restrict to (uniformly) perfect sets. In particular, we prove Lemma 5.5.3.

Lemma 5.8.1. Letd > 1. Let ag...aq € [—1,1] be (d+ 1) distinct points. Then, for all P € Rq[X],

Q’dd’lrgéi?\ai = | - [|Plloo,(-1,1) < max|[P(a;)] < [|Plloo,(~1,1)-

Proof. One inequality is obvious. We prove the other one using Lagrange interpolating polynomials.

Define T )
L (x—a;
Li(z) = 22
ij&i(aj —a;)
From the formula .
Vo €R, P(z) = P(a;)Li(x),
i=0

we find 4
d?2
max | P(a;)].

min#j |ai - aj| 7

|Pllso,[=1,1) < Z|P(ai)|||Li||oo,[—1,1] <

Definition 5.8.2. A metric space (K, d) is k-uniformly perfect if
Vo € (0,1),Vz € K,3y € K, d(z,y) € [ko,0].

We say that K is uniformly perfect if K is k-uniformly perfect for some x € (0, 1).
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Remark 5.8.3. Notice that K is uniformly perfect if and only if
Ik € (0,1),30p € (0,1),Yo € (0,00),Vz € K,Ty € K, d(z,y) € [ko,0].

Indeed, in this case, K would be kgog-uniformly perfect. Notice also that, if K is uniformly perfect,
then for any x € K and r > 0, the space K N B(x,r) is kr-uniformly perfect.

Lemma 5.8.4. There exists & > 0 such that, for all T € Q, the set Q%N (—p,p) is k-uniformly
perfect.

Proof. Let p be small enough so that, if d(z,y) < p, then [z,y] and [y, 2] makes sense. Since
Q is a basic set (and since it is not a periodic orbit), it is a perfect set. Moreover, the periodic
orbits are dense in §2. Let us then fix a finite family (z;);er of periodic points of Q such that
Uier B(zi,p/2) = Q. For each i € I, we construct a companion for x; in the following way: by
density of periodic points, there exists §; € B(x;, p/2) \ {x;} which is periodic. It follows that
U; ¢ Wi (x;). We then set y; = [g;, ;] € W (z:) \ {z:}.

Let us define § := min;ey inf{d"“([z;, 2], [yi, 2]) | 2 € B(zi,p)} > 0. For any z € Q, there exists
i € I such that x € B(z;,p). Now, since d*([x;, 2], [yi, 2]) > 0, we know that d"(z, [z, 2]) > 6/3 or
d"(z, [yi, z]) > /3. Tt follows from this discussion the following property:

EI/‘30 € (07 1),V.’£ € Q,HZ € Wlléc(x)’ du(xvz) € ["EOPa p] (*)

Now, we will use the invariance of the unstable foliation under the dynamics to extend the property
(*) to any scale. Notice that there exists Cy > 1 such that, if z,Z are in the same unstable leaf
with d¥“(z,Z) < p, then

> lrp(fRa) — 7 (F7FE)| < Co.
k=0

Now, let x € Q and let o € (0, p). Let n(z,0) > 1 be the largest integer such that 9, f™*)(x) <
o~ lpe=C0. Define T := f*(®7)(z). By the property (x), there exists Z € W} (x) such that
d“(z,2) € [kop,p]. Define z := f~™=9)(z). We have, by the mean value theorem, for some
t e W (x) between z and z:

d(z,2) = 9, f @) (#)d"(7, Z) € [e"*Parop, o).
We have thus proved the following property:
k1,00 € (0,1),Vo € (0,00),Vz € Q,3z € Wi (x), d*(x,2) € [k10,0]. (*%)

The conclusion follows from the fact that the maps ®% : (—p, p) — W} () are uniformly C! (thus,
uniformly Lipschitz) maps. O

Corollary 5.8.5. Let M be a complete Riemannian surface and let f : M — M be a smooth Aziom
A diffeomorphism. Let Q@ C M be a basic set. Then Q is uniformly perfect.

Proof. Lemma 5.8.4 ensure that there exists x such that, for any z € (AZ, Q%N (—p, p) is k-uniformly

perfect. Symmetrically, (reducing  if necessary,) for any € Q, Q2N (—p, p) is k-uniformly perfect.
The local product structure of  and the C! regularity of the holonomies yields the result. O

Lemma 5.8.6. Let K be a k-uniformly perfect metric set. For all k > 1, there exists 0 € (0,1) that
depends only on k and k such that

I@i)ieppg € K*, Vi # 4, Blwi, 0,) N By, 0,) = 0.

Proof. The proof goes by induction on k. For k = 1, this is trivial. Suppose the lemma true for
some k > 1. There exists a family of points z; € K, for ¢ = 1,...,k, and there exists o, € (0,1)
that only depends on k and k, such that the balls B(z;,d;) are disjoint. Now, since K is k-
uniformly perfect, there exists a point xx41 € K such that d(z1,2k4+1) € [Kk/3,0x/3]. Setting
Ok+1 := Kk0j/10 then ensure that, for any i # j € [1,k + 1], one have

B(Ii,5k+1) n B(Ij,5k+1) - @

which concludes the proof. O
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Lemma 5.8.7. Let K C (—p,p) be a k-uniformly perfect set that contains zero (where k < p/100).
Let d > 1. Then there exists & € (0,1) (that depends only on k and d) such that for all P € Ry[X],
there exists zo € K N (—p/2,p/2) such that

Vz € [Zo —R,20 + IZL], |P(Z)‘ > R”PHOO,[*LI]'

Proof. Using Lemma 5.8.6, we first cut (—p/2, p/2) into 2d subintervals (I;) such that for all i, there
exists x; € I;NK satisfying B(z;,d) C I;. We know that we can choose ¢ to depend only on £ and d.

Then, similarly, for each ¢ € [1,2d], we can choose two families 4; = (a (e ))k and B; = (b(A)) of
d + 1 points lying in B(z;,d) N K, satisfying:

()_()>/ 1@ _p > s B>
rjrin|a a;’| > 4§ E‘I;gcl'bj b,'| =6, d(A;,B;) >0

for some ¢’ < § that depends only on x and d. In fact, we can further suppose that for all i € I,
there exists a point ¢(¥ € K N I; such that

(e, A;) > &, d(c, B;) > §.
The role of each point bemg symetrlc we can further assume by renammg our pomts that we have

ol < o < bl = maxy, [P(b")],
Lemma 5.8.1 ensures that

= maxy |P(a,c )

270471 Pllo,i-1,1) S 1PN as S Pllooyr1 2797 1 Pllos, -1, < I1PllBs < 1P lloo,i-1,1-

Now, let P € Ry[X]. Since P’ has degree d — 1, it vanish at most d — 1 times. Moreover, P vanish
at most d times. It follows that there exists g € [1,2d] such that P 1;, is monotonous and doesn’t
change signs. The inequality

/

. )
min(1P)a,g s 1Pll5:,) 2 25 1Plloco

then ensures that there exists jo and kg such that min(|P(a§-f}0))|, |P(b§€?))|) > 2|Plloo,j~1,1- The
monotonicity of P on I; and the fact that P(ag-i(’)) and P(b;@i‘))) have same sign ensure that

(2 [ 6
vz € oy, b)), 1P(2)] = 5 IPlloc.founy:

The fact that [c(?0) — &, cli0) +§'] C [a ng’), b("’)] proves the desired estimate. O

Corollary 5.8.8. Let f be an Aziom A diffeomorphism on a surface M. Denote by 2 one of its
basic sets, suppose that detdf = 1 on Q. There exists k > 0 such that, for all T € Q, for all
P € Ry, [X], there exists zy € Q%N (—p/2,p/2) such that

Vz € [Zo — K,20 + Ii], |P(Z)| > K”P”C“((fp,p))-
If we denote P = Ziio a2k € Ry, [X], then

o?}%i}é lak] < K™ ||P||L°°((—p,p)ﬂ9,%)'

Proof. This follows easily from Lemma 5.8.7, Lemma 5.8.4, and from the fact that the norms
I llea((=p.p))s I+ lloo,[=1,1) and P+ maxy, [ax| are equivalent on Rq, [X]. O

Remark 5.8.9. This Corollary holds even if detdf # 1 on . In this setting, the construction of
the linearizing coordinates ®% follows through without difficulty and the same result applies. The
only important condition is the fact that M is a surface.
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5.9 Appendix C: The doubling property

In this section, we prove the doubling property for equilibrium states in our 2-dimensional context.
For x € Q and r > 0, we will define U(x,r) := B(z,r) N QN Wk (z) and S(z,r) := B(z,r) N
QN W (x). The following Proposition is taken from [C120] (Theorem 3.1, Theorem 3.4, Theorem
3.7.)

Proposition 5.9.1. Let ¢ : Q — R a Hélder map. There exists a family of (Borel) measures (u)zeq,
where pl is supported on the whole unstable manifold W*(x), such that the following properties
are satified:

o Vp€ (0,1),3K >1,Vo € QVr € [p,p7 "], py(U(z,r)) € [K~ K],
o Vo€ Q, (fudu)(f(2)) = e?EFF@duy (f(2)).
A similar statement holds in the stable direction (see Theorem 3.9 in [C120]).

Proposition 5.9.2. Let ¢ : 2 — R a Hélder map. There exists a family of (Borel) measures (u3)zecq,
where s is supported on the whole unstable manifold W*(x), such that the following properties are
satified:

o Vpe(0,1),3K > 1,z € Q, Vr € [p,p~ "], ui(S(x,r)) € [K~ K],
o Vo€ Q, (fudu)(f(y) = e #WHF@duy L (f(y)).

Our starting point is the following “local product structure” result for equilibrium states (See
Theorem 3.10 in [C120] or [Le00]).

Theorem 5.9.3. Let R = [U,, S;] C Q be a rectangle with small diameter (with x € Uy C W} (x)
and x € Sy C WS _(x)). Let p be an equilibrium state associated to ¢ : Q — R. Then using the
previous construction, we have (up to a scalar multiple):

u(R) — / / )yt () ds (),

where w(z,y) = O(1) is a continuous map that vanish when z =y = x.

Remark 5.9.4. It follows from the last Theorem that there exists K > 1 such that, for any rectangle
R = [Uy, S| of diameter < p, where x € U, C W} (z) and z € S, C W _(x):

K (Ua) pi3(S2) < p(R) < Kyl (Un )3 (Sar).-
1
)

Lemma 5.9.5. There exists K > 1 such that, for any n > 1 and for any r € [p,p~

K lenP(@)+Sne(f ") < u?_n(w)(f*"(U(x,r))) < KefnP(sO)JrSw(f‘"w),
and similarly:

K~ le—nP(p)+5Sne(z) < M (fn( (z,7))) < Ke P @)+Sue()

Proof. This follows easily from the fact that ¢ is Holder. In particular, for y € W} (2) with
d“(z,y) < p~ !, notice that

et e = ety < Clo)

k=0 k=0

Hence, Proposition 5.9.2 yields
Hionio (U@ = [ LI i (2) € R (U ),
O
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Lemma 5.9.6. Let x € Q and let r € (0,p). There exists Cy > 1 such that the following holds. If
we let n(x,r) be the smallest integer such that O, f"™(x) > r/p, then:

U(F" (@), e0) C f2ED U, ) C U (), €).

Furthermore, for any D > 1, there exists ng(D) > 1 such that for any x € Q and r > 0: |n(x, Dr)—
n(x,r)| < no(D).

Proof. This follows from the following observation. Let ¢t € W} _(z) be such that d“(z,t) < p~ 1.
Then, for all n > 1:

Ouf"(z = _ _ . o
T ) — e (Y ry(f¥0) = 7y (0) < exp (Irylen Yo A1) < €

k=0 k<n

for some constant Cy. The same computation replacing the role of x and ¢ yields

Ouf ()

Ouf77(t)

Now, since W} _(z) is a 1-dimensional manifold, the mean value theorem ensure that, for all
r < p~1, there exists t € U(x,r) such that

€ [e= 0, e%].

diam(f~"(U(z,7))) = O f " (t)diam (U (x,r)),
and the result follows. O

Lemma 5.9.7. For all D > 1, there exists a doubling constant Cyon(D) > 1 such that, for any
x € Q, and for any r € (0,p):

/LZ(U(I’DT)) < Odou/u';cl(U(xvr)) ) ,UJ;(S(JC,D’I”)) < Cdou:u';(s(xvr))'

Proof. This is essentially a consequence of the Gibbs estimates and our two-dimensional context.
We have :

pp (U, 2r) < p(F7 020U (F102 00, K))
< Ke ™@20P(@)+Suaone(f"020)(2)
< KemoP@)+noll@lloc o=@, P(9)+Sn(.m e (/7)) (@)
< I2enoP @ mallele (g (s, KOV)
< K2emoP@rtnollellee vz, 1)),
The same reasoning applies to p?. O

Lemma 5.9.8. Let [ be a smooth Axziom A map on a surface, let  be a basic set, and let u be an
equilibrium state associated to a Hélder potential o : @ — R. The equilibrium state u is doubling,
that is, there exists C' > 1 such that, for all z € Q and r € (0, p):

1(B(x,2r)) < Cu(B(z,r)).

Proof. First of all, properties of the bracket ensure that there exists K > 1 such that, for all x € Q
and r € (0, p):
R(z, K~ 'r) C B(x,r) C R(z,Kr),

where R(z,r) := [U(z,7), S(x,r)]. It follows that
w(B(x,2r)) < p(R(z,2K7)) < Kpg (U, 2K7))p (S (2, 2K7))

< K Caou(2K?)? g (U, K1) ps (S(ar, K1) < K?Caou(2K7)?u(R(2, K~'R))
< KQCdou@KQ)zN(B(IaT)),
which proves the doubling property. O
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Remark 5.9.9. In fact, we see from this proof that, if we denote Rg(z,0) := [U(z,0),S(z,0?)],
then we can write a doubling property of the form:

VCq, 8> 1,3C, > 1,Vx € Q,Vo € (0,1), p(Ra(z,Cio)) < Cop(Rp(x,0)).

We conclude this part by a corollary on rectangles coming from a Markov partition, holding in
our 2-dimensional context.

Lemma 5.9.10. Fiz (R,)eca a finite markov partition. Let Bz > 1, and denote Rectg, (o) the set

of rectangles of the form R := ﬂ:ifkl R, where diam"(R) ~ o and diam®(R) ~ 0P7. Then, there

exists C1,Cy > 10 such that for all R € Rectg, (o) and for all p € R:

R C Rp,(p,Ci0) ; w(Rp,(p,Cio)) < Cou(R).

Proof. Let R € Rectg, (o). Denoting (R, )qee.4 the Markov partition, we fix for each a € A, z, € R,
and z, € U, C W ()N Q, z, € Sy C W (z) NQ such that R, = [U,, Sa]. By construction,
there exists § > 0 such that B(z,,d) N Q C R,. Then, since W* and W* are one-dimensional, it
is easy to see that, denoting U, := Uy, N f 'Ry, N -+ N f"(R,, ), we have

B(xa, ddiam(U,)) C U,

for some point x5, € U,. A similar statement hold for Sy, := Sy, N f(Se,) N -+ N f(Sp,), and
combining the two gives the following statement:

VR € Rectg,(0), 3zr € R, Rg,(xr,00) C R.

Now, for any p € R, we always have R C Rg,(p, C10) for some constant C;, and finally, if § is
chosen small enough, we find:

Rg,(xg,00) CR C Rg, (p,Cro) C Rg, (zg, 5710).
The doubling property finally yields:

1(Rs, (p, C10)) < i(Rs, (v, 6~ '0)) < Ca(8)u(Rp, (vr,00)) < C(8)u(R),

for some constant C(¢), that depends only on ¢, which is given by the doubling property of p. O

158



Chapter 6

About the geodesic low on hyperbolic
surfaces

6.1 Introduction

In this final Chapter, we are interested in studying the Fourier properties of equilibrium states for
the geodesic flow on convex-cocompact surfaces of constant negative curvature. More details on
our setting will be explained during the Chapter, but let’s quickly introduce the main objects at
play. A useful reference is [PPS15].

We work on hyperbolic manifolds, that is, a Riemannian manifold M that may be written as
M = H?/T, where H? is the hyperbolic space of dimension d, and where I is a (non-elementary,
discrete, without torsion, orientation preserving) group of isometries of H?. The geodesic flow
¢ = (¢¢)¢er acts on the unit tangent bundle of M, denoted by T*M. We say that a point v € T* M
is wandering for the flow if there exists an open neighborhood U C T'M of v, and a positive
number T > 0 such that:

VE>T, ¢(U)NU = 0.

The set of non-wandering points for ¢, denoted by NW (¢) C T*M, is typically “fractal” and is
invariant by the geodesic flow. We will work under the hypothesis that the group I' is convex-
cocompact, which exactly means that NW(¢) is supposed compact. In particular, the case where
M is itself compact is authorized. Under this condition, the flow ¢ restricted to NW (¢) is Axiom A.

In this context, for any choice of Holder regular potential F : T*M — R, and for any probability
measure m € P(T1M) (the set of borel probability measures on T'M) invariant by the geodesic
flow, one can consider the metric pressure associated to m, defined by:

Prop(m) = o (6) + /N o, Pl

where h,,(¢) denotes the entropy of the time-1 map of the geodesic flow with respect to the measure
m. Notice that any probability measure invariant by the geodesic flow must have support included
in the non-wandering set of ¢. The topological pressure is then defined by

P(FaF) = SupPF,F(m)a

where the sup is taken over all the ¢-invariant probability measures m. Those quantities generalize
the variational principle for the topological and metric entropy (that we recover when F = 0). It
is well known that this supremum is, in fact, a maximum: see for example [BR75] or [PPS15].

Theorem 6.1.1. Let T' be convez-cocompact, M := H?/T', and F : T*M — R be a Hoélder regular
potential. Then there exists a unique probability measure mp invariant by ¢ such that Pp p(mp) =
P(T,F). This measure is called the equilibrium state associated to F' and its support is the non-
wandering set of the geodesic flow. When F' =0, mp is the measure of mazximal entropy.
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Theorem 6.1 in [PPS15] also gives us a description of equilibrium states. To explain it, recall
that the Hopf coordinates allows us to identify TTH? with 0,.H? x 0,.H? x R, where 0,,H? denotes
the ideal boundary of the hyperbolic space (diffeomorphic to a sphere in our context). The measure
mp lift into a T-invariant measure mp on T'H?, which can then be studied in these coordinates.
The interesting remark is that mz may be seen as a product measure, involving what we call (T, F')-
Patterson-Sullivan densities, which are generalizations of the usual Patterson-Sullivan probability
measures. More precisely, there exists pp and p', two Patterson-Sullivan densities supported on
the ideal boundary 9,,H?, such that one may write (in these Hopf coordinates):

d dp d
de(fanvt): MF(g)D(i(éui)(g)(g tv

where Dp is the “potential gap” (or gap map), that we will define later. More details on Patterson-
Sullivan densities can be found in section 6.2 (which will be devoted to recalling various preliminary
results). Since the Hopf coordinates are smooth on H%, we see that one may reduce Fourier decay
for mp to proving Fourier decay for Patterson-Sullivan densities. This reduction is the content of
section 6.4. Then, to prove Fourier decay for those measures, several possibilities exists. With our
current techniques, this will only be achieved when d = 2, so that Patterson-Sullivan densities are
supported on the circle.

The first possibility would be to use the fact that, in this low dimensional context, there exists
a coding of the dynamics of the group I' on the ideal boundary: see for exemple [BS79] or [AF91].
Using these, one should be able to get Fourier decay for Patterson-Sullivan densities by adapting
the proof of Bougain and Dyatlov in [BD17], which is similar to the method used in Chapter
2, Chapter 3, and Chapter 4. The second possibility would be to adapt the argument found in
Li’s appendix [LNP19] to prove that (some) Patterson-Sullivan densities are actually stationary
measures with exponential moment (for a random walk on I'). Since in dimension 2, isometries
of H? may be seen as elements of PSLy(R), one could then apply Li’s work [Li20] to get Fourier
decay. This is the strategy that we choose to follow in section 6.3. Finally, let us stress the fact
that we are only able to work under a regularity condition (R) (see definition 6.2.13) that ensure
upper regularity for our measures of interest. We now state our main results.

Theorem 6.1.2 (Compare Theorem 6.3.2). Let I' be a (non-elementary, discrete, without torsion,
orientation preserving) convez-cocompact group of isometries of HY, and let F : T*(H?/T') — R be
a Holder potential satisfying (R). There exists i € P(0soH?) , a (T, F) Patterson-Sullivan density,
such that there exists v € P(T') with exponential moment so that p is v-stationary and so that the
support of v generates T'.

Theorem 6.1.2 is the main technical result of this Chapter. The strategy is inspired by the
appendix of [LNP19], but in our setting, some additional difficulties appear since the potential
may be non-zero. For example, the proof of Lemma A.12 in [LNP19] fails to work in our context.
Our main idea to replace this lemma is to do a carefull study of the action of I" on the sphere
at infinity: we will be particularly interested in understanding its contractions properties. This is
the content of section 6.2. The proof of Theorem 6.1.2 is in section 6.3. Once this main technical
result is proved, one can directly use the work of Li [Li20] and get:

Corollary 6.1.3 ([Li20], Theorem 1.5). Let I" be a (non-elementary, discrete, without torsion, ori-
entation preserving) convex-cocompact group of isometries of H2, and let F : T'(H?/T) — R be a
Hdlder potential satisfying (R). Let p € P(0soH?) be any (T, F) Patterson-Sullivan density. Let
a € (0,1). There exists p1,pa > 0 such that the following hold. There exists C' > 1 such that, for
any s € R*, for any a-Holder x : O,oH? ~ S — R and for any C? function ¢ : O,oH?> — R such
that ||¢llc= + (infx [¢'[) 7! + Ixlloe < ||, we have:

5P yvdy| < .
/,W X“‘Wz

Strictly speaking, Theorem 1.5 in [Li20] only allows us to get Fourier decay for the one
Patterson-Sullivan density given by Theorem 6.1.2. But the fact that all Patterson-Sullivan densi-
ties are absolutely continuous between each other, with a Holder regular Radon-Nikodym deriva-
tive, allows us to get a Fourier decay statement for every Patterson-Sullivan densities.
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Then, using the previous Corollary 6.1.3 and using Hopf coordinates, we can conclude Fourier
decay for equilibrium states on convex-cocompact hyperbolic surfaces. The proof is done in section
6.4.

Theorem 6.1.4 (Compare Theorem 6.4.5). Let I' be a (non-elementary, discrete, without torsion,
orientation preserving) convex-cocompact group of isometries of H?, and let F : T*(H?/T) — R be
a Hélder potential satisfying (R). Let mp be the associated equilibrium state. Let oo € (0,1). There
exists p1,p2 > 0 and C > 1 such that the following holds. For all x : T'H?> — R a a-Hélder map
with small enough support K, for all ¢ € R®\ {0} and for any ¢ : T'H?> — R3, C? local chart
containing the support of x, satisfying

lellcz + sup (I(de)z 1) + lIxllee < I¢I,
rzeK

we have:

/ eij(v)X(v)de(U) < g’
NW () |

where ¢ - (' and |¢| denotes the euclidean scalar product and the euclidean norm on R3. In other
word, the pushforward measure @,(xdmp) € P(R3) exhibit power Fourier decay. In fact, we find
dimp(mp) > 0 and dimp(NW (¢)) > 0.

Remark 6.1.5. We will see in section 6.4 that the argument to prove Theorem 6.1.4 from Corollary
6.1.3 is fairly general. In particular, if one is able to prove Fourier decay for (I", F')-Patterson-
Sullivan densities in some higher dimensional context, this would prove Fourier decay for equi-
librium states in higher dimensions. For example, [LNP19] precisely proves Fourier decay for
Patterson-Sullivan densities with the potential F = 0 when I' < PSL(2,C) is a Zariski-dense
Kleinian Schottky group. This yields power decay for the measure of maximal entropy on M :=
H3/T in this context, and even better, this proves dimz(NW (¢)) > 0 (seen as a subset of a
5-dimensional manifold).

6.2 Preliminaries

6.2.1 Moebius transformations preserving the unit ball

In this first paragraph we recall well known properties of Moebius transformations. useful references
for the study of such maps are [Be83], [Ra06] and [BP92]. The group of all Moebius transformations
of R? U {00} is the group generated by inversion of spheres and reflexions. This group contains
dilations and rotations. Denote by Mob(B?) the group of all Moebius transformations v such that
7 preserves the orientation of R, and such that v(B%) = B¢, where B? denotes the open unit
ball in R?. These maps also acts on the unit sphere S¢~!. These transformations can be put in a
“normal form” as follows.

Lemma 6.2.1 ([Ra06], page 124). Define, for b € B?, the associated “hyperbolic translation” by:

(1— o)z + (|z|* + 22 - b+ 1)b
1b]2|z|2 +22-b+1 '

() =

Then 7, € Mob(B®). Moreover, for every v € Mob(B?), T;(é)v € SO(d,R).

It follows that the distortions of any Moebius transformation v € Mob(B%) can be understood
by studying the distortions of hyperbolic translations. The main idea is the following: if v(o0) is
close to the unit sphere, then v contracts strongly on a large part of the sphere. Let us state a
quantitative statement:

Lemma 6.2.2 (First contraction lemma). Let v € Mob(B%). Suppose that |y(0)| > co > 0. Denote
zlt :=(0)/|v(0)], and let e, := 1 — |y(0)|. Then:

1. There exists c¢1,co > 0 that only depends on cq such that

Ve e S |z — x| > 6153 = |yl - 'y_lxm > co.
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2. For all ¢ € (0,1), there exists C > 1 and a set A, C S~ such that diam(A,) < Ce., and
such that:
Ve e ST\ A, |y(z) — ol < ce,y.

Proof. Let v € Mob(B%). Since v = 7,(,){2 for some Q € SO(n,R), we see that we may suppose
v = 7 for some b € B Without loss of generality, we may even choose b of the form fey, where
eq is the d-th vector of the canonical basis of R?, and where 8 = |y(0)| € [co, 1[. Denote by 74 the
projection on the d — th coordinate. We find:

(1+B%xq+28

Vo € Sd717 7TdTb(‘r) = Qde + (1 +62) = @(xd)

The function ¢ is continuous and increasing on [—1,1], and fixes +1. Computing its value at
zero gives p(0) = % >1- 5%, which proves the first point. Computing its value at —( gives
©(—p) = B, which (almost) proves the second point. The second point is proved rigorously by a

direct computation, noticing that

1—p(-1+Cs,) = % - (11_?;22/2))57 <ey/C.
O
Finally, let us recall a well known way to see Mob(B%) as a group of matrices.
Lemma 6.2.3. Let ¢ : R — RITL be the quadratic form q(t,w) == —t> + >, w? on R, We
denote by SO(d, 1) the set of linear maps with determinant one that preserves q. Let H := {(t,w) €

R x R? | q(t,w) = —1 ,t > 0}. Define the stereographic projection ( : B® — H by ((x) =
2
(iji}h 1f|2|2)' Then, for any v € Mob(B?), the map (y(™' : H — H is the restriction of an

element of SO(d, 1) to H.

Proof. Tt suffices to check the lemma when v is a rotation or a hyperbolic translation. A direct
computation shows that, when Q € SO(d,R), then (Q(~! is a rotation leaving invariant the ¢
coordinate, and so it is trivially an element of SO(d,1). We now do the case where v = 73, is a
hyperbolic translation. We denote by x the variable in B¢ and (¢,w) the variables in R%*!. The
expression ((z) = (t,w) gives

w
1+t

1+ |z)? 2z

= e d ¢ (¢t =
o =" Top @ o)

For « € R, denote s, := sinh(a) and ¢, := cosh(«). There exists « such that 8 = s4/(ca +1) =
(o —1)/84. For this a, we also have 8% = (¢ — 1)/(co + 1), and 1 — 32 = 2/(cq + 1). Now, we
see that

(1= Bz + (Jo® + 2248 + VBeq  oomz® + (12 +2za%2= +1) Paqeq

T x) = =
Beq () B2|z)2 + 2z46 + 1 i‘;%|$|2+2xdcji1 +1

2z + (sa(1+|2) + 2za(ca — 1))eq  w+ (Sat + (ca — 1)wa) €q
1=z + ca(1 + |2|?) + 2504 1+ cot + Sqwq

=¢! (Cat + sawd,w + (Sat + (co — L)wa) €q) ,

and s0 (7ge,C 7 (t,w) = (Cat + Sawd , W+ (Sat + (ca — 1)wa) €q) is indeed linear in (f,w). In this
form, checking that (75.,( " € SO(d, 1) is immediate. O

Remark 6.2.4. From now on, we will allow to directly identify elements of Mob(B¢) with matrices
in SO(d,1). (By continuity of v — (¢!, we even know that thoses matrices lies in SOy(d, 1),
the connected component of the identity in SO(d, 1)). It follows from the previous explicit com-
putations that, for any matrix norm on SO(d, 1), and for any v € Mob(B%) such that |y(0)| > co,
there exists Cy only depending on ¢y such that

7]l < Coe3 ™
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6.2.2 The Gibbs cocycle

In this paragraph, we introduce our geometric setting. For an introduction to geometry in negative
(non-constant) curvature, the interested reader may refer to [BGS85], or to the first chapters of
[PPS15].

Let M = H?/T' be a hyperbolic manifold of dimension d, where I' C Iso*(H?) denotes a non-
elementary and discrete group of isometries of the hyperbolic space without torsion and that pre-
serves the orientation. Let T' M denote the unit tangent bundle of M, and denote by p : T'M — M
the usual projection. The projection lift to a I-invariant map p : T'"H? — H?. Fix F : T'M — R
a Holder map: we will call it a potential. The potential F lift to a -invariant map F : T*H? — R.
All future constants appearing in this Chapter will implicitely depend on T" and F.

To be able to use our previous results about Moebius transformations, we will work in the
conformal ball model for a bit. In this model, we can think of H? as being the unit ball B¢
equipped with the metric ds? := % The ideal boundary d.,H? (see [BGSS85] for a definition)
of H? is then naturally identified with S%~!, and its group of orientation-preserving isometries with
Mob(B%). On the ideal boundary, there is a natural family of distances (dy),cn« called visual
distances (seen from z), defined as follow:

o) = tim_exp (=3 (dle.8) + dla,n) — d(&m) ) € 0.1,

where &; and 7, are any geodesic rays ending at £ and 1. To get an intuition behind this quantity,
picture a finite tree with root x and think of £ and 7 as leaves in this tree.

Lemma 6.2.5 ([PPS15] page 15 and [LNP19] lemma A.5). The visual distances are all equivalent
and induces the usual euclidean topology on S¥~' ~ d,,He. More precisely:

Va,y € HLVE, n € OoHY, e 4@ < d=(&,m) _ ate.y)
Y S dy (&, n)

In the ball model, the visual distance from the center of the ball is the sine of (half of) the angle.

The sphere at infinity 0,cH? takes an important role in the study of I'. Since T' is supposed
non-elementary, for any € H%, the orbit I'z accumulates on S?~! (for the euclidean topology) into
a (fractal) limit set denoted Ar. This limit set is independent of x. We will denote by Hull(Ar)
the convex hull of the limit set: that is, the set of points 2 € H? such that z is in a geodesic
starting and ending in Ap. Since I' acts naturally on Ap, T' acts on Hull(Ar). Without loss of
generality, we can assume that o € Hull(Ar), and we will do so from now on. We will say that I'
is convex-cocompact if T' is discrete, without torsion and if Hull(Ar)/T' is compact. In particular,
in this Chapter, we allow M to be compact.

We will suppose throughout the Chapter that I' is convex-cocompact. In this context, the set
Qr = p~!(HullAp/T) € T'M is compact, and it follows that supgp |F| < co. In particular, F
is bounded on p~!(Hull(Ar)), which is going to allow us to get some control over line integrals
involving F. Recall the notion of line integral in this context: if x,y € H? are distinct points, then
there exists a unique unit speed geodesic joining x to y, call it ¢, ,. We then define:

Yo d(z,y) _
/ F::/ F(¢py(s))ds.
T 0

Beware that if F'(—v) # F(v) for some v € T'M, then [* F and f F might not be equal.
We are ready to introduce the Gibbs cocycle and recall some of its propertles

Definition 6.2.6 ([PPS15], page 39). The following “Gibbs cocycle” Cp : 9,0H? x H? x H? — R is

well defined and continuous:
&t 13
Crelz,y) = lim / /

where &; denotes any geodesic converging to &.
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Remark 6.2.7. Notice that if £ is the endpoint of the ray joining x to y, then

Y

Cre(z,y) = 7/ F.

x

For A C H?, we call “shadow of A seen from z” the set O, A of all £ € 9,,H? such that the
geodesic joining x to £ intersects A. (The letter O stands for “Ombre” in French.)

Proposition 6.2.8 ([PPS15], Proposition 3.4 and 3.5). We have the following estimates on the Gibbs
cocycle.

1. For all R > 0, there exists Cy > 0 such that for all v € T and for all £ € O,B(v(0), R) in
the shadow of the (hyperbolic) ball B(y(0), R) seen from o, we have:

v(o) _

Cre(0,7(0)) + / F

o

< Cp.

2. There exists o € (0,1) and Cy > 0 such that, for all v € T' and for all {,m € Ar such that
do(€,m) < e~don(0)=2

|Cre(0,7(0)) = Cry(0,7(0))] < Coe® 7N d, (&)

In fact, for every x,y € H%, the map ¢ € Ar — Crge(z,y) € R is Hélder regular (but not
uniformly in x,y).

6.2.3 Patterson-Sullivan densities

In this paragraph, we recall the definition of (T, F') Patterson-Sullivan densities, and we introduce
a regularity condition. To begin with, recall the definition and some properties of the critical
exponent of (I', F).

Definition 6.2.9 ([PPS15], Lemma 3.3). Recall that F' is supposed Hoélder, and that T is convex-
cocompact. The critical exponent of (T, F') is the quantity dr r € R defined by:

1 .
or,p :=limsup —1In Z ef;“’F,

n
n—o00 ~er
n—c<d(z,7y)<n

for any z,y € H? and any ¢ > 1. The critical exponent dosen’t depend on the choice of z,y and c.

Theorem 6.2.10 ([PPS15], section 3.6 and section 5.3). Let I' C Isot(H?) be convez-cocompact,
and note M :=H?/T. Let F : T'*M — R be a Hélder reqular potential. Then there exists a unique
(up to a scalar multiple) family of finite nonzero measures (fiz)zcna on OscHe such that, for all
v €T, for all z,y € H? and for all € € OsHY:

® Vilby = Uz

o duy(€) = e O qy (¢)

Moreover, these measures are all supported on the limit set Ap. We call them (T, F')-Patterson
Sullivan densities.

Remark 6.2.11. Notice that Patterson-Sullivan densities only depend on the normalized potential
F — ér p. Since 01, p4x = Or,r + K, replacing F' by F' — dr r allows us to work without loss of
generality with potentials satisfying ér = 0. We call such potentials normalized.

The next estimate tells us, in a sense, that we can think of u, as a measure of a “fractal solid
angle” pondered by the potential. This is better understood by recalling that since the area of a
hyperbolic sphere of large radius r is a power of ~ e”, then the solid angle of an object of diameter
1 lying in that sphere is a power of ~ e™". In the following “Shadow lemma”, the object is a ball
B(y, R), at distance d(z,y) from an observer at x.
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Proposition 6.2.12 (Shadow Lemma, [PPS15] Lemma 3.10). Let R > 0 be large enough. There
exists C > 0 such that, for all x,y € Hull(Ar):

C—lefzy(ﬁ—tsr,F) < g (OIB(y,R)) < Cef;j’(ﬁ—ép,p).

Definition 6.2.13. The shadow lemma calls for the following hypothesis: we say that the potential
F satisfy the regularity assumptions (R) if F' is Holder regular and if supgp F' < o, p.

Remark 6.2.14. By Lemma 3.3 in [PPS15], we see that we can construct potentials satisfying (R)
as follow: choose some potential Fy satisfying (R) (for example, the constant potential) and then
choose any Hélder map E : T*M — R satisfying 2 supqr |E| < 6, — supgr F. Then F := Fy+ E
satisfies the assumption (R). A similar assumption is introduced in [GS14].

The point of the assumption (R) is to ensure that Patterson-Sullivan densities exhibit some
regularity. This is possible because we have a tight control over the geometry of shadows.

Lemma 6.2.15. Let I' C Isot(HY) be conver-cocompact, and let F : T'(HY/T') — R satisfy the
reqularity assumptions (R). Let 0reqg € (0,1) such that 0reqg < Or,p — supqr F'. Let i denote some
(T, F)-Patterson-Sullivan density. Then

3C > 0, V€ € DooHY, Vr >0, u(B(E,7)) < Ordres,
where the ball is in the sense of some visual distance.

Proof. First of all, since for all p,q € H?, £ € d,.H? — eCc(P9) is continuous and since the ideal
boundary is compact, we can easily reduce our statement to the case where p is a Patterson-Sullivan
density based on the center of the ball 0. Moreover, since all the visual distances are equivalent,
one can suppose that we are working for the visual distance based at o too. Finally, since the
support of p, is Ar, we can suppose without loss of generality that B(£,7) N Ar # . Since in this
case there exists some € € Ap such that B(¢,r) C B(f, 2r), we may further suppose without loss
of generality that & € Ap.

Now fix £ € Ar and 7 > 0. Let « € Hull(Ar) lay in the ray starting from o and ending at .
Let p € [0,1], let y € H? such that [0, 9] is tangent to the sphere S(z, p), and note 7 the ending of
the ray starting from o and going through y. The hyperbolic law of sine (see Lemma A.4 and A.5
in [LNP19]) allows us to compute directly:

1 sinh(p)
do(gvn) - 5 ' m

It follows that there exists C' > 0 such that for all & € Ap, for all » > 0, there exists € Hull(Ar)
such that e~ < Cr and B,(¢,7) C O,B(x,1). The desired bound follows from the shadow
lemma, since the geodesic segment joining o and z lays in Hull(Ar). O

The regularity of Patterson-Sullivan densities is going to allow us to state a second version of
the contraction lemma. First, let us introduce a bit of notations. We fix, for all the duration of
the Chapter, a large enough constant Cr > 0. For v € ', we define k() := d(0,70), ry := e ")
and By := O,B(y0,Cr). By the hyperbolic law of sine, the radius of B, is sinh(Cr)/sinh(r,)
(Lemma A.5 in [LNP19].) If Cr is chosen large enough and when x(v) is large, we get a radius of
~ eCr ry 2> 7. We have the following covering result.

Lemma 6.2.16 ([LNP19], Lemma A.8). Define r,, := e~ 4" and let S,, := {y € I ,e~ 2%, <
ry < Tp}. For alln > 1, the family {B,},cs, covers Ar. Moreover, there exists C > 0 such that:

Vn,V€ € Ar, #{y€ S, , £€B,} <C.

Now, we are ready to state our second contraction lemma. Since the potential is not supposed
bounded, a lot of technical bounds will only be achieved by working on the limit set or on its
convex hull. One of the main goal of the second contraction lemma is then to replace z’!' by a
point 7, lying in the limit set.

Lemma 6.2.17 (Second contraction lemma). Let I' C Iso™ (HY) be conves-cocompact. Let F :
TY(HY/T) — R be a potential satisfying (R). Denote by u, € P(Ar) the associated Patterson-
Sullivan density at o. Then there exists a family of points (1) er such that, for any v € T' with
large enough k(7y), we have ny, € Ap N By (in fact do(ny,27') S r2), and moreover:
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1. there exists ¢ > 0 independent of y such that do(€£,10,) > 14/2 = do(y 2,7 1n,) > ¢,

2. for all g € (0,8,cq), there exists C independent of v such that:

N do(V(§) 1) dpo(§) < C’ri“.

Proof. Recalling that the visual distance and the euclidean distance are equivalent on the unit
sphere, if we forget about 7, and replace it by " instead, then the first point is a direct corollary
of the first contraction Lemma 6.2.2. We just have to check two points: first, since I' is discrete
without torsion, there exists ¢ > 0 such that for all v € I'\ {Id}, d(o,v0) > ¢o. The second point
is to check that the orders of magnitude of r, and e, (quantity introduced in the first contraction
lemma) are compatible. This can be checked using an explicit formula relating the hyperbolic

distance with the euclidean one in the ball model: 7, = e=*() = ;mg\l ~ €4/2 (see [Ra06],

exercise 4.5.1). We even have a large security gap for the first statement to hold (recall that the
critical scale is ~ €2).

We will use the strong contraction properties of I' to construct a point 1, € Ar very close to
z['. Since I' is convex-cocompact, we know in particular that diam(Ar) > 0. Now let v € I" such
that x(y) is large enough. The first contraction lemma says that there exists A, C OsoH? with
diam(A,) < Cr, such that diam(y(AS)) < 7,/10. It follows that we can find a point 7, € Ap
such that d,(A,,7,) > diam(Ar)/3. Fixing 7, := v(7,) gives us a point satisfying 7, € Ar and
do(ny, 7)) S 2. Hence 7, € B, and moreover, any point ¢ satisfying d,(&,n,) > r.,/2 will satisfy
7€) € Ay, and so do(y 1 (£),771(n,)) > diam(Ar)/3. This proves the first point.

For the second point: since the set A, C dxH? is of diameter < Cr, and satisfy that, for all
§¢ Ay, do(v(€), 2) < 1y /10, the upper regularity of p, yields

[ dolat©).ay aut€) < Cpol ) + [ O, < 1

The desired bound follows from d, (21", 7,) < 7+, using the triangle inequality. O

6.3 Patterson-Sullivan densities are stationary measures

6.3.1 Stationary measures

In this subsection we define stationary measures and state our main theorem.

Definition 6.3.1. Let v € P(T') be a probability measure on I' € SO(n, 1). Let pu € P(0,cH?). We
say that p is v-stationary if:

p= V= /Fv*u dv ().

Moreover, we say that the measure v has exponential moment if there exists € > 0 such that
Jr InlIfdv () < co. Finally, we denote by I, the subgroup of I' generated by the support of v.

Theorem 6.3.2. Let I' C Iso™ (H?) be a (non-elementary, discrete, without torsion, orientation
preserving) convex-cocompact group, and let F: T'(H?/T) — R be a potential on the unit tangent
bundle satisfying (R). Let x € Hull(Ar) and let i, € P(Ar) denotes the (T, F') Patterson-Sullivan
density from x. Then there exists v € P(I') with exponential moment (seen as a random walk in
S0(d, 1)) such that p, is v-stationary and such that T, =T.

Remark 6.3.3. This result for d = 2 was announced without proof by Jialun Li in [Lil17] (see remark
1.9). A proof in the case of constant potentials is done in the appendix of [LNP19]. Our strategy
is inspired by this appendix. For more details on stationary measures, see the references therein.

First of all, a direct computation allows us to see that if (14;),cqae are (I', F) Patterson-Sullivan
densities, then, for any n € SOo(d,1) , (Nufty-14)zene are (nI'n~1, 0, F) Patterson-Sullivan densi-
ties. This remark allows us to reduce our theorem to the case where the basepoint z is the center
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of the ball 0, and 0 € Hull(Ar). Our goal is to find v € P(I") such that v * 1, = p1,. Assuming that
F' is normalized, this can be rewritten as follows:

duo(g) = Z V(’Y)d('}/*ﬂ'o)(f) = Z V(,y)ecF,g(OKYO)d‘uO(é‘)'

Y Y

Hence, p, is v-stationary if

Zz/(fy)fy =1 on Ar,

yel’

where

() = eOretoo),

Remark 6.3.4. Our main goal is to find a way to decompose the constant function 1 as a sum of
f~- Here is the intuition behind our proof.

Define 'r;F = L°F = fy (@) =~ fy(ny). The first thing to notice is that f, looks like an
approximation of unity centered at 27'. Renormalizing yields the intuitive statement 7"5 fy~1p. .
The idea is that this approximation gets better as k() becomes large. Once this observation is
done, there is a natural “n-th approximation” operator that can be defined. For some positive
function R, one can write:

R~ Z R(ny)1p, ~ Z R(nﬁ,)rffw =: P,R.
YESn YESn

Proving that the operator P, does a good enough job at approximating some functions R is the
content of the “approximation lemma” 6.3.8. In particular, it is proved that, under some assump-
tions on R > 0, we have cR < P,R < CR.

The conclusion of the proof is then easy. We fix a constant 8 > 0 small enough so that cR <
BP,R < R. Then, we define by induction Rg = 1 and 0 < R,4+1 := R, — BP,+1R, < (1 — ¢)R,,.
By induction, this gives R, < (1 —¢)", and hence 1 = Ry — lim, R, = > . (Rx — Ri4+1) is a
decomposition of 1 as a sum of f,.

6.3.2 The approximation operator

First, we collect some results on f, that will allows us to think of it as an approximation of unity
around z7, with width .. The first point studies f, near z’7", the second point study the decay of
[ away from it, and the last point is a regularity estimate at the scale r.,. To quantify this decay,
we recall the notion of potential gap (or gap map).

Definition 6.3.5. The following “potential gap” D : H? x 0,cH? x O,oH? is well defined and

continuous:
1 &t ~ T I ~
DFz(ﬂaf)izeprlim / F+/ F_/ F,
' 2 t—co z - .

where (1;) and (&) denotes any unit speed geodesic ray converging to n and &.

Under our assumptions, the gap map (for some fixed z) behaves like a distance on Ar: see
[PPS15], section 3.4 for details. Finally, we denote by ¢(v) = —v the flip map on the unit tangent
bundle.

Lemma 6.3.6 (Properties of f.,). There exists Creq > 2 (independent of Cr) and Cy > 1 (depending
on Cr) such that, for ally € T:

1. For all § € B,
ry (€) € [e™, e,

2. For all £ € Ar such that do(€,1y) > 1+/2,

C(;lDF,o(fanw)_2 < T;FOLf'y(f) < CODF,O(&W’Y)_2~
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3. For all £,m € Ar such that do(&,m) < ry/e?,

15/ f(n) = 1] < Creg - do(§,m)" "

Proof. Recall that f,(z1') = r " F. the first point is then a consequence of Proposition 6.2.8. The

third point also dlrectly follows without difficulty. For the second item, recall that n, € B,,
that by the same argument we get

r;FOL ~ ECFOL’”‘Y (o,’yo).

Then, a direct computation yields:

Fy(€ry %" = exp Jim ((/ /jt F ) . </<>F_/<> F))
= lim exp << /& /(m)tFJr/(m)t ) </7 /M N _/oi)t F))

N DF,yo(n’ya 5)2

Dro(n,€)?

Under our regularity hypothesis (R), and because I is convex—cocompact and &,n € Ar, it is known
that there exists ¢y > 0 such that d,o(£,77)° < Dpo(1y,§) < 1 (see [PPS15], page 56). The
second contraction lemma allows us to conclude, since d,(&,7,) = do(v71€,771(n,)) > ¢ under
the hypothesis d,(&,ny) > /2. O

To get further control over the decay rate of f, away from 7, the following “role reversal” result
will be helpful.

Lemma 6.3.7 (symmetry). Let n € N and let n € Ap. Since {By}yes, is a covering of Ar, and
by choosing Cr larger if necessary, we know that there exists ¥, € Spy1 such that n € B, and

d(n,n3,) < C@zg/ar%. Now let v € T, and suppose that do(n,1,) > . Then:

C_lf’yn (777) < fv(n) < Cf%, (77’7)
for some constant C independent of n, v and 7.

Proof. First of all, by the third point of the previous lemma, and since d(n,75,) < C’fcé/ “ry, we
can write f,(n)/f,(n5,) € [1/2,3/2]. Then, by the previous lemma again, we see that

Hm)  Fs,)  Dro(ns,my)?

~ ~1,

S5, () f5,(0y)  Dro(ny,n5,)?

where we used the quasi symmetry of the gap map ([PPS15], page 47). O

We are ready to introduce the n-th approximation operator. For some positive function R :
Ar — R, define, on 0soH?, the following positive function:

PuR(n) == Y R(ny)ry f-(n).
YESn

The function P, R has the regularity of f, for v € .S,.

Lemma 6.3.8. Choosing Cr larger if necessary, the following hold. Let n € N and let £, € Ar
such that d,(&,m) < rpy1. Then:

‘ P R(E)

1 o, —«
PnR(T]) - ‘ 5 (55 ) n+l
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Proof. The regularity estimates on f, and the positivity of R yields:

|PaR(E) = PaR()| < Y R(y)rk | £(6) = £5(n)]

YESR

Z () do(€.m)*r5* < PuR(n) - Crege ™22 do(€,m)r; .
€Sy

The bound follows. O

Now is the time where we combine all of our preliminary lemmas to prove our main technical
lemma: the approximation operator does a good enough job at approximating on Ap. Some natural
hypothesis on R are required: the function to approximate has to be regular enough at scale r,
and has to have mild global variations (so that the decay of f, away from x7 is still useful).
Lemma 6.3.9 (Approximation lemma). Let g € (0,0r¢4) and Co > 1. Letn € N, and let R : Ap —
R be a positive function satisfying:

1. For 6377 € AF7 Zfdo(fvn) < Tn+1; then

- <3 oy

2. For &,m € Ar, if do(&,1) > rpt1, then
R(§)/R(n) < Codo(&,m) ™1, .
Then there exists A > 1 that only depends on g and Cy such that, for allm € Ar:
AT'R(n) < Puy1R(n) < AR(n).

Proof. Let n € Ar. We have:

PopaR) = > Ry)rffym = > RprX f,m+ > Rny)rd £, ().

YESn+1 YESn+1 YESn+1
neEBy n¢By

The first sum is easily controlled: if n € B,, then R(n,) ~ R(n) and % f,(n) ~ 1. Since 7 is in a
(positive and) bounded number of B, we find

CT'R(n) < ) R(ny)rf f,(n) < CR(y),

YESn+1
n€By

which gives the lower bound since R, 7  and f~ are positive. To conclude, we need to get an upper

bound on the residual term. Using diam(B.,) < 7, the symmetry lemma on f,(n), the regularity

and mild variations of R, and using the shadow lemma rf ~ 1,(B,), we get:

Z R(ny)r fv( Ty Z Ty d (11 f%,(nv)

YESn+1 n¢ B,
n¢ By

SRy > (By)do(ny,m) f5, (15)-

n¢ By

Now notice that, for all v € S, 41 such that n ¢ B, and for all £ € B, we have

Ao 1) F5, 1) 5 (o1, €)7 + o€ ) ) £5,(6) 5 (750 + ol m)™ ) 5, (6),
so that integrating in § € B,, gives:

1(By)do (11, m) f5,, (1) < EU/B (1+%¥7)60

r
~ n

)duo(§)~
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Injecting this estimate in the previous sum, and using Lemma 6.2.16 gives

Aol )"
R(ny)rX fy(n) SR 5, (§)dpo(€).
> Rt rm s Re) [ (1 S €l

YESn+1 w
n¢By

Finally, the second contraction lemma and the bound d, (7, 75,) < rn yields:

/B _— (1+ (ﬁn") ) F5(©)dno(€) < /A (1+ (f )7 ) F, ©)dno(©)

[ (I g = [ (14 B0

r

<14 /A do(F (€)1, ) dpio(€) < 1,
T

which concludes the proof. O

6.3.3 The construction of v

In this last subsection, we construct the measure v and conclude that some (I, F') Patterson-
Sullivan densities are stationary measures for a random walk on I' with exponential moment. We
can conclude by following the end of [LNP19] very closely, but we will recall the last arguments
for the reader’s convenience.

Recall that the large constant Cr > 1 was fixed just before Lemma 6.2.16, and that r, :=
e~4¢rn Recall also that o > 0 is fixed by Lemma 6.2.8. We fix 8 € (0,1) small enough so that
1— B> e 4re + 3 and we choose gy so that 75 = (1 — 3)". By taking 3 even smaller, we can
suppose that eg < §,.¢4. For this choice of &g, and for Cy(gg) := 2(1—3) ~2e“r¢0, the approximation
lemma gives us a constant A > 1 such that, under the hypothesis of Lemma 6.3.9:

B

ER < ipn+1R < BR.

We then use P, to successively take away some parts of R. Define, by induction, Ry := 1 and

B
ZPn+1Rn < Rn

For the process to work as intended, we need to check that R, satisfies the hypothesis of the
approximation lemma.

Ry =R, —

Lemma 6.3.10. Let n € N. The function R, is positive on Ar, and for any £,n € Ar:
1. If do(&,m) < Ty, then

2. If dy(&,m) > Tpy1, then
Ry (§)/Ra(n) < Coleo) - do(&m)™ (L —B)~ "

Proof. The proof goes by induction on n. The case n = 0 is easy: the first point holds trivially
and the second holds since Cy(go)r° = Cp (g9)e~4Cre0 > 1. Now, suppose that the result hold for
some n. In this case, the approximation lemma yields

B
A
and in particular R, is positive. Let us prove the first point: consider &, n7 € Ar such that
do(§,m) < ryg2. Then Lemma 6.3.8 gives

1
P Ra(© = G Puaa()| < 5 (G ) - doeon)® ity < L8R - )t

Rn+1 - Rn - Pn—i—an Z (1 - /B)me
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Hence, using the induction hypothesis:

Ra1(8) = Rua ()] < |Ra(€) ~ Bl +| 5 Pass Ra(€) — ZPa ()

1
<3 (rnfy + Briy) Ra(n)do(€,m)"

1 6—4Cpa _|_IB o —a
< iﬁRnH(n)do(f,n) Tnyo-

Recalling the definition of 3 gives the desired bound. It remains to prove the second point. First
of all, notice that, for any & and 7, we have:

Rn+1(€) —1Rn(f)

Now, suppose that d,(§,m) € (rnt2,7n+1]- The induction hypothesis gives R, (§)/Rn(n) < 1+
|R,(&)/Rn(n) — 1| <2, and so:

<(1-5)

B o 2 _ 2 0-p) 0 < a6 - g,

2
Roja(n) ~1-B 1-p8 "2 (1-8)

which proves the bound. Finally, suppose that d,(£,7) > r,+1. In this case, the induction hypoth-
esis directly yields

Rn+1(€) < 1 Rn(ﬁ)
Rpy1(n) = 1= 8 Ru(n)

and the proof is done. O

< CO(EO)dO(g’ 77)80(1 _ ﬁ)—(n-}-l)7

We are ready to prove Theorem 6.3.2, following Li in [LNP19].

Proof. The previous lemma ensure that for all n, the function R,, satisfies the hypothesis of the
approximation lemma. Hence, we can write for all n,

B B
Rn+1 = Rn - ZP'IL—‘,-lRTL S 1-— ﬁ Rna
so that by induction:
6 n
R, < <1 - —0
It follows that
) o0 5 o0
1= -1 n — n—1 — {ln) = = Pn n—1)-
Ro —lim R ;(R 1— Rn) A”z::l (Rn-1)

In other words,
oo
p
1= Z Z ZRn—l(n’Y)rg Sy
n=1~€sS,

Letting

v(v) = %Rn,l(m)rf ifyeS,, and v(y):=0if~v¢ USk,
k

gives us a probability measure on I' (since [ fydp, = 1) satisfying v * 1, = 1o, by the remarks
made section in 6.3.1. Checking that the measure has exponential moment is easy since ||y < 7"
by Remark 6.2.4. Indeed, by the shadow lemma rf ~ o(B,), and since S,, covers each point a
bounded number of time, we get:

/F e <305 vl

n ~veS,
2 (Z “O(B’y)> (1—B/A%)"eH™ < o0
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if € is small enough. Finally, we show that I',, the group spanned by the support of v, is T
To see this, say that Cr was chosen so large that Cr > 6diam(Hull(Ar)/I"). In this case, there
exists 1 € S1 such that d(o,110) € [|Inr1| + Cr/2,|Inr1| + 3Cr/2]. Then, any v € I' such that
d(o,v0) < Cr/2 satisfies v1y € Sy. In particular:

{veT, dlo,y0) <Cr/2} CTy,

and it is then well known (see for example Lemma A.14 in [LNP19]) that this set spans the whole
group I' as soon as Cr/2 is larger than 3 times the diameter of Hull(Ar)/T. O

6.4 Consequences on equilibrium states

Now that we have proved Theorem 6.1.2, Corollary 6.1.3 follows directly from [Li20] (since, when
d = 2, being Zariski dense is equivalent to being non-elementary). To see how this statement
induces some knowledge over equilibrium states, let us recall more precisely the link between the
latter and Patterson-Sullivan densities. First, recall that the Hopf coordinates

Hopf : ((0xH? x 8H?) \ D) x R — T'H?

allows us to smoothly identify the unit tangent bundle of H? with a torus minus the diagonal times
R by the following process. For any vt # v~ € d,H?, and for any ¢ € R, Hopf(vt,v™,t) := v
is the unique vector v € T'M lying on the geodesic Jv—,v"[ such that p(¢_s(v)) is the closest
point to o on this geodesic. We will denote by (9,+,d,—, ;) the induced basis of T(T' M) in these
coordinates. Finally, recall that ¢ denotes the flip map.

Theorem 6.4.1 ([PPS15], Theorem 6.1). Let I' C Isot(H?) be convex cocompact, M = H?/T,
and F : T*M — R be a normalized and Hélder-regular potential. Denote by mp € P(T1M) the
associated equilibrium state, and let mp be its I-invariant lift on T*HY. Denotes by uL the (T, F)
Patterson-Sullivan density with basepoint . Then, for any choice of x € H?, the following identity
hold in the Hopf coordinates (up to a multiplicative constant co > 0):

dpy (vH)dpg (v )dt

B
co-dmp(vt,v7,t) = Dra(vt, o)

We are now ready to prove Fourier decay for mp. To do a clean proof, we write down three
lemmas corresponding to Fourier decay in the three directions (9,+,d,-, 9;). We will then combine
all of them to get the desired result (in the spirit of sections 1.1.3 and 1.1.4).

Lemma 6.4.2. Let o € (0,1). Under the conditions of Theorem 6.1.2, there exists p1,p2 > 0 and
C > 1 such that the following hold. Let ¢ € R*. Then, let x : T'H?> — R be a Holder map supported
on some compact K, and let a C? function ¢ : TYH? — R such that |¢||c2 + (infg [0+ 0|) 71 +
Ixllow < [€lPr, we have:

c

|le=

Proof. Denotes ¢ and x the functions ¢, x seen in the Hopf coordinates. We get, for some large
a > 0 depending only on the support of x:

ifcp(v) z&ga(v L0 Lt) X( ) ) Fou
C e v)dm 7d d dt.
o o= [ (] Pt () ) it ()

Now, since x is supported in a compact subset of ((8OOH2 X Do H?) \D) x R, and since D is
uniformly Hélder (and doesn’t vanish) on a compact subset of Ay x Ar \ D (see [PPS15], Lemma
3.6 and Proposition 3.5), and finally since |9,+@| 2 |£]772 on the compact support of X, we see
that Corollary 6.1.3 applies to the inner integral. (Notice that we can always extend D outside
of Ar x Ar \ D so that it becomes Holder on all (OsoH? X 05H?) \ D, see [Mc34].) This gives the
desired bound. O

/ £€P0) () dimnp (v)| <
T1H?2

Lemma 6.4.3. Let a € (0,1). Under the conditions of Theorem 6.1.2, there exists p1,p2 > 0 and
C > 1 such that the following hold. Let & € R*. Then, let x : T*H? — R be a Hélder map supported
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on some compact K, and let a C? function ¢ : T'H?> — R such that ||¢||c> + (infx |0,-|) 1 +
lIxllce < [€]Pr, we have:

C
[€lP2
Proof. We need to check that when F satisfies the regularity assumptions (R), then F o satisfies
them too. This is easy, since supgp F o ¢ = supgr F' < dr,p = Or,po, by Lemma 3.3 in [PPS15].

Moreover, F o ¢ is still Holder regular. Hence, one can apply our previous lemma with F' replaced
by F o, and conclude. O

V¢ € RY,

/ Wy (v)dmp(v)| <
T1H2

Lemma 6.4.4. Under the conditions of Theorem 6.1.2, there exists C' > 1 such that, for all £ € R*,
for any a-Holder map x : T*H? — R supported on some compact K, and for any C? function
@ : T'H? = R satisfying ||p||c2 + (inf g [050]) =1 + || x]|ce < |€]%/8, we have:

SC
€]/

/ €€90)y (v)diup (v)| <
Tl H2

Proof. The proof is classic. We have, for some compact K C ((‘300H2 X QOOHQ) \ D and for some
large enough a > 0 depending only on the support of x:

0 [ X0 = [ (/ R »t>dt> Diolw*,07) 2d(uf @l ™) (0 07).
TH —a

We then work on the inner integral. When y is C'!, we can conclude by an integration by parts. So
a way to conclude is to approximate ¥ by a C! map. Fix some smooth bump function p : R — R+
such that p is zero outside [—2, 2], one inside [—1, 1], increasing on [—2, —1] and decreasing on [1, 2].
For any € > 0, set

Tl ) = /R;C(-, ot — 2)p(x/e)da /e

This function is smooth in the ¢t-variable. Moreover, if we denote by « a Holder exponent for y,
then a direct computation yields:

||>28 - )NCHOO S {a/85a7 Hat)ZEHOO S fa/sgf(lfa).

Hence:

a a
’/ eif¢>zdt‘<2a>z—>zglloo+‘/ e’f%zsdt‘.
—a —a

To control the integral on the right, we do our aforementioned integration by parts:

/ P Xedt = / lggti €Ay dt
~ t=a . a ~
| Xe is@} ,E/ P <X€> €5
= —e — | e t,
Lfaﬂp —a o0 \0i2

‘ / ' el’f%zgdt’ S lg7trer2em e,

Finally, choosing ¢ = 1/[¢] yields

so that

S e (o iral2 g g a2,

[ e wding )
T1H2

which is the desired bound. O

Theorem 6.4.5. Let o € (0,1). Under the conditions of Theorem 6.1.2, there exists p1,p2 > 0 and
C > 1 such that the following holds. For any & € R*, for any a-Hélder map x : T*M — R supported
on some compact K , for all C? function o : TYM — R satisfying ||¢||c2 + (infx ||de])) ™t + | xllce <

|€|Pr, we have:
/ Zg“"xdmp
T M
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Proof. Let a« > 0, and let p1, ps > 0 be such that Lemma 6.4.2, Lemma 6.4.3 and Lemma 6.4.4
applies. Let £ €R, [£] > 1, let ¢ : T'M — R and let x : T*M — R be a a-Holder map such that

lelloz + (i?{f ldel) ™" + llxllce < |€]PrP2/100.

We then cover NW(¢) C T*M by some balls of radius £P1P2/30  Since this is a compact subset
of a 3-dimensionnal manifold, this can be done using < &7172/10 balls. Let us then denote
NW(¢) C Ujes By, with [I| < ¢=r1r2/10 and B; = B(x;, £ °2/30) for some z; € T'M. We
can suppose that each B; intersects NW (¢). We can further construct this cover so that there
is an associated partition of unity (x;)jes satisfying >>; x; = 1 on NW(¢), supp(x;) C Bj, and

Ixjllor < € Prr2/39. (This is easy to do in local charts: in R3, construct a partition of unity
adapted to a Z3-periodic partition of R? with cubes of side 1, and then rescale everything.) Then,

let us write:
/ e xdmp = Z/ eif‘ﬁxxjdmp.
T1M 1/ BinNW(y)
Select some fundamental domain Dy of I' in T'H2, and then consider a large enough compact
neighborhood D of Do N p~!(Hull(Ar)). For each j, we choose a Hélder lift y; : T*H* — R of

XX; with compact support B; C D, with diameter < £=r1r2/30  Finally, let (Z) :T'H? - Rbe a
I-periodic lift of ¢. We have:

/ eindemF:/ 0% dinnp.
B;NNW (¢) B;

J

Now consider the map B : T (T*H?) — R% defined by
B(tyt O+ + ty— Oy— + 40t) := min(|ov,+|, |ay— |, o))

Since this map is continuous on the compact set D, there exists ¢y > 0 such that B(D) C [cp, o0].
We can finally go on and control all of our integrals.

Let j € I. Let y; € B; Np~'(Hull(Ar)). Notice that since, for all z € ' (Hull(Ar)), ||dé.| =
gP1p2/100 there exists some unit vector h; € TH(TMM) such that |dgy, (h;)| > £7P1r2/100. Tt
follows that there exists e € {v*,v™,¢} such that |9.4(y;)| > co&#1#2/190. Notice then that for
each y € Bj, we have:

‘aed)(y” > |6e¢(y])| —[0:0(y) — ae¢(yj)|
> 005—0102/100 _ H¢||Czdiam(éj > CO§—p1P2/100(1 _ 5—0102/30) >
if £ is large enough. Moreover:

1% llce = Ixxllos S llxlloegrrrz/100 < grira/50 < o1

We can then apply our previous lemmas to control our integral: there exists C' > 1 (independant
of j) such that:

7 C
i€\ T
e X'de‘ < —.
‘ /Bj ! €]~
Summing those estimates and using the bound |I| < £-*1r2/10 yields:

, : C|I| C

EP .y d ‘ < E ‘/ £y ad ’ < <
e Xamp| = e XXjaMEp| > ~ .
’/TlM Ser ' BinNW(p) ! |€lpz = |¢]P=/2

O

Remark 6.4.6. We recover our main Theorem 6.1.4 as a particular case of Theorem 6.4.5. Indeed,
if o: K C T'M — R3 is a 02 local chart, then for any ¢ € R®\ {0}, one may write:

/ eiW(“)X(v)de(v)z/ Iy () (v) < Clc|
T'M TM

since the map (u,v) € S? x K + u - (dyp), € T;/(T* M) doesn’t vanish (because the range of (dy),
isn’t contained in a plane). In fact, we can write ||u- (d¢),| = ||(*de~1),||~!. Notice that we used
the uniformity of the constants C' > 1 given by the phases u - (dy).
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